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PREFACE

The NATO Advanced Research Workshop Bianisotropics 2002 was held in
Marrakesh, Morocco, during 8-11 May 2002. This was the 9th International
Conference on Electromagnetics of Complex Media, belonging to a series of
meetings where the focus is on electromagnetics of chiral, bianisotropic, and
other materials that may respond to electric and magnetic field excitations
in special manner.

The first of these meetings was held in Espoo, Finland (1993), and the
following venues were Gomel, Belarus (1993), Perigueux, France (1994),
State College, Pennsylvania, USA (1995), the rivers and channels between
St. Petersburg and Moscow in Russia (1996), Glasgow, Scotland (1997),
Brunswick, Germany (1998), and Lisbon, Portugal (2000).

The present book contains full articles of several of the presentations
that were given in the Marrakesh conference. In Bianisotropics 2002, 8 re­
view lectures, 14 invited lectures and 68 contributed talks and posters
were presented. Of these presentations, after a double review process, 28
contributions have achieved their final form on the pages to follow. From
the contributions of the meeting, also another publication is being planned:
a Special Issue of the journal Electromagnetics will be devoted to complex
materials. Guest editors for this issue are Keith W. Whites and Said Zouhdi.

The chairmen of Bianisotropics 2002 conference were Said Zouhdi (Pierre
et Marie Curie University - Paris) and Mohamed Arsalane (Cadi Ayyad
University - Marrakesh), who were assisted by Scientists from Moroccan
Universities and the International Bianisotropics Conference Committee.
The organisation and arrangement of the meeting required financial as­
sistance and other support from several sources . Especially helpful in this
respect was that Bianisotropics 2002 meeting was a NATO Advanced Re­
search Workshop. This gave the organisers a possibility to enrich the sci­
entific programme of the meeting. Furthermore, the opening session of the
workshop had a special flavour by the presentation of Dr . Fausto Pedrazz­
ini, the Programme Director in the Scientific and Environmental Affairs
Division of the NATO Science Programme. He spoke about the scientific
dimension in the mission of the North Atlantic Treaty Organisation. This

IX



x

is the third level on which NATO works, complementing the political and
military aspects of the organisation.

This volume is structured in seven sections, each containing from three
to six articles. Beginning from general aspects of complex materials, the
focus changes to the characteristics of modern metamaterials and pho­
tonic band gap media. Then follows analysis and modelling of bianisotropic
structures, along with computational studies of wave-interaction in com­
plex media. After contributions on how material heterogeneities are con­
nected to wave localisation, the final section discusses engineering and other
applications of complex media and metamaterials.
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I.

GENERAL ASPECTS OF COMPLEX MEDIA AND META­
MATERIALS



ELECTROMAGNETIC EMERGENCE IN METAMATERIALS

Deconstruction ofterminology ofcomplex media

A. SIHVOLA
Helsinki University ofTechnology, Electromagnetics Laboratory
P.o. Box 3000, FIN-02015 HUT, Finland

Abstract. This chapter focuses on the emergent electromagnetic properties in such heterogeneous
materials that are, in today's discussion, being more and more often called "metamaterials." More
precisely, the very concept of metamaterial is under study as also are the preconditions under which
such a term is appropriate.

1. Introduction. The power of naming things.

"Metamaterials." This word has become very common in the recent discussion of
materials research in electromagnetics, and perhaps also in some other fields of
applied and theoretical physics. At least such an impression is by no means
excluded. If this is true, what is the reason for such a state of affairs? Why is
"metamaterial" used increasingly in electromagnetics parlance, if not yet so much
in literature? Indeed, what is the exact meaning of the term?

In this presentation, I would like to problematise the use of the term
"metamaterial," at least in the extent to which it is used exclusively to new,
especially nanoengineered, materials. The history of electromagnetics research
contains a very rich collection .of results for random, inhomogeneous, and
composite materials. A closer look at the properties of these old-fashioned
materials reveals that they could be certainly classified into the group of the
modem metamaterials, even though they may be well known and familiar to many
of us as "ordinary" materials.

That scientists name things such that they attract attention is understandable.
One can think of the recent surge of interest in PBG (photonic band gap) materials,
or photonic crystals, where artificially manufactured geometries create pass band
and stop bands for electromagnetic waves in microwave, millimetre wave, and
optical regions. Physicist-driven research on PBG's has caused irritation within the
microwave engineering community, and engineers point out (partially correctly)
that periodical dielectric materials are nothing new. But who would not feel the
desire of finding exciting and potentially money-attracting names for materials that
are the subject of one's present studies? Certainly we also in the bi-anisotropics

3
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field have to admit this as we are talking about exotic, novel, or complex materials .
But we have to remember that in some cases language can become a barrier for
communication.

In the present article the use of the new term, metamaterials, is discussed. I try
to find a meaning for it. The term is increasingly being used in literature, and I'll
analyse some of the presented definitions. It seems that with the use of the term,
there is a strong emphasis on the requirement that a metamaterial should display
properties that are qualitatively different from its components. My aim is to
problematise this requirement, at least in its strong form. I'll focus on the question
what is the difference between "ordinary" composite materials and new
metamaterials, if any. Towards the end of the article, I shall discuss some examples
of complex materials, especially from the point of view of our bianisotropics
community, and raise the question to what extent these media deserve to be called
metamaterials.

But let us start from definitions.

2. Metamaterials? What do you mean?

It is difficult to find an acceptable definition for the term "metamaterial." This
statement may sound very normative; after all, can one argue names? Of course, in
a free world everyone is allowed to use words in ways that have not necessarily
been formally approved into use by international committees, or even to use them
in a totally idiosyncratic manner. But to be able to conduct constructive discussion
where a given word has an important role, however, it is helpful if at least a group
of people agree on the meaning of this word. Sure, the question remains open how
large and representative this group must be. Furthermore, with a definition and use
of terms in new environments one should pay respect to the historical use of the
word, even if its background is on another, perhaps very different, field. This
question is not unimportant in the case where we name scientific or engineering
things and properties. One example of such a situation is the use of term
"metamaterial."

By the writing of the present text (May 2002), the term "metamaterial" has
been appearing in print for only a very short period. But some definitions exist. In
first-order literature, materials conferences and research web pages the following
definitions can be already found:

• Electromagnetic metamaterials are artificially structured composite materials
that can be engineered to have desired electromagnetic properties, while having
other advantageous material properties. [1]

• Structures composed of macroscopically scattering elements. [2]
• "Meta-materials", materials whose permeability and permittivity derive from

their structure. [3]
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• MetaMaterials are a new class of ordered nanocomposites that exhibit
exceptional properties not readily observed in nature. These properties arise
from qualitatively new response functions that are not observed in the
constituent materials and result from the inclusion of artificially fabricated,
extrinsic, low dimensional inhomogeneities. [4]

• Metamaterials are defined as macroscopic composites having a man-made,
three dimensional, periodic cellular architecture designed to produce an
optimized combination, not available in nature, of two or more responses to a
specific excitation. Each cell contains metaparticles, macroscopic constituents
designed with low dimensionality that allow each component of the excitation
to be isolated and separately maximized. The metamaterial architecture is
selected to strategically recombine local quasi-static responses, or to combine
or isolate specific non-local responses. [5]

These four attempts to catch the meaning of metamaterials occur with only little
variation in the electromagnetics literature. Regarding such definitions, one
observation that can be made is that two essential properties are mentioned. The
materials should exhibit (electromagnetic) properties

o not observed in the constituent materials, and/or
o not observed in nature.

These are quite remarkable and very restrictive features for materials if they are
really applied to define a metamaterial. But indeed, the fact that such properties
make a compulsory requirement is in the following sense in consonance with the
authentic meaning of the compound word, meta-material.

The prefix meta comes from Greek (it is also used in Latin), and it means
"after." Often the prefix is used also for "along with," "beyond," "among," "in the
midst of," "according to," and "behind." There are numerous words in English and
other languages starting with "meta," like, for example, metabolism,
metalinguistics, metamerism, metaphysics,1 metamorphosis, metastasis, etc.
However, the common word in materials engineering, "metal," is of different
origin.

With this background in mind, it seems that in the choice and use of
"metamaterial," this meta-prefix emphasises the transcendental aspect of the

I The use of "meta" in the term "metaphysics" does not come from a very sublime sense of
"above." Rather, it originally applied to those writings of Aristotle which in the accepted
order came after (=meta) those dealing with natural science (ta physika--physics, nature)
[6]. It is helpful to remember this in today's world where the word metaphysics brings to
mind quite obscure, unclear, and transcendental overtones. Even the dictionaric definitions
for metaphysics reflect this, being like "the branch of philosophy that treats of first
principles, includes ontology and cosmology, and is always intimately connected with an
epistemology;" or more generally, "philosophy, esp. in its more abstruse branches" [7].
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meaning. A metamaterial needs to be qualitatively different from its components.
New phenomena and novel properties should emerge when "ordinary" pieces are
brought together. The whole should be more than the sum of its parts. Quantitative
differences become qualitative ones.

There is a word for such a behaviour of systems. It is "emergence."

3. Emergence. More is different.

Emergence is the process of emerging. Something arises, comes up into existence.
It comes forth from concealment or obscurity. The etymology for this word leads to
the combination e (out of) + mergere (to plunge, dip, or immerse). A more
common word with the same root is "emergency" which is a sudden, urgent,
usually unexpected occurrence or occasion requiring immediate action. But about
emergence, it is important to note that it has also a more technical meaning in
science and philosophy. In evolutionary theory, it stands for the rise of a system
that cannot be predicted or explained from antecedent conditions. George Henry
Lewes, the 19th-century English philosopher of science, distinguished between
resultants and emergents-phenomena that are predictable from their constituent
parts and those that are not [Encyclopaedia Britannica]. Later, emergence theories
have been espoused by Henri Bergson, Pierre Teilhard de Chardin, Alfred North
Whitehead, and Michael Polanyi. The doctrine of emergence is sometimes stated as
part of an "evolutionary cosmogony, according to which the simpler properties and
forms of organisation already in existence make contributions to the 'creative
advance' of nature by giving birth to to more complex and 'irreducibly novel' traits
and structures" [8].

Clearly the present-day electromagnetics use of "metamaterials" is defining the
word through the concept of emergence.

The philosophical meaning of "emergence" is connected to another essential
term, reductionism. Emergence is very often associated with antireductionistic
goals. According to a (strict) reductionist view, "higher-level" scientific theories
can be completely and exhaustively reduced to more basic fields of science, for
example chemistry into physics, biology in biochemistry, psychology in
neurophysiology, and so forth. Everything (it can be objects (ontological
reduction), theories, or whole scientific fields) in the higher level of description is
contained (even if in a non-obvious way to an amateur) in the "harder" sciences,
finally in elementary particle physics.' Clearly the concept of emergence is a
problematic phenomenon to a reductionist, or may be difficult to accept within
(philosophical) materialism. A person with inclination to a very mechanistically

2 It may be visible from the present text that 1 am not fully subscribing to the strict
reductionist programme. Can the great book The Brothers Karamazov by Fyodor M.
Dostoyevsky be reduced to (=be equivalent to certain ordered combinations of) the 26
letters ofthe English alphabet (or, more precisely, to the 33 letters of the Russian one)?
---I doubt it. (...but feel a little uncomfortable with the doubt...)
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reductionist view may feel the temptation to call an "upper-level" field of science
just "applied" more fundamental science: chemistry as applied physics, for
example.

In dialectic materialism and Marxism-Leninism, emergence is nevertheless
something that can be accepted. According to those lines of thought, matter (in
movement) has various levels of existence and movement, physico-ehemical,
biological, and social, which all have their own laws. And these laws are
independent of the other levels. However, this does not mean that living creatures
would possess properties that are not connected to physical laws. It is that they
"emerge" in systems that are sufficiently complex but it may be difficult to predict,
or even to explain how or when such qualitative changes happen.' A simple
extrapolation upwards fails.

Indeed, an important distinction regarding reductionism comes from Philip
Anderson [9]. He criticises its strong form which claims that in materials science,
there are only "extensive" problems left, equal to device engineering." Anderson
identifies the fallacy in this reasoning in that the reductionist hypothesis does not
imply a constructionist one. In other words, even if one could reduce a
phenomenon into the fundamental elements, one cannot start with basic laws and
reconstruct the universe. "[T]he more the elementary particle physicists tell us
about the nature of the fundamental laws, the less relevance they seem to have to
the very real problems of the rest of science, much less to those of society."

Emergence can also be appreciated in the mechanism according to which many
cellular automata operate. There, simple and local rules can create behaviour in
which new patterns may appear and objects are created. Or at least one would think
of them as reals "objects" even if they may be just little squares on the computer
screen which are turning on and off. For example, in the emergence applets of the
Media Laboratory of the Massachusetts Institute of Technology (available from
el.www.media.mit.edu/groups/el/projects/emergence) the emergence of "life" can
be seen on the computer screen.

4. Against emergence. More is less.

But somehow the slogan "the whole is more than the sum of its parts" is
counterintuitive. When we look at an ensemble, very much of the detailed structure

3 Something essential about emergence, and about quantity transforming to quality is
contained in the following anecdote (taken from the article [9]) where the two famous
American literary figures meet in Paris in the 1920's:

FITZGERALD: The rich are different from us.
HEMINGWAY: Yes, they have more money.

4 V. Weisskopf [10] distinguishes between intensive and extensive research: "[I]ntensive
research goes for the fundamental laws, extensive research goes for. the explanation of
phenomena in terms of known fundamental laws.... Solid state physics, plasma physics,
and perhaps also biology are extensive. High energy physics and a good part of nuclear
physics are intensive."
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is left out in the grand picture. If we have a mixture of a great number of
elementary objects, in the "real life" they are interacting in many ways. But in the
large-scale picture, all these interactions only have an effective influence. The
macroscopic picture is a certain "average" of the individual contributions, although
this averaging does not need to be a simple operation. And hence extremely many
degrees of freedom are lost when the ensemble is sensed with a coarser resolution.
Then, sure, the whole is less than the sum of its parts.

Indeed, an effective picture means a reduced dimensionality compared to the
corresponding macroscopic properties of the constituents. One is unable to catch
the details because there is simply too much information.

What, then, about the intuitively emergent meaning of a piece of art? Wouldn't
everyone take an antireductionist stance when it comes to literature? Why do we
feel that a poem is "more" than the information content (expressable as a relatively
short sequence of O's and 1's) of its letters, exclamation marks and spaces between
characters? The answer to this dilemma may be in the following. Is it that when
asking such questions we are mixing up the real physical object and the measuring
instrumenrf What is a poem, after all? And where does its meaning exist?

5. Physics and metaphysics of electromagnetic materials

Can the philosophically flavoured discussion in the previous sections be made
relevant to electromagnetic properties of materials? Is it too far into the field of
metaphysics? Why, the effective modelling of heterogeneous materials is
fundamentally analysis and prediction of emergence. When higher-level
description of matter is sought using various mixing rules-even the simplest ones,
like Maxwell Garnett [12]-it quite often happens that the homogenisedmedium
displays properties that are astonishingly different from not only those of the
components but also from those that one would expect from the mixing process
[13]. But does the fact that the result for macroscopic material character is
unforeseen and unexpected automatically mean that the higher-level property is
emergent, especially in the evolutional and vitalist tone and meaning of the word?
It seems that this is a crucial distinction to be made in the metamaterials discussion.

5.1. IS A COMPOSITE MATERIAL METAMATERIAL?

The electromagnetics community has been working for a long time with modelling
of properties of heterogeneous materials, both in the field of natural, geophysical
materials that are random in structure in the first place, and also in the design of
artificial and composite materials where the goal is to manufacture materials with
desired properties. In the analysis of the effective properties of such materials,

5 As Karl Enqvist [11] has noted, we may be especially susceptible to this fallacious
reasoning when the observing system is the human brain,
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emergence-type behaviour often takes place when we move upwards from the
microscale to meso- and macroscales and assign the medium effective properties
on the larger scale. But can we call any kind of higher-level material by the name
metamaterial?

Why not? At least all materials are composites because if we go to smaller and
smaller scales, finally we encounter atomic constituents, electrons, protons,
neutrons. On macroscale, the medium appears always as an effective average of the
lower-level constituents. These effective properties are always "emergent"
properties, and are in principle "other than" the properties of the components. They
are not plain volume averages of the corresponding inclusion properties, and
therefore all matter, even simple mixtures, deserve to be called "metamaterials."
And very often do these materials have superior properties over their components.
Take for example cellulose or cement, where the superiority is evident even from
an everyday-life point ofview .

The question is therefore on scale . When we look with myopic eyes at a
medium, there is a limit below which we cannot resolve finer details. Can we find
or determine an absolute scale? One can always go to higher levels on the scale of
various materials. Then we face the problem of the measure and length of
homogenisation and the question what can be called a material. Even the mobile
radio channel has been called as a complex medium," What a composite!

5.2. LINEARITY AND SUPERPOSITION

Scale and geometry are essential in the character of mixed matter but so is also the
constitutive response of the component materials themselves. Nonlinear media are
more complex than media with purely linear response. It would be tempting to
associate the emergent properties in material description to nonlinearity in the
constitutive relations. If the electric polarisation is not linearly dependent on the
excitation field, it is certainly difficult to foresee what kind of macroscopic
responses can a heterogeneous aggregate of such materials possess. But this kind of
a straightforward correspondence between emergence and nonlinearity is not
satisfactory, for at least two reasons.

Firstly, the principle of superposition, which according to normal textbook logic
follows from linear input--output relation, is still fully compatible with the
reductionist view where the properties of the whole can be derived and constructed
from the properties of its components. Nonlinearity may lead into difficulties in the
analysis of the problem but does not give to it any mystical and unexplainable
character. It is only that we can no longer exploit superposition and splitting of the
problem into easily solvable subproblems.

6 See the title of the presentation by R. Prasad and D.K. Kalluri in the Conference Complex
Mediums II: Beyond Linear Dielectrics, in SPIE's 46th Annual Meeting and International
Symposium on Optical Sciences and Technology, 4467, San Diego, California, 2001.
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For the second, even simple, linear mixmg problems may bring forth
macroscopic phenomena that quite often look emergent in the unexpected sense of
the word. Such phenomena, like for example, percolation, enhanced electric or
magnetic polarisation, and chirality, will be discussed later in this section.

Our eyes as receiving antennas and the image processing equipment connected
to those make their own interpretations of the random microstructure of materials.
Take, for example, the two-dimensional "material" depicted in Figure 1. There,
depending on scale , structures may be seen as emergent patterns, although the dew
formation on a day with freezing environment follows blind rules of condensation.

Figure J. Frost and dew form patterns in which structure on a higher level clearly emerges .
(Perhaps emerges .. .) This picture is from W.A. Bentley's snow archives [14].

And how blind is the process? The rules and laws governing the evolution and rest
states of the physical system may be written as partial differential equations as has
been the habit throughout the three centuries old history of mathematical physics.
No emergence is explicit in these equations. They only connect the amplitudes at a
certain spatial point at a certain time instant to the neighbouring ones . Perhaps the
alternative description in which the observed phenomena of the material world are
seen as products of rules, simple lines of code which Stephen Wolfram [15] has
advocated may catch more of the essence of these emergent phenomena.
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5.3. ARTIFICIAL DIELECTRICS

An earlier version of the metamaterial-term is the term "artificial dielectric" which
has a history of over a half century. In 1948 Winston E. Kock suggested to make a
dielectric lens lighter in weight by replacing the refractive material by a mixture of
metal spheres in a matrix. Kock built lenses by spraying conducting paint on
polystyrene foam and cellophane sheets. He was probably the one to coin the term
artificial dielectric, the physics of which is well documented in Collin's text on
guided waves [16] and which term is very well established in the microwave
literature (see also, [17]). Let us remind ourselves ofKock's own words [18]:

The artificial dielectric material which constitutes the delay lens was arrived at by
reproducing, on a much larger scale, those processes occurring in the molecules
ofa true dielectric which produce the observed delay ofelectromagneticwaves in
such dielectrics. This involved arranging metallic elements in a three-dimensional
array or lattice structure to simulate the crystalline lattices of the dielectric
material. Such an array responds to radio waves just as a molecular lattice
responds to light waves; the free electrons in the metal elements flow back and
forth under the action of the alternating electric field, causing the elements to
become oscillating dipoles similar to the oscillating molecular dipoles of the
dielectric.

Compare this with the introductions of reports from the present third millennium
that deal with photonic band gap structures and metamaterials! Although in the
above citation the emphasis of low frequencies is conspicious and therefore does
not directly relate to more complicated resonance phenomena, this excerpt is a
good reminder for us about the fact that many ideas in materials design have been
around for a long time.

Admittedly today's treatments of the metamaterial design are more detailed.
Take, for example, the classification into mesomaterials and metamaterials by
Walser [5]. With mesomaterial design he means that ordered macroscopic
materials are synthesised from the bottom up by assembling macromolecules, like
fullerenes or carbon nanotubes (these are so-called mesoscale supramolecules). In
the more advanced and mature metamaterials design the order is the opposite:
macroscopic composites are synthesised top down by "first disassembling, then
recombining macroscopic constituents." Probably the strategy in this second
approach by Walser is more target-oriented: the desired properties of the
metamaterial to be fabricated are predetermined with stricter tolerances as in the
first, mesomaterial approach.

5.4. EMERGENCE AND REDUCTION IN ELECTROMAGNETICS: ARE
THEY COMPATIBLE?

The crucial question remains: does there exist really emergent behaviour when
electromagnetic materials are treated as mixtures and when they are synthesised
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from lower-level components? An emphatic yes is clearly the opinion of many
metarnaterials investigators . Or, looking from another direction, is everything in
the behaviour of the composite on a higher level just a straightforward average of
the properties of its components and the microgeometry of its structure, which
would be a more reductionistic view? To make it easier to look for answers for
these questions, Table I attempts to achieve structure to the dichotomy between
emergence and reduction in the degrees of freedom in the description of
electromagnetic materials.

TABLE 1. Some differences follow regarding the status of "ordinary" composites, when the
point of view of emphasising emergence is changed to a reductionistic one. The left column
(the whole is MORE than the sum of its parts) stresses the view of qualitatively different
character ofengineered metamaterials with emergent properties, while the right-hand side (the
whole is LESS than the sum of its parts) takes the more mechanistic bottom-up view of
material description where the averaging process reduces the dimensionality of the microlevel
ofthe matter.

The whole vs,
the sum of its MORE LESS
parts

Philosophical Idealistic, immaterialistic, Reductionist,
backeround holistic physicalist
Effect on the
higher level of Emergence Reduced
description dimensionality
Materials Metamaterials Classical composites
Effective medium Non-local effects and Linear mixing rules
description connections
Effects and Spontaneous symmetry breaking Continuous
phenomena extrapolation
Examples Percolation, chiral materials, Simple aggregates,

artificial (and natural) laminates, weakly
magnetism, PBG's, Veselago interacting inclusions

media

In the table the contrast between the two views appears perhaps a little exaggerated
but it is intentional: to make the translation of the philosophical thinking to the
electromagnetics level. Emergence is identified with new macroscopic phenomena
that are brought forth by the process ofmixing. But it is at the same time contrasted
with the recipes of classical mixing formulas which may look quite simple
algebraic relations between the properties of the composite on one hand, and those
of the constituent materials on the other. But such a picture may need more
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elaboration. Let us take a closer look at various materials in electromagnetics and
see how they relate to the dichotomy ofTable 1.

5.5. EXAMPLES OF ELECTROMAGNETIC MATERIALS WITH
EMERGENT PROPERTIES

5.5.1. Chiral materials
From the point of view of complex materials and bianisotropic description of
electromagnetic materials, the obvious example of media with intuitively emergent
properties is the class of chiral materials. In chiral media, the geometrical character
of the internal structure (the handedness) cause macroscopic effects that are
observed as the rotation of the polarisation of the propagating field plane [19]. A
man-made chiral sample could be a collection of metal helices, randomly oriented
and distributed in a neutral polymer matrix . Were one to call chiral media
metamaterials with emergent properties, the emergent character could be
interpreted in the manner that nothing in the component materials (metal and
polymer) hints to the ability of causing rotatory power but still this is the effect of
the chiral composite. The effect comes through mixing and geometry.

5.5.2. Percolation effects
Percolation effects display themselves as large changes in macroscopic properties
of random materials when the fractional volumes of the components are varied
[20]. Percolation is an important phenomenon and it has been studied in connection
with several fields and applications: study of ferromagnetism, soil moisture, oil
penetration in rocks, the spread of epidemics, forest fires, and even in wafer-scale
integration in the manufacture of microchips. Also the macroscopic
electromagnetic properties of random materials can achieve percolatory character,
being very sensitive to the microstructure of the mixture, even if the components
have no special character in their properties.

5.5.3. Artificial magnetics
One further example of the metamaterial-type phenomenon is the creation of
magnetism without magnetic constituents. This may happen in ordinary random
materials, like wet snow where loop-forming parts of the liquid water cause
diamagnetic behaviour in the macroscopic response of the medium . The magnetic
permeability, I.l. is not equal to that of the free space. But this effect can also be
enhanced and "artificially" produced by embedding various metallic loop-type
elements in a matrix. Swiss roll -type of scatterers are especially effective in this
respect [21]. Also in modem metamaterial design the use of split-ring resonators
(which often are adjacent, nonconnected open metallic loops) is quite common.
Because of its planar structure it is perhaps a more practical way of creating
artificial magnetism [22].
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5.5.4. Enhancedpolarisation
The next example of "emergent behaviour" due to simple mixmg is so-called
enhanced polarisation. This phenomenon is even theoretically visible with the use
of the most simple mixing rule, the Maxwell Garnett formula for mixtures where
spherical scatterers, small compared to the wavelength, are immersed in
homogeneous background. Figure 2 displays the results of such mixing in two
cases.

The two figures illustrate clearly the two classes of mixtures in Table 1. On the
left, the macroscopic permittivity of dry snow is a quite dull and uninteresting
average of the permittivities of its two constituents, air and ice. Nothing emergent-­
-qualitatively new-s-can be observed. But on the right-hand figure, the real part of
the effective permittivity of the mixture where lossy spheres are embedded in air
displays much stronger polarisation (the real part of the effective permittivity is
close to 5 even if the real part of the inclusions is 2) than either of the constituents.
This happens, of course, only at a range of the volume fraction of the inclusions
(here the maximum enhancement requires around 80% fraction). And this
enhancement can be made much stronger by increasing losses in the inclusion
phase. This effect of high permittivity values is known with living matter, where
interfacial polarisation mechanisms may be drastically enhanced and observed with
biological membranes and tissues.

Figure 2. The (real part of the) effective permittivity of a mixture with spherical dielectric
inclusions immersed in free space, as a function of the volume fraction ofthe inclusions. Left­
hand side: dry snow (the inclusions are ice (permittivity 6=3.17) and background is air
(permittivity 6=1)). Right-hand side: a high-loss mixture with inclusions having permittivity
6=2 - j lOin air. (Note that depicted is the real part of the permittivity.)

5.5.5. Veselago medium
The so-called Veselago medium can be deservedly called a metamaterial par
excellence. This medium has, as very often new effects and inventions do, several
different names:

o Left-handed medium
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o Medium with simultaneously negative permittivity and negative
permeability

o Negative index of refraction (NIR) medium
o Double negative metamaterial
o Backward-wave material

Suggested in 1967 [23], this medium has been studied theoretically and
experimentally very much during the two last years or so. As can be inferred from
the various labels on Veselago medium, its nonconventional property is that both
its permittivity and permeability are negative, for a certain range of frequencies.
Practical realisations have been indeed achieved for such Veselago-medium
samples with observed properties that confirm the predictions (see, for example,
[24]). The strange effects of Veselago media include anomalous refraction,
inverted Cherenkov radiation and Doppler shift, and it is being studied for
applications involving waveguiding, radiation, and diffraction phenomena.

In many of these emergent phenomena that are created in mixtures, the effect is
a cause of a break in the symmetry that is preserved on the lower level. No wonder
that broken symmetry is an important concept in the description of magnetism. But
even in more general terms, many material effects can be said to testify to Johannes
Kepler's famous slogan (see, for example, [25]): Ubi materia, tbi geometria.

6. Conclusion: the three critiques

To conclude this treatment of emergence in electromagnetic materials, let us
summarise the critique towards the definition of metamaterial when it is
understood in the above sense that has been deconstructed from the explicit
definitions and practical use of the term.

Firstly, the requirement that a metamaterial needs to be "superior" to previously
existing materials is inherently subjective. There are figures of merit with which
people measure superiority of the materials. For example, in ferrites this measure
could be the product of low-frequency permeability and resonant frequency. But
because of this arbitrariness, a definition based on superiority is too loose to be
acceptable to classify metamaterial. Any kind of new mixture is always different
from previously existing ones and therefore possesses a unique combination of
properties. If such a set is what is wanted, we have everywhere examples of
metamaterials.

The second piece of critique is connected to the distinction between local and
non-local effects in the material response, also mentioned in Table 1. Very often
the emergent and novel property of metamaterials is assigned to the fact that the
scattering elements in the composite interact in a non-local manner, like for
example in frequency-selective surfaces or photonic crystals. Spatial dispersion is
often required for the higher-order effects. But this is not necessary, as has been
pointed out in the previous examples in this article. Even simple mixing rules are
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able to explain very non-intuitive and emergent properties for ordinary-looking
mixtures, like, for example, enhanced polarisation and percolation behaviour.

And finally, if a metamaterial should possess properties that (in addition of
being superior to those observed before) are not found in nature, the definition
might sound a little contradictory. We are, in our design and synthesis of composite
materials, working according to the rules and laws of nature," Therefore the
results-our metamaterials-also are "natural." And if we did not find materials with
properties corresponding to these new designs yet in nature, is it only that we did
not search hard enough? Nature is extremely prodigious. All possibilities come
true. All properties, all media that are not forbidden, are there, somewhere. They
are compulsory.
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IDEAS FOR POTENTIAL APPLICATIONS OF METAMATERIALS WITH
NEGATIVE PERMITTIVITY AND PERMEABILITY
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Abstract. Metamaterials with negative real permittivity and permeability possess interesting
electromagnetic properties. Owing to the presence of anomalous refraction at the boundary between
such a medium and a conventional medium, and the fact that in these media the Poynting vector and
the wave vector of a uniform plane wave are antiparallel, one can conceptually suggest a variety of
interesting potential applications for these media. In this chapter, we briefly describe some of our
ideas and speculations on potential applications involving these metamaterials. These ideas include
suggestions for phase compensators/phase conjugators, the idea of "complex medium of media" with
compensated phase, the idea for thin, compact, subwaveiength cavities and waveguides, suggestions
for anomalous mode couplers, radomes and antenna covers, to name a few. We provide physical
remarks and intuitive comments on these ideas.

1. Introduction

The concept of composite materials in which both permittivity and permeability
possess simultaneously negative real values at some frequencies has recently
gained considerable attention (see e.g., [1]-[15]). This idea was originally initiated
by Veselago in 1967, who theoretically studied monochromatic uniform plane
wave propagation in a material whose permittivity and permeability were assumed
to be simultaneously negative [6]. Recently Shelby, Smith, and Schultz in their
group at the University of California, San Diego constructed a composite medium
in the microwave regime, and experimentally showed the presence of anomalous
refraction in this medium [1], [2], [3], [5]. It is also worth mentioning that
previous theoretical study of electromagnetic wave interaction with omega media
using the circuit-model approach had also revealed the possibility of having
negative permittivity and permeability in omega media for certain range of
frequencies [16].

Various names and terminologies have been suggested for metamaterials with
negative permittivity and permeability. Among these one can mention "left­
handed" media (see e.g., [1], [2], [3]), media with negative refractive index [1]-[6],
[11], [12], "backward-wave" media (BW media) [7], "double negative" (DNG)
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metamaterials [8], and negative-index media (NIM) [13], to name a few. The fact
that for a time-harmonic monochromatic uniform plane wave in such a medium the
direction of the Poynting vector is antiparallel with the direction of phase flow as
theoretically pointed out by Veselago [6], leads to the anomalous refraction at the
boundary of such a medium with a conventional medium. This is an exciting
feature that may become advantageous in design of some novel devices and
components, if/when such media can be easily constructed. It is-important to point
out that the study of the "backward" wave propagation in certain structures was a
subject of research study several decades ago, when periodic structures supporting
"backward" waves were analyzed for some applications in microwave oscillators
and amplifiers (see e.g., [17], [18], and [19]). Furthermore, some recent studies of
photonic bandgap (PBG) structures have shown the presence of anomalous
refractive properties in photonic crystals under certain conditions [20], [21], [22],
[23].

In this chapter, we present some of our conceptual, speculative ideas for potential
applications of metamaterials possessing simultaneously negative real permittivity
and permeability. In all these cases , we conceptually assume these metamaterials
to be essentially lossless and, therefore, the material parameters are taken to be
real-valued quantities. It is known that strictly speaking, no material (except the
vacuum in the classical sense) is dispersionless, and therefore the Kramers-Kronig
relations require the inclusion of dissipation. However, in our speculative ideas
presented here , we assume that the dissipation is negligible at the frequency of
monochromatic radiation of interest.

Theoretical analyses of some of these ideas have been performed, while some of
the analyses of other speculative ideas suggested here are under way.

2. Phase CompensationlPhase Conjugation Using Metamaterials with
Negative Permittivity and Permeability

It is known that in a homogeneous, isotropic, lossless medium, the wave number k

of a monochromatic uniform plane wave can be expressed as k =mJlii ,where m
is the radian frequency, and Ii and s are the permeability and permittivity of the

medium, respectively. For a lossless metamaterial with negative real permittivity
and permeability at certain frequencies, i.e., when Ii < 0 and s < 0 at given

frequencies, this wave number attains real values, and as a result, the
electromagnetic plane wave can propagate in such a medium at these frequencies
[6]. However, for such a plane wave in this medium the phase velocity is in the
opposite direction of the Poynting vector, as pointed out by Veselago in 1967 [6].
Due to this antiparallel nature of Poynting vector and the phase velocity in such a
medium, one can consider the possibility of phase compensation/phase conjugation
using these materials. In [10], we introduced theoretically the concept of phase
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compensation by these materials. Below we give a brief overview of this idea.

We first take a slab of conventionallossless material with positive real permittivity
&1 > 0 and positive real permeability P, > o. In analogy with the terminology of
"double-negative" (DNG) medium suggested in [8] for metamaterials with
negative permittivity and permeability, here for conventional materials with
positive permittivity and permeability we use the term "double-positive" (DPS)
media. The index of refraction of this slab of DPS medium is shown as

nl == ~(&.P.) / (&oPo) ' where &0 and Po are the permittivity and permeability of the

free space. Here we take nl to be a positive real quantity. The slab is infinitely
extent in the x-y plane and has the thickness d. along the z axis. For the sake of
simplicity in the argument, we assume that the intrinsic impedance of the DPS
material of this slab 1/. = ~PI / &. is the same as that of the outside region

1/0 = ~Po/ &0 , i.e., 1/. = 1/0, although this assumption is not necessary. The refractive

index of the slab is, however, different from that of outside, i.e., n.:#; no. We now
consider a monochromatic uniform plane wave normally incident on this slab.
This monochromatic wave enters the slab without any reflection, traverses the
width d., and exits from the other face of the slab. The phase of this wave at the
end of the slab is obviously different from the phase at the beginning of it by the
amount n.kod., where k, == (J)~&oPo • Now let us put another layer of width d, made

of a lossless DNG metamaterial, in which &2 < 0 and P2 < 0 at certain frequencies,
next to this DPS slab. (See Fig. 1.) The index of refraction for this DNG layer is a

real quantity denoted by n2 == ~(&2P2) / (&oPo). We emphasize here that we do not

need to specify any sign for the operation of the square root appearing in the
expression of n2 • We merely state that n2 is a real quantity for the lossless DNG

metamaterial here. For example, n2 can be taken to be a positive real quantity. As

in the case of the DPS slab, we again assume that the intrinsic impedance of this

DNG metamaterial 1/2 =.J¥ is the same as that of outside region, i.e., 1/2 =1/0' but

its index of refraction is different from that of outside, i.e., n2 '!' no . As the

monochromatic plane wave exits the DPS slab, it enters the DNG layer, traverses
this slab, and leaves this DNG layer. The direction of power flow (i.e., the
Poynting vector) in the DPS slab should be the same as that in the DNG one,
because the power of the incident wave enters the first slab (without any reflection
at the first interface), traverses the first slab, exits the second interface, enters the
DNG layer and traverses it, and finally leaves the second slab. In the DPS layer,
the direction of the Poynting vector is parallel with the direction of phase velocity;
however, in the DNG slab these two vectors are antiparallel, as depicted in Fig. 1.
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Figure J. A paired two-layer structure formed by a lossless metamaterial with
negative permittivity and permeability (a "double-negative (DNG) medium) and a
conventional lossless dielectric material with positive permittivity and permeability
(which can be termed as a "double-positive (DPS)" medium). In the DPS layer, the
direction of Poynting vector (S() is parallel with the direction of phase velocity or
wave vector (k j ) , whereas in the DNG layer these two directions are antiparallel. The
DNG layer can play the role of a phase compensator. With proper choice of the ratio
of d, and d2, not the sum of d, and d2, one can have the phase of the wave at the left
(entrance) interface to be the same as the phase at the right (exit) interface, essentially
with no constraint on the total thickness of the structure.

Therefore, the wave vector kz(= nzko) is in the opposite direction 'of the wave
vector kt (= n(ko ) ' So, the phase at the end of the DNG slab is different from the
phase at the beginning of it by the amount -nzkodz. (As was mentioned above, n2

here is taken to be positive.) So if we consider these two layers as a single paired
DPS-DNG structure, the total phase difference between the front and back faces of
this DPS-DNG structure is n\kA - nzkodz for normally incident monochromatic
plane waves. This implies that the phase difference achieved by traversing the first
(DPS) slab can be decreased and even compensated by traversing the second
(DNG) slab. If the ratio of d, and dz is chosen to be d, / d, = nz / n( , then the total
phase difference between the front and back faces of this two-layer structure
becomes zero. (The total phase difference is not 2tr, 4tr, or 6tr. But instead it
can be zero!) So indeed for normally incident monochromatic plane wave the
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DNG slab at given frequencies can act as the phase compensator/phase conjugator
in this paired DPS-DNG structure. We emphasize that such phase compensation in
this paired structure does not depend on the sum of thicknesses, d. +d2 , instead it

depends on the ratio of d. and d2 • So conceptually, d, +d2 can be any value as

long as d. / d2 satisfies the above condition.' Therefore, even though this two-layer
paired structure is present, the normally incident wave traversing these paired
layers would not experience the phase difference. This feature can lead to several
interesting ideas in design of some devices and components . For instance, one can
speculate that if we put several of these paired structures next to each other, we will
have a multilayered slab with an arbitrary thickness, as sketched in Fig. 2, through
which a normally incident monochromatic plane wave can propagate while there
will be essentially no phase difference for this plane wave between the entrance
and exit faces of this multilayered stack with arbitrary width. Such multilayered
structures can also be arranged in cylindrical or spherical forms. Figure 3 shows a
cylindrical multilayered stack ofDPS-DNG coaxial shells.

Another interesting speculation for such a paired DPS-DNG slab is its possibility
as antenna radomes/covers. If we consider two concentric spherical or two coaxial
cylindrical shells, one shell formed by a DPS material and the other shell by a
DNG medium in each case, as shown in Fig. 4, what would be the effects of such
paired structures if one put them over an antenna (a dipole antenna or a wire
antenna) as radomes? One can predict that by properly selecting the ratio of radii
of these shells (but perhaps essentially with no restriction on the sum of the radii),
one can achieve certain phase compensation for the spherical wave (if we have
spherical shells) or for the cylindrical waves (if we have cylindrical shells) emitted
from the antenna. If this is the case, the phase of the radiated wave at the outer
surface of the radome will be similar to the phase at the inner surface of such a
multilayered radome. Some of the aspects of this idea are currently under
analytical study.

1 It must be noted that since composite materials are in general formed by embedding many small inclusions in
host media, if the thickness of a layer is "too thin" such that it does not contain many small inclusions, the layer
can no longer be regarded as a "medium" . So d, and d, can be made small, but not 100 small, so that each layer

can still be considered as a composite medium.
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Figure 2. A multilayered stack of paired DPS-DNG slabs, one of which was shown in
Fig. 1. As in Fig.I , if the ratio of thicknesses of DPS and DNG slabs in each paired
structure is chosen properly, the phase difference for a normally incident
monochromatic plane wave between the entrance and exit faces of each paired
structure would be zero. By stacking these paired structures to form a multilayered
structure with an arbitrary thickness, as sketched above, one can conceptually have a
structure in which a normally incident plane wave can propagate through while the
wave experiences no phase difference between the front and back faces of this
structure with arbitrary thickness.

Figure 3. A multilayered structure formed by coaxial cylindrical DPS·DNG layers.
See the description in Fig. 2.
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Figure 4. A suggestion for spherical (left) and cylindrical (right) radomes formed by
two shells; one made of a conventional medium with positive permittivity and
permeability (aDPS layer), and the other made of a metamaterial with negative
permittivity and permeability (a DNG layer). One can speculate that by properly
choosing the ratio of radii of these shells, the phase of the wave originating from the
antenna can be compensated, resulting in a phase at the outer surface of the radomes
similar to the phase at its inner surface.

One can also imagine forming small "objects" by having multilayered concentric
spherical shells of DPS-DNG layers. If these objects are to be used as inclusions
embedded in a host medium in order to make a more complex composite medium,
as imagined in Fig. 5, one will obtain a complex medium formed by such complex
inclusions. For each of these inclusions, proper choice of ratio of radii of
concentric DPS-DNG shells may lead to phase compensation for wave interaction
with such a complex "object", and may lead to exciting properties for polarizability
tensors of such objects. As a result, the wave propagation through such a complex
medium formed by embedding these inclusions in host media can be quite
interesting. For instance, for such a complex medium, would it be possible to have
a monochromatic plane wave propagation while the phase difference of this wave
between any two "macroscopic" points in this "medium" is effectively
compensated and zero? Some of these conceptual ideas are currently being
studied.
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Figure 5. An idea for forming a complex medium by embedding many small
inclusions, each ofwhich contains layers ofDPS-DNG concentric spherical shells, in a
host medium. If the ratio of radii of DPS-DNG shells are chosen properly, one may
speculate having interesting polarizability tensors for this object. This in tum may
provide interesting plane wave propagation in such a complex "medium ofmedia".

The concept of phase compensation in the paired DPS-DNG layers can also lead to
the following idea for compact, subwavelength, thin cavity resonators, which we
proposed recently [10]. This idea will be briefly reviewed below. More details can
be found in [10].

3. Compact, Subwavelength, Thin Cavity Resonators

If we take the paired DPS-DNG layers, shown in Fig. 1, and place two perfect
reflectors (e.g., two perfectly conducting plates) at the two open surfaces of this
paired structure, as shown in Fig. 6, we will have an interesting one-dimensional
(I-D) cavity resonator. In searching for the resonant modes in this cavity, we now
remove the restriction of 711 = ''12 = 'h, which we assumed earlier. So in general the
intrinsic impedances of the DPS and the DNG layers are not taken to be the same
as 710 , So we now have 711'# 712'# 710 and nl '# n2 '# no . We are now interested to
solve for solutions of the Maxwell equations in this I-D cavity resonator.

The Cartesian coordinate system (x ,y,z) is used here, where the plane z = 0 is
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chosen to be at the perfectly conducting plate located at the left face of the OPS
material slab shown in Fig. 6, and the plane z = d. +dz is taken to be at the other
perfectly conducting plate at the right face of the ONG metamaterial slab. The
time dependence for the monochromatic solutions is taken to be exp(-imt). For

this 1-0 cavity resonator, all quantities are assumed to be independent of the x and
y coordinates. The electric and magnetic field vectors are then assumed to be
oriented along the x and y directions, respectively. Following the source-free
Maxwell equations and satisfying the boundary conditions at the interface between
the OPS and ONG layers, i.e., at z = d. , and at the perfectly conducting plates at
z =0 and z =d, +dz ' we obtain the following dispersion relation in order to have
the non-trivial solutions for the fields inside this 1-0 cavity resonator.

Figure 6. An idea for a compact, thin, sub-wavelength cavity resonator. The paired
DPS-DNG structure discussed in Fig. I is sandwiched between the two perfectly
conducting plates. With the proper choice of ratio of d, over dz, one can have a
resonant cavity in which the ratio of d) and dz is the main constraint, not the sum of
thicknesses. dl+dz.

!i tan (nlkA )+!i tan (nzkodz) = 0 (1)
p z PI

In this dispersion relation, the quantities nl , PI' nz ' Pz' and ko are generally all
frequency dependent. It is important to note that the choice of sign for nl and nz
does not affect this dispersion relation. Either choice of sign (positive or negative
sign) for nl and nz will leave this dispersion relation unchanged. When this
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dispersion relation is satisfied, the non-trivial electric and magnetic fields in this
cavity can be expressed as

Ex. = Eo sin (nzkodz)sin (n1koz )

for 0 ~ z ~ d., and

Exz = Eo sin(n1kA)sin[nzko(d. +dz-z)]

Hy Z = - ~zko Eosin(n.kA)cos[nzko(dl +dz - z)J
IOJPz

(4)

(5)

(7)

for d, ~ z ~ d. +dz• The subscripts' l ' and '2' denote the quantities in the regions
'1' and '2', which are the DPS slab and the DNG metamaterial slab, respectively.
The expressions given in Eqs. (1)-(5) are derived for the general case of two slabs
within a I-D cavity resonator, regardless of the sign of permittivity and
permeability in anyone of these slabs . However, since the first layer is assumed to
be made of a lossless DPS material, and the second layer is taken to be a lossless
DNG metamaterial, we can write PI =1 P. I and pz =-I Pz I. Substituting these
expressions in Eq. (1), we get

-~tan (n.kA) +...!2..- tan(nzkodz) = 0 (6)
IPz l Ipil

So for a given frequency OJ, if &. > 0, P. > 0, &z < 0 and pz < 0 , a non-trivial one­

dimensional solution for this cavity is obtained when the thicknesses d. and dz
satisfy the relation

tan(n.kA) n1lpzI

tan(nzkodz) = nz 1P. 1

It is important to note that this relation does not show any constraint on the sum of
thicknesses of d, and d., Instead, it deals with the ratio of tangent of these

thicknesses (with multiplicative constants). So, in principle, d. and dz can
conceptually be as thin 1 or as thick as otherwise needed as long as the above ratio
is satisfied. If we assume that OJ , d. and dz are chosen such that the small-

argument approximation can be used for the tangent function, the above relation
can be simplified as

~:::: IPzl (8)
dz -ipil

From the above equation, we can see even more clearly how d, and dz must be

related in order to have a resonant mode with frequency OJ in this cavity. So this
means that the constraint is not on the sum of d. and dz' but rather on the ratio of
d. and dz• Therefore, in principle, we can have a thin, sub-wavelength cavity
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resonator for a given frequency, if at this frequency the second layer acts as a DNG
metamaterial, and the ratio, d. / d2 , satisfies the above condition or in general Eq.
(7).

Taking into account that P. =1 PI I and P2 =-I P2 I, the electric and magnetic field
expressions for the non-trivial solutions in this I-D cavity can be rewritten as

Ex. = Eo sin (n2kod2)sin (n.koz)

e; = .n11ko ,Eosin(n2kod2)cos(n,koz)
WJ P.

(9)

(10)

EX2= Eo sin (n1kA)sin[n2ko(d. +d2-z)] (11)

HY2= .n2lk
oIEo sin (n.kA)cos[n2ko(d( + d2- z)J (12)

/llJP2
for d, ~ z ~ d. +d2 • Figure 7 presents the sketch of normalized magnitude of the
electric and magnetic field distributions given in the above equations for two
different sets ofparameters.

It is interesting to point out that if both slabs had been made of DPS layers, the
quantities P. and P2 would have been both positive real, and as mentioned before
the form of the dispersion relation in Eq. (1) would have remained unchanged.
However, if tan (n,kA) had been positive, the other term, tan (n2kod2), must have

been negative in order to fulfill the dispersion relation in Eq. (1). As a result, for

such a case if d. <~ for tan (n.kA) to be positive, then d2 must have been
2n,ko

greater than --!!-- in order to have tan (n2kod2 ) negative. This implies that there
2n2ko

will be some limits on the sum of thicknesses d. and d.: In the case here,
however, where we have a paired DPS-DNG structure, since P. > 0 and P2 < 0 , the

two functions tan (n.kA) and tan (n2kod2) can be both positive (or both negative),

and thus, there is no constraint on the sum of d. and d2 •
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Figure 7. Sketch of the normalized magnitude of electric (Ex) and magnetic field

(Hy ) distribution as a function of z coordinate, given in Eqs. (9)-(12) for the I-D

cavity resonator described here. In the top Panel A, we assume d, lAo = 0.1,

d,l Ao=0.05, 8, =80 , P, =Po' 8, =-280 , P, =-2po' In this case, the first slab occupies

the region O<zIAo<O.I , while the second slab occupies 0.I<zIAo<0.15. In the

bottom Panel B, we take d,/Ao=0.2, d,/Ao=O.I , 8, = 80 , P,=Po' 8,=-280 ,

P, = -2po . Here the first and second slabs are in regions 0< z IAo< 0.2 and

0.2< z IAo < 0.3, respectively.
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Some other interesting features about this 1-0 cavity resonator and the detailed
analysis can be found in [10].

4. Waveguides Containing Paired DPS-DNG Structures

A natural extension to the idea of 1-0 cavity resonators described in the previous
section is the concept of guided-wave structures containing the paired OPS-ONG
layers. We have studied this problem and presented some of our results in a recent
conference [24]. Here we briefly mention one of the main findings in this problem.
We return to the structure shown in Fig. 6, but this time we consider it as a parallel­
plate waveguide with two perfectly conducting plates holding the two layers of
OPS and ONG materials. Using the same Cartesian coordinate system (x ,Y,z)

shown in Fig. 6, we express the electric field of the transverse electric (TE) mode
as follows

EYI=EoIsin(~n~k;-pz z)eiPX for O~z~dl (13)

Eyz=Eozsin[~n;k; - pZ (d. +dz- z)JeiPX for d, s z s d, +dz (14)

Similar to the analysis of the cavity resonator, following the source-free Maxwell
equations and satisfying the boundary conditions, we obtain the following
dispersion relation for the TE mode in this waveguide

We note that when p = 0, the above dispersion relation will reduce to the
dispersion relation for the 1-0 cavity resonator, given in Eq. (1), as expected.
Since in this waveguide, 11. > 0 and Ilz < 0, we can substitute III =1 III 1 and
Ilz = -I liz I in the above equation and obtain the following expression

tan(~n~k;-pZd.) ~n~k;-pzlllzi

tan(~n;k; - PZdz)= ~n;k; _ pZ Jill 1

(16)

As in the case of the 1-0 cavity resonator, here also the ratio of the tangent of the
thicknesses d. and dz (with some multiplicative constants) enters into the

dispersion relations, and essentially no constraint on the sum of d, and dz is given

here. Therefore, d. and dz can conceptually be chosen to be thin' or thick as long

as the above ratio is satisfied . As we did in the case of the 1-0 cavity, if we
assume d, and d, to be chosen such that the small-argument approximation can be
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used for the tangent function, Eq. (16) can be written approximately as

!!J..::. 1,u21 (17)
d2 -I ,ull

which is similar to the condition we obtained in Eq. (8) for the I-D cavity. There is
another interesting point about Eq. (17) for this case of parallel-plate waveguide:
The approximate expression given in Eq. (17) does not depend on p . This implies

that for this thin parallel-plate waveguide, one can, in principle, have a TE mode in
which the longitudinal wavenumber (i.e., the waveguide wavenumber P) can be

arbitrarily chosen to have any value between zero and min(n.ko,n2ko ) . In other

words , in this peculiar case, the longitudinal wavenumber p would be independent

of d, and d2 • This is one of the interesting characteristics of such a parallel-plate

waveguide containing the paired DPS-DNG layers. Several features of this
waveguide have been studied by Alu' and Engheta, and the results will be
published in due time.

Figure 8. An idea for a mode coupler formed by the DPS and DNG slabs.

One of the interesting concepts related to waveguides with DNG materials is the
property of anomalous mode coupling between an open dielectric slab and an open
DNG slab. Figure 8 presents the sketch of a mode coupler formed by an open DPS
slab parallel with an open DNG slab. The medium outside these slabs is assumed
to be free space. Alu' and Engheta have studied the electromagnetic mode
coupling between layers of DNG and DPS materials, and some of their findings
have been presented in a conference [25] . This analysis has shown that the mode
coupling between DNG and DPS layers exhibits anomalous characteristics for the
direction of power coupling. This is due to the fact that ina DNG slab the direction
of the real part of the Poynting vector of a guided mode is antiparallel with the
direction of phase flow of that mode. Owing to the boundary conditions, the phase
flow direction is the same in the two slabs, and thus when an open DNG slab is in
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proximity of a parallel open DPS slab, the power coupling is anti-parallel [25].

Another interesting geometry for guided wave structures containing DNG materials
is a stack of DPS-DNG layers in the form of slab waveguides, as sketched in Fig.
9.

Figure 9. Stack ofDPS-DNG paired structures in the form ofslab waveguide.

Following the phase compensation properties of the paired DPS-DNG layers
discussed earlier, it is anticipated that by choosing the relative thickness of the DPS
and DNG layers phase variation for guided' modes in such a complex slab
waveguide will be affected notably, thus leading to interesting dispersion relations
for the guided modes in this waveguide. This problem is currently under study.

5. Radiation in DNG Metamaterials

Radiation from electromagnetic sources in structures containing DNG
metarnaterials may possess interesting features due to the antiparallel nature of the
Poyting vector and the phase velocity of a plane wave in such media. In order to
understand source radiation in these media, we have studied the canonical problem
of electromagnetic radiation from a traveling-wave thin current sheet located at the
interface between a conventional DPS half space and a DNG half space [26].
Figure 10 presents the geometry of this problem.

Figure 10. From Ref. [26]. An infinitely extent thin sheet of surface current is located
at the interface between the DNG and DPS media .
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In this problem, the current source is assumed to be

J = iJo eiPXo (y) (18)

where Jo is the strength of the surface current density, p is the rate of the linear

phase change in the x direction, 0(') is the Dirac delta function, and i is the unit

vector in the z direction. In [26], we have considered both cases for the direction of
the current flow; (1) the case in which the direction of current flow is along z,
while the direction of phase variation of this traveling-wave current is along x; (2)
the case in which the current flow and the direction of phase variation both being
along the x direction. In [26], we have derived the expressions for the field
distributions and the direction of the Poynting vectors in both half spaces, and have
provided some physical remarks for the mathematical findings. In addition, we
have also mentioned a brief note about launching Zenneck waves by a line current
along this interface [26]. Here we only mention one of the interesting points about
the direction of Poynting vectors in these two half spaces.

Figure 11 illustrates the relative direction of Poynting vectors and the wave vectors
in the two half spaces. In the DPS half space (y > 0 ), the phase flow vector and

the Poynting vector are parallel, and thus both the phase velocity and the Poynting
vectors are propagating away from the source, when p < (J)~&If.JI' In the DNG

half-space (y < 0), however, the phase flow vector and the Poynting vector are

antiparallel. As a result, when p< (J)~&2f.J2 while the Poynting vector should be

pointed away from the source, the phase velocity vector should be pointed towards
the source, as sketched in Fig. 11. It is also important to note that in the DNG half
space the radiation power flows away from the source; however, unlike the case of
DPS medium, here the x-component of the Poynting vector is pointed in the sense
opposite to the direction of the current phase change along the x axis. The
mathematical steps to arrive at these conclusions are described in [26]. Moreover,
the case of p> (J)~&If.Jl and/or f3 > (J)~&2f.J2 have also been discussed in [26].

One can speculate that such an interfacial source can provide us with possibility of
launching waves in two directions shown in Fig. 11. This can provide an
interesting potential possibility for the radome design, such as the one speculated in
Fig. 12.

6. Summary

In this chapter, some of our ideas for potential applications of metamaterials with
negative real permittivity and permeability have been presented. For some of these
ideas, we have already shown mathematical analysis and physical explanations,
and for some of others we have speculated about their characteristics and
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electromagnetic properties. More research is currently under way to study some of
these speculations .

Figure JJ. From Ref. [26]. Schematic representation of the directions ofwave vectors
k, and k" and the Poynting vectors S, and S,. The directions of power flow of the
electromagnetic radiation from the monochromatic traveling-wave current sheet J are
shown as the vectors S, and S, .

Figure J2. A speculative idea for a radome design. The upper half of such a radome
would be made ofa conventional DPS medium, while the lower half would be made of
a DNG metamaterial. If the source is a traveling-wave interfacial antenna at the
interface between the DPS and DNG media, the direction of main beams would be
affected by the properties ofthe DNG and DPS media.
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Abstract. Ferromagnetic metals have attractive microwave magnetic properties, but because of
their conductivity, they can not be used under bulk form, and have to be made into composite
materials. Ferromagnetic-based composites may be categorized into C2D, CID and COD depending
on the number of macroscopic Conducting Dimensions they have. C2D and C1D composites are
made from thin films and thin wires respectively. Considerable progress in the measurement
techniques of the microwave properties of thin films, thin wires, and related composites are reported.
Homogenization laws for CID and C2D composites are well understood, and this establishes a
duality between permeability measurements on the composite, and on the ferromagnetic constituent.
Typical properties of the different categories of composites are illustrated. The permeability of the
magnetic inclusions is often adequately described by a conventional uniform rotation model, but the
existence of non uniform modes may provide further opportunities to synthesize other types of
permeability response. Two theoretical guidelines for the frequency response engineering are
presented. First, a definition of the effective permeability and permittivity is proposed. This definition
is based on the fact that the quantities measured experimentally are the Fresnel Reflection and
Transmission coefficients. It yields a simple expression for E and 11 related to a proper spatial
averaging of the different fields. Some former definitions given in the literature are shown to yield
improper results. Second, an integral quantity related to the imaginary permeability is shown to be
bounded by the volume fraction of magnetic material in the composite, times the square of its
saturation magnetization. This gives a criterion to assess whether a given spectral permeability
response may be achieved or not through proper engineering of the composite response. It is also
possible to tune the microwave properties of a magnetic material through an external action. The
tuning of the permeability through a magnetic field or mechanical stress is presented. It is also
indicated that the permittivity ofa wire medium can be tuned by an external magnetic field.

1. Introduction

Magnetic materials are important for a variety of use at microwave frequencies.
They areused as non reciprocal media, or to provide high impedance properties,
or for Electro Magnetic Compatibility issues. Ferrites and Garnets have been the
most used magnetic microwave materials up to now. However, ferromagnetic
metals have better intrinsic magnetic properties, due to their high saturation
magnetization, and they are already preferred to ferrites for a variety of use, such
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as inductors, or write heads for magnetic recording technology . However, the
main limitation to the use of ferromagnetic materials at microwave frequencies is
their conductivity. Because of their large conductivities, ferromagnetic metals can
not be used in bulk form at microwave frequencies, since the waves penetrate only
on a very small length. To overcome this limitation, ferromagnetic elements are
mixed with an insulating matrix that provides the small permittivity that is
necessary for a sufficient interaction with the incoming waves. A convenient
classification of ferromagnetic -based microwave composites can be based on the
number of macroscopic dimensions along which the composite is a conductor.
Typical composite topologies based on ferromagnetic metals that are Conducting
along 2 Dimensions (C2D), Conducting along 1 Dimension (CID) and
Conducting along 0 Dimension (COD)are presented on Fig. 1.

a)C2D

Ferromagnetic layers

Ferromaenetic powder

c) COD

Ferromagnetic wires

b)CID

Figure 1. Ferromagnetic-based composite topologies ; a) composite Conducting along 2
Dimensions (C2D); b) composite Conducting along 1 dimension (ClD); c) composite
Conducting along 0 Dimension (COD).

Typical properties of these composites will be reviewed in this paper, and recent
improvements in the characterization techniques will be presented. If the choice of
a proper composite topology is of foremost importance to engineer microwave
materials with a desired response, the optimization of the magnetic properties of
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the individual inclusions is also a crucial parameter. It will be shown that the
uniform gyromagnetic response of magnetic thin films and wires is well
understood, but that it is also possible to take profit from non-uniform excitations
in order to obtain different types of microwave responses.
Different definitions for the effective permeability and permittivity of a composite
have been proposed, some of them incompatible. The proper definitions that
should be used at microwave frequencies are reminded and illustrated. Besides, a
sum rule has been recently derived, that gives some bounds of on the permeability
levels as a function of the saturation magnetization ofthe composite constituents.

2. Engineering the microwave response of magnetic composites

The classification of ferromagnetic-based composites according to the number of
macroscopic conducting dimensions is a natural approach. The demagnetizing
coefficient is zero along a direction where the inclusion is very long, and this
classification gives an indication of the number of space dimensions where the
demagnetizing coefficients associated to the inclusion are zero. The
demagnetizing effects have a strong influence on the effective properties of the
composites, and on the microwave response of a ferromagnetic element. It is well
known indeed that the gyromagnetic response of a magnetic element is dominated
by its shape and the orientation of its magnetization. This classification is also
useful, since the elaboration techniques of the different types of inclusions
generally depend on their shape and dimensionality. The properties of the C2D,
CI0 and COD composites are indeed associated to the properties of thin films,
wires, and powders. It will be shown that for a given shape of a magnetic
inclusion, the microwave properties can be very different depending on the
magnetic domain topology inside the element.
The C2D and C10 composites are anisotropic. There is a very strong contrast in
the eigen-values of the permittivity tensor, depending on the direction. The
modulus of the permittivity along the conducting direction is typically 106 or
larger, while it is only a few units normal to the elongated inclusions. As the
percolation theory has been found useful to describe the properties of
inhomogeneous media, these composites can be described as materials that are
percolating or not depending on the direction under consideration. The CID and
C2D composites can be denominated "strongly anisotropic materials", to account
for the very large contrast of permittivity and index depending on the direction in
these materials. The analysis of the propagation of electromagnetic waves in a
strongly anisotropic material is indeed simpler than for the general case of
anisotropic materials [1]. In particular, the Poynting vector is channeled by the
conducting laminations in a C2D.
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2.1 PROGRESS IN MICROWAVE CHARACTERIZAnON OF
FERROMAGNETIC THIN FILMS, WIRES, AND RELATED COMPOSITES

A prerequisite to the development of C2D and C1D microwave composites is the
availability of suitable microwave characterization techniques for the composites
and the constitutive ferromagnetic elements. The development of microwave
characterization techniques can be separated in two approaches.

a) b)

Figure 2. Electrical engineering approach to the conception of permeameters : principle of
a) single loop and b) two loops permeameters.

..

R=(Z-I)/(Z+1) (Z2=llh:)

a)

cose l:;; 1
=> R=(Z-coseo)/(Z+coseo)

b)

Figure 3. Reflection-Transmission approach in the conception ofpermeameters : a) normal
incidence approach; b) grazing incidence configurat ion. The reflection coefficient is also
indicated, for the air-medium interface (not for finite thickness layer).

The electrical-engineering approach has often been preferred to develop
permeameters that measure the permeability of ferromagnetic thin films (fig. 2). In
the single-coil approach, the sample is inserted in a coil, and the change in the
inductance of the loaded coil is related to the permeance of the sample. The
permeance is the product of the permeability of the sample by its thickness. In the
two-coil approach, the sample is inserted inside two coils, generally named driving
coil and pick-up coil. This behaves like a transformer, and a conventional electrical
engineering approach allows the determination of the permeance from the
characteristics of the transformer. These measurement setups are very efficient at
low frequencies, but the measurement quality generally degrades when increasing
the frequency. A reason is that propagation effects are generally neglected, but they
may no longer be negligible when the sample size is not very small compared to
the wavelength. One of the best two-coil setup is certainly that designed by
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Yamaguchi [2], that allows measurements up to 3 GHz. It should be noted also that
two-coil systems can measure off-diagonal elements of the permeability tensor [3].
Another approach to high frequency measurements is the transmission-line
approach. The driving idea is to place a sample in a transmission line, and to
measure the reflected and transmitted wave using a network analyzer (see fig. 3).
Both the permeability and the permittivity can be deduced form the Fresnel
reflection and transmission coefficients [4]. Different constraints on sample size,
geometry, and bandwidth, are associated with the different types of guiding
structures. The coaxial line is particularly convenient, as it is single mode over a
wide frequency range. Using the APC-7 standard with 7 mm outer diameter,
measurements can be performed from low frequencies up to 18 GHz. When
dealing with thin ferromagnetic films, the problem is that for normal incidence (fig.
3a), the wave is completely reflected. The reflection coefficient at a boundary
between air and a material is R=(Z-1)/(Z+1) with Z2=Jl/E. The permittivities of
ferromagnetic metals are given by E- jcr/Eo, and they exceed _j107 at several GHz.
As a result, IZ I is very small compared to unity, and the reflection coefficient is
very close to -1 . The transmission coefficient is close to zero. As a consequence,
the measurement of R and T under normal incidence reveals that the material is a
good conductor, but does not carry significant information on the permeability. Let
us now consider a wave arriving on the metal surface under oblique incidence at an
angle 90 (cf. Fig. 3b), for a linear polarization with the E field in the incidence
plane and H parallel to the interface. This is the polarization denominated "p"
polarization in the vocabulary of spectroscopists, or "TM" polarization in the
vocabulary of microwave engineers. The index of the metal is large, and according
to Snell's law the angle of refraction is close to zero. The reflection coefficient
writes :

R = (Z-cos90) / ( Z+cos90) (1)

The key point is that at grazing incidence, Icos90 I can be close to zero, like IZ I.
This opens the possibility that non-trivial information on the permeability of
strongly conducting materials may be obtained when measuring the reflection
behavior for such incidence. And indeed, all the different thin film permeameters
developed using transmission lines are with the propagation vector and H parallel
to the film plane. We developed in the laboratory a technique that can be viewed
either as a single coil technique, or as a shorted microstrip transmission line
technique [5] (fig. 4a). It has been shown that this technique can be extended up to
6 GHz, by properly taking into account the propagative aspects. Inter-comparisons
have been performed with the two-coil technique, which validates the approach [6].
A coaxial perturbation technique [7] has also been developed, which presents
several advantages, in particular it does not require a reference sample with known
permeability for calibration. However, it is restricted to flexible materials.
Microwave measurements under normal incidence on strongly anisotropic
materials such as C1D and C2D can be performed, provided the electric field is
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normal to the conducting direction(s). The coaxial line is a very attractive type of
transmission line since it is single-mode up to elevated frequencies, and therefore it
allows precise wide-band reflection-transmission measurement on small samples.
We developed the wound torus method. It consists in manufacturing a torus
suitable for coaxial line measurement, by winding a flexible ferromagnetic sheet
deposited on a flexible insulator [8, 9], or winding an insulated wire [10] into such
a torus (see fig. 4b and fig. 5).

NetworkAnalyrer

Thijifilm sample

Single coil cell = shorted microstripline

a)

Network Analyzer

Coaxial line APC-7

b)

Figure 4. Sketch of a) a single coil permeameter ; b) wound torus measurement set-up.

b)

Figure 5. a) Fabr ication ofa wound torus ; b) micrograph ofa wound C2D torus. The ruler
indicate the em.
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In this way, the elongated conducting elements are parallel to the magnetic field
and normal to the electric field for the fundamental propagation mode. As a
consequence, the reflection and transmission coefficients on this sample yield the
permeability along the wires (or planes), and the permittivity normal to the
conducting elements. These quantities are for the composite material. In the case of
the permeability, there is a very simple relation between the parallel permeability
Ilferro of the constitutive elongated metallic elements and the permeability of the
composite Ilcompcsile, as a function of the metal volume fraction f. It writes:

Ilcomposile =f.A·llferro+( 1-f) (2)

The factor A accounts for the skin effect. Its expression depends on the
dimensionality of the inclusion. In the case of C2D materials, it writes:

A = tg(ka)/(ka) (3)

where 2a is the thickness of the metallic layer, and k the wave-vector in the
ferromagnetic material.
In the case ofCID materials, it writes :

A =2J)(ka)/[kaJo(ka)] (4)

where 2a is the diameter of the metallic wire, and J), Jo are Bessel functions.
It should be noted that the permeability measured directly on a thin film or wire
using a permeameter is the quantity A.llferro. It is convenient to call it "apparent
permeability", whereas Ilferro is denominated "intrinsic permeability". The above
relations express a straightforward duality between the properties of the CID or
C2D composites, and the apparent permeability of the elongated magnetic element.
As a consequence, experimental results on wound torus can be either presented in
the form of composite permeability, or apparent permeability. The wound torus
method allows the determination of the permeability of thin films and wires up to
18 GHz, which is to our knowledge the highest frequency capability demonstrated
by any type of permeameter [8]. Another advantage is that the wound torus method
does not require a sample with known permeability for calibration. Several groups
in the world are now using this technique [11, 12, 13]. However , this method is
restricted to flexible wires and thin films.

2.2 C2D COMPOSITES

The Laminated Insulator Ferromagnetic on the Edge (LIFE) composites can be
made from thin ferromagnetic layers deposited on thin flexible plastic sheets [9].
Mylar and kapton substrates with a thickness in the 3.5 urn to 12 urn range are
convenient for that purpose. Figure 6a gives a micrograph of such a composite.
Microwave measurements on C2D composites using the wound torus method
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indicate that the permittivity is rather small as expected [9], and generally close to
4-jO. The permeability of a LIFE composite containing a volume fraction f=28% of
ferromagnetic material is represented on figure 6b. Permeability levels at high
frequencies are high. The product of the low frequency real susceptibility by the
gyromagnetic resonance frequency F, (defined by /l'(Fr)=l) is found to exceed 200
GHz. For conventional spinnel ferrites, this product is bounded according to
Snoek's law, and does not exceed 10 GHz. This LIFE material appears to have a
figure of merit 20 times larger than any conventional ferrite.
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Figure 6. a) Optical micrograph of a LIFE composite ; b) complex microwave
permeability: experimental results obtained using the wound torus method (squares), and
simulation (line).

The properties of LIFE materials have been investigated in several further works
[14, 15, 16]. A straightforward way to engineer the frequency response of LIFE
materials is to use ferromagnetic layers with specific magnetic response. The
permeability response of a layer can be tuned trough the composition, the
experimental deposition conditions, and further annealing procedure [17, 18]. The
increase ofthe resonance frequency can also be achieved trough patterning [19].
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2.3 CID COMPOSITES

CID composites were first made using varnished nickel or copper wires [10]. More
recently, Amorphous Glass-Covered Wires (AGCW) turned out to be extremely
attractive to make CID composite materials [20, 21]. These wires have a
ferromagnetic amorphous core surrounded by a glass shell [22]. The cross section
of an amorphous glass-coated wire is sketched on figure 7.

Figure 7. Optical micrograph ofthe cross section ofan amorphous glass-coated microw ire.

The glass shell brings an electrical insulation, that avoids short circuits between the
wires in the C1D composite. The glass shell is also known to exert a large stress on
the amorphous core, and it has been shown that the anisotropy inside the
ferromagnetic core is dominated by magnetostrictive effects. For negative
magnetostriction wires, the magnetization is expected to be essentially
circumferential, as represented on figure Sb. Hysteresis measurements yield the
anisotropy field that accounts for the stiffness in the circumferential direction (fig.
Sa). This domain configuration is very similar to that of a soft thin film that would
be curved into a torus around its hard axis direction. It has been shown that the
microwave response of such a wire can be described by the conventional
gyromagnetic equations, using the same demagnetizing coefficients as for a thin
film [23].
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Figure 8. a) Typical hysteresis loop for an excitation along a negative magnetostriction
AGCW ; b) sketch of the proposed magnetization configuration for a negative
magnetostriction AGCW.

The apparent permeability computed from the experimental value of the anisotropy
field and saturation magnetization, taking into account the skin effect through the
factor A, is in good agreement with the measurement [24]. This is illustrated on
figure 9. This holds especially for thin core diameter. The behavior of wires with
core diameter larger than 12 urn is only qualitatively described by this model, as
discussed in [24].
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Figure 9. Apparent permeability of an AGCW measured using the wound torus method,
and comparison with the apparent permeability computed from the gyromagnetic
equations.

2.4 COD COMPOSITES

Composites made of ferromagnetic powders diluted in an insulating matrix have
been'used for a variety of applications. A significant number of works have been
dedicated to the understanding of the effective permeability and permittivity as a
function of the volume fraction of the magnetic powders. The influence of the skin
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effect has been observed and accounted for [25]. The extended Bruggeman model
has been shown to give a fair account of the permeability of a COD composite as a
function of the filler volume fraction. COD composites generally exhibit
permeability levels that are significantly smaller than CID and C2D composites.
The advances in the field of COD should now not so much be expected in term of
composite topology or composite understanding, but rather. in term of optimization
of the ferromagnetic powder.
A significant advance has been the manufacturing of ferromagnetic powders in the
FeCoNi system using the polyol process [26]. This chemical route leads to large
collections of particles with spherical shape and very narrow size distribution, as
illustrated on figure 10. The diameter can be adjusted from several nanometers up
to a few microns, by properly adjusting the nucleation conditions [27].

Figure 10. Scanning Electron Microscope image of FeO.13-[Co80Ni20]0.87 particles
obtained through the polyol process. Average diameter is 204 nm, standard deviation is as
low as 0=25 nm.

It has been observed that composites obtained by dispersing these fine particles
exhibit sharp imaginary permeability peaks [26], in contrast with conventional
powders such as carbonyl iron powders that exhibit very broad beaks, as illustrated
on figure 11.
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Figure 11. Intrinsic imaginary permeability of ferromagnetic powders deduced from
experimental measurements on COD composites, and inversion of Bruggeman law :
comparison between conventional carbonyl iron powder (smooth curve) and submicronic
polyol powder (curve with sharp peaks).

These sharp peaks have been shown to be due to exchange resonance modes [28,
29]. Further investigations have shown that 3 different regimes can be observed :
for very small particles of the order of ten nanometers in diameter, a single sharp
peak is observed, in association with the superparamagnetic behavior. For larger
particles up to a fraction of um in diameter, multiple sharp peaks are observed. For
particles in the urn range, only a broad resonance is observed, and exchange
resonance modes are no longer visible [30].

2.5 USING THE NON UNIFORM RESPONSE OF MAGNETIC INCLUSIONS

It has been shown [8, 9, 14, 20, 21] (see Eqs. 2-4, Fig. 6b and 9) that the
microwave response of many C1D and C2D composites could be interpreted in
term of uniform gyromagnetic resonance of the ferromagnetic element, plus skin
effect , plus dilution. The skin effect factor A in Eq (2) does not change
significantly the resonance frequency F, (defined by Jl'(Fr)=I), but it broadens
significantly the imaginary permeability peak. The dilution essentially impacts the
magnitude of the effective permeability. As a consequence, the engineering of the
microwave response of a CID or C2D composite made of a ferromagnetic
elongated element with uniform gyromagnetic response is rather straightforward. It
basically consists in adjusting the resonance frequency through the material
parameters of the inclusion [18, 19, 24], and tuning the broadening and the
amplitude of the permeability through the thickness of the inclusion and the
volume fraction.
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Figure 12. a) Kerr Optical micrograph of the stripe domain structure of an amorphous
CoFeZr layer; b) experimental (dashed curve) and theoretical response (full curve) of a
CoFeZr with stripe domain structure, according to [31].

But in some cases, ferromagnetic elements can exhibit a response that is much
richer than conventional gyromagnetic resonance. This is the case for example
when a significant anisotropy normal to the film plane gives rise to a so-called
stripe domain structure (Fig. 12a). Then, several narrow peaks can be observed on
the permeability spectrum, in both direction of the film plane (Fig. 12b) [17]. The
permeability exhibits a significant hysteresis, associated with the so-called
rotatable anisotropy of the films. In a first approach, a film with stripe domain
structure can be described as a system with two populations of domains in
interaction, the magnetization precession being uniform within each population of
domains. This description leads to an analytical expression of the first two
resonance modes in the film plane, and accounts for the small linewidth of the
peaks [32]. More recently, a numerical dynamic micromagnetic approach lead to
an excellent agreement between the computed and the measured permeability [31].
Another example of non-uniform modes is observed in the small submicronic
polyol made particles. It has been demonstrated that the sharp peaks observed in
these materials are associated to non-uniform exchange-driven modes [29].
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3. Guidelines for the design of microwave composites

3.1 CHOICE OF A PROPER DEFINITION FOR THE EFFECTIVE
PERMEABILITY AND PERMITIIVITY

The notion of effective permeability and permittivity has been introduced above. It
is a very usual approach to account for the properties of a composite through its
effective properties. Significant efforts have been dedicated to the development of
effective medium theories. However, very little attention has been paid until
recently to the fact that no clear definition of the effective permeability and
permittivity of a composite had been given. In fact, different approaches lead to
incompatible values of effective parameters when skin effect is not negligible [13],
because they rely on different definitions . As permeability and permittivity values
are obtained through reflection - transmission measurements, it was found
necessary to establish a definition of the effective quantities, so that the
conventional expressions of the Fresnel coefficients using the effective quantities
are valid. Using this approach, it has been shown that [33] :

~composile=<B>lHinsuJalor

Bcomposile=Dinsulalo/<E>

(5)

(6)

where the brackets correspond to the spatial average over the whole volume of a
periodical cell in the composite , and HinsuJalo" DinsuJalor are the fields in a plane
containing no conductive element, and normal to the electric field. The hypothesis
and approximations associated with these results are discussed in full detail in ref.
33.
An important consequence of this result is to provide a justification to Eqs 2 to 4. It
allows the computation of the effective properties of C ID and C2D composites
made of hollow inclusions [34]. In addition, the form ofEqs 5-6 is very convenient
to deduce effective parameters from numerical resolution of Maxwell equations in
an inhomogeneous material. This approach may be helpful in the development of
metamaterials, which are sophisticated composites in which skin effect can not be
neglected.

3.2 BOUNDS ON THE MICROWAVE PROPERTIES AND SUM RULES

The intuition suggests that there is a connection between the microwave
permeability levels that can be attained, and the saturation magnetization. In the
case of ferrite materials with cubic symmetry, Snoek's law [35] indicates that the
product of the low frequency real permeability 11' i by the gyromagnetic resonance
frequency F, is related to the saturation magnetization 41tMs by :
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(7)

In the case of a saturated thin film, it is easily shown that this law takes the form :

(8)

However, Snoek's law gives no indication on the microwave permeability levels.
In addition, it is not valid for composite or inhomogeneous materials. Recently, we
derived a general sum rule, which is valid for a wide class of soft magnetic
materials and composites [36] :

+00 I max
L, = JF.p/'(F)dF 5: f-!:"'(l£.4nM s Y=- (9)

o 2d d

where F is the frequency, and f is the volume fraction of the ferromagnetic
constituent in the composite (f=1 in the case of bulk magnetic material) . d is the
number of directions in space where the permeability is Ilx(F) : d=3 in the case of
an isotropic material, and d=1 in the case of a LIFE material made from films with
uniaxial magnetization. This relation is valid in the case where skin effect is
negligible. Exchange driven modes are not taken into account either.
In the relation (9), the left quantity I, is related to the microwave losses . It is easily
determined from permeability measurements performed with a network analyzer,
and a proper measurement cell. The bound Imax/d is determined from static
magnetic measurements, and from tabulated values of the gyromagnetic factor 1£,
that is close to 3 MHzlOe for most ferromagnetic materials.
In the case of soft ferromagnetic films with well-defined in-plane magnetization
and LIFE composites made from such films, it has been shown that the bound is
attained [37] :

(10)

The validity of Eqs 9-10 has been assessed by experimental results on a large
variety of materials [38], either bulk or composite, with a large variety of dynamic
response as reported on Fig. 13.
Hexagonal ferrites with in-plane anisotropy are an interesting class of microwave
materials , but relation (9) does not apply as these materials exhibit very large out­
of plane anisotropy fields , and hence the soft material hypothesis is not verified .
But it has been shown that a sum rule can be derived, that takes into account this
out of plane anisotropy, and that it is in excellent agreement with experimental
results [39].
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This sum rule gives precise indications for engineering the response of magnetic
materials. As an example, it gives a very straightforward indication on the minimal
weight of thin magnetic absorbers [36]. It also opens significant possibilities in the
field of instrumentation. In particular, it is useful to check the validity of high
frequency measurements ofpermeameters [5].

4. Tuning the microwave response of a magnetic material

4.1 TUNING J.1 TROUGH AN EXTERNAL FIELD

A very straightforward way to tune the microwave response of a magnetic material
is to apply an external static magnetic field . The evolution of the permeability with
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the applied field is in most cases well understood from the gyromagnetic resonance
equations [14].
A tunable microstrip filter has been manufactured using this principle [15, 40].
This filter is sketched on Fig. 14a), and the transmission coefficient is given on Fig.
14b and 14c. When the field is applied' along the easy axis, the stopband shifts to
higher frequencies, due to the shift in the gyromagnetic resonance frequency (Fig.
14b). In contrast, when a field is applied normal to the easy axis and is strong
enough to change the orientation of the magnetization in the material, the
permeability along the microwave H field is unity, and a flat transmission response
is observed (Fig. 14c).
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Figure 14. a) Sketch ofa microwave filter consisting ofa LIFE material inserted in a
microstrip line; b) operation with an external magnetic field along the microstrip line; c)
operation with an external magnetic field normal to the microstrip line and in the
lamination plane.

4.2 TUNING P. TROUGH AN EXTERNAL STRESS

Another way to tune the microwave response of a material is to exert a significant
stress. The effect of stress on the microwave properties of ferrites has been studied
[41]. The evolution of the microwave permeability of ferromagnetic thin film when
a parallel tensile stress is applied can be observed using a thin film permeameter
[42]. A thin film deposited on a plastic substrate is preferred, because a large stress
can be exerted using only moderate forces. The evolution with stress of the
microwave permeability of an amorphous CoFeSiB material is presented on figure
15a). It can be seen that the square of the resonance frequency increases linearly
with the stress, as predicted for a material with negative magnetostriction. The
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saturation magnetostriction coefficient A.s can be extracted from the slope of the
variation [42], and is -5.8 io" in the case of Fig. 15. Magnetostriction coefficients
as low as -0.5 10-7 can be measured using this method.
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Figure 15. a) Evolution of the microwave permeability along the hard axis of a thin
amorphous Co-based film deposited on a mylar substrate, for a tensile stress along the hard
axis ; b) square of the gyromagnetic resonance frequency as a function of the applied stress
(triangles) and best linear fit (line).

4.3 TUNING E TROUGH AN EXTERNAL MAGNETIC FIELD

Recently, we have demonstrated that it is possible to tune not only the permeability
of a magnetic-based composite, but also its permittivity. This result has been
obtained on a wire medium consisting of parallel highly diluted amorphous glass­
covered wires. The permittivity has been shown experimentally to be tunable using
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an external magnetic field. At some frequencies, the sign of the real permittivity
could be changed by increasing the external field [43].

5. Conclusion

Ferromagnetic materials now appear as extremely attractive microwave materials.
Their conductivities used to be a strong limitation to their use at high frequencies,
but thin films, microwires and small powders can be turned into composites with
very attractive properties. The effective permeability of these composites can be
related to the properties of the inclusions through accessible models, based on a
proper definition of the effective properties of a composite. Significant progress
has been made also in the field of microwave measurements of ferromagnetic
constituents or composites. The properties of these materials can be engineered, in
particular through the material parameters of the magnetic inclusions, but clear
limits have been established that relate the microwave magnetic response to the
saturation magnetization of the materials. The ferromagnetic-based composites are
also attractive to make agile microwave devices. Not only the permeability, but
also the permittivity of the composites can be tuned. If the application of an
external field is a very simple way to tune the microwave response of a magnetic ­
based composite, it is also possible to use the stress dependence of most magnetic
materials in order to control the response through the application of a stress.
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A FLAVOUR OF CONSTITUTIVE RELATIONS:

THE LINEAR REGIME

WERNER S WEIGLHOFER
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Abstract . Constitutive relations supplement the Maxwell equat ions to provide a selfcon­
sist ent and complete description of elect romagnetic processes in materials. Some of the
basic aspec ts relating to the characte rizat ion of different types of materi als in terms of
constitutive relations are reviewed in this contribution. Special emphasis is placed upon
the different int erpret ations of time-domain and frequency-domain formulations. Some
select ed case studies show how non locality in time is equivalent to locality in frequency .
The genesis of const itutive relations is exemplified through two mechani sms: a simpl e
mod el for an elect ron plasma which leads to anisot ropy and a homogenization technique
from which a very general class of composite mediums, so-called Farad ay chiral mediums,
emerge. In the linear regime, the general bianisotropic medium, char acteri zed by four
constit uti ve dyadi cs (second -rank cartesian tensors) is the most general type of medium.

1. Introduction

The mathematical formalism developed by James Clerk Maxwell governs
the description of all classical electromagnetic processes, be they propa­
gation, radiation, scattering and t he likes. All of those t ake place in a
medium of some description. The mathematical characterization of medi­
ums is therefore an important task that lies at the very basis of classical
electromagnetic theory.

"What is a medium?" (Or "What is a material?" , these two terms
being used synonymously in this paper.) One can begin with the classical
vacuum and ask if it can be called a medium after all , as it is devoid
of any material interactions. More appropriately, therefore, the classical
vacuum is a reference medium. Beyond the classical vacuum, in the realm of
real physical materials one can further ask "What is a complex medium?"
A question of that na ture is very central to a whole series of specialist
conferences, such as the Bian isotropics conferences, see for example [1, 2, 3],
or the Complex Mediums conferences [4, 5, 6] as well as to recent books
[7,8,9, 10]. Relating to the electromagnetic properties of a cert ain material ,
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the term complex remains only very loosely defined and encompasses vastly
different research topics. A sensible view and working hypothesis considers
any bulk medium with an internal structure more complicated than that of
a linear, homogeneous, isotropic dielectric-magnetic medium to be complex.

Whether a medium is simple or complex, constitutive relations must
deliver a description of its electromagnetic properties. Therefore, they must
provide a basis for a classification of mediums by certain criterions: distinc­
tions on the basis of linearity versus nonlinearity, isotropy versus anisotro­
py/bianisotropy, homogeneity versus non homogeneity, spatial and/or tem­
poral dispersion, and so on. A thorough study of constitutive relations will
thus contribute towards a better understanding of electromagnetic com­
plexity. The purpose of this contribution is to highlight some fundamental
aspects associated with the delineation of constitutive relations, investigate
their genesis in certain physical models of bulk matter or from homogeniza­
tion formalisms. Furthermore, to study their mathematical structure as it is
constrained by physical and mathematical conditions. The topic is vast and
the author makes no claim to providing a comprehensive presentation in
such a limited space; rather it is hoped that the selection of covered topics
will whet to reader's appetite for further study of this interesting topic. The
most significant restriction is that linear mediums shall be considered only;
for constitutive relations pertaining to nonlinear electromagnetic response,
the reader is referred to the literature [11 , 12, 13].

In the following, Section 2 defines the two approaches to electromagnetic
field analysis in the space-time and space-frequency domains, respectively.
In Section 3, some fundamental comments of the role that constitutive
relations play, are made. In Section 4, an exposition of constitutive rela­
tions for different types of mediums with increasing complexity is given
before turning to bianisotropic mediums in Section 5 where such topics as
symmetries, constraints and homogenization formalisms are covered.

The mathematical approach will be through the standard vector calcu­
lus of 3-vectors and 3x3-dyadics (second rank cartesian tensors). Alterna­
tive descriptions utilize the covariant tensor formalism [14] or the technique
of 6-vectors and 6x6-dyadics [15, 16].

The following notational conventions are used: vectors are in bold face
while dyadics/tensors of second rank are in normal face and underlined
twice. Contraction of indexes is symbolized by a dot ; that is, a • b stands for
Li aibi, whereas A = a b is a dyadic with elements A ij = ai bj. The triplet
of cartesian unit vectors is denoted by (u x , u y, u.}, and the position vector
by x = xUx+yuy+zuz' The unit dyadic is 1= Ux ux+uy uy+uz Uz, and Q
is the null dyadic. The superscript -1 indicates inversion of a dyadic. Time~
dependent quantities are distinguished by a tilde above their respective
symbols.
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2. The Maxwell Equations

2.1. THE SPACE-TIME DOMAIN

Classical electromagnetic theory is governed by the Maxwell equations. For
fields depending on the spatial variable x and time t, they are given by

aD(x, t) - -- at + \7 x H(x, t) = J e(x , t) ,

- aB(x,t) -
\7 x E(x , t) + at = -Jm(x, t) ,

\7. D(x,t) = Pe(x,t),
\7 • B(x , t) = Pm (x , t) .

(1)

(2)

(3)
(4)

Therein, D(x ,t) is the dielectric displacement, E(x, t) is the electric field,
H(x, t) is the magnetic field and B(x ,t) is the magnetic induction; whereas
j e(x , t), j m(x, t), Pe(x, t) and Pm(x, t) are the electric and magnetic cur­
rent and charge densities, respectively. Magnetic charge and magnetic cur­
rent densities are fictitious quantities; however, their introduction into the
Maxwell equations serves a dual purpose: the equations acquire a higher
degree of symmetry (and show an associated invariance with respect to
certain types of duality transformations [17]) and in some applications
such usage leads to a simplified analysis, see the literature for more details
[18, 19].

The two divergence relations (3) and (4) are generally viewed as con­
sistency conditions in electromagnetics and not as independent differential
equations. They will not playa role in the following. Indeed, they can be
viewed as being implied by (1) and (2) provided it is assumed that the
current and charge densities fulfil

'l"7 • J- ( ) app(x,t) = 0
v p x, t + at ' p=e,m . (5)

Henceforth, all sources are supposed to comply with the continuity equa­
tions (5).

2.2. THE SPACE-FREQUENCY DOMAIN

All the fields introduced previously are real-valued vector fields depending
on position x and time t. A significant amount, probably the vast majority,
of electromagnetics research dealing with simple and complex mediums
alike is performed for frequency-dependent fields, however. One can apply
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a Fouri er t ransform with respect to time

W = D ,E ,B ,H ,Je , J m , Pe , Pm,W(x, t) = JW(x,w) exp( - iwt )dw,

which entails that (1)-(4) are transformed into

iwD( x ,w) + \7 x H (x ,w) = Je(x ,w) ,
\7 x E (x ,w) - iwB(x ,w) = -Jm(x ,w),
\7- D (x ,w ) = Pe(x ,w) ,
\7 - B (x ,w) = Pm (x ,w) ,

whereas the cont inuity equations (5) turn into

(6)

(7)

(8)

(9)
(10)

\7 - J p(x,w) - iwpp(x, w) = 0 , p= e,m . (11)

The two systems of vector partial differential equations (1)- (5) and
(7)- (11) are equivalent start ing points for elect romag netic field analysis.
It must be appreciated, however, t hat there is a fund am ental difference
between these two systems: (1)-(5) contain real-valued (and thus measur­
able) field vectors depending on x and t, while in (7)-( 11) the involved
field qua nt it ies are complex-valued field phasors, depending on x and an­
gular frequency w . As such t hey are simply mathematical constructs and
significant consequences of this distinction are discussed in more det ail in
a later sect ion.

3. Why Constitutive Relations?

l.From t he viewpoint of the previous section, where it was argued that the
Maxwell 'divergence' equat ions are implied by the Maxwell 'curl' equat ions
if only the cont inuity equat ions hold , the following active system of partial
differential equat ions is at one's disposal. For fields depending on space­
tim e:

aD(x ,t ) - -
- at + \7 x H (x , t) = J e (x , t) ,

- aB(x, t ) -
\7 x E (x , t) + at = -Jm(x , t) ;

while for field ph asors depending on space-frequency:

iwD( x ,w) + \7 x H(x ,w) = Je(x ,w),
\7 x E(x ,w) - iwB( x ,w) = -Jm(x ,w ) .

(12)

(13)

(14)

(15)
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These two systems are repeated here such that one can see very clearly that
(12), (13) and (14), (15), respectively, do not provide a sufficient number
of differential equations to derive a solution for the fields or phasors. In
both cases there are twelve unknown components: three each for the field
vectors D(x, t), E(x, t), H(x, t), B(x, t) in the time-dependent case; and
three each for the field phasors D(x,w), E(x,w), H(x,w), B(x,w) in the
frequency-dependent case (the source terms on the respective right-hand
sides are presumed to be prescribed), while the two systems only provide
six partial differential equations each. As a consequence, six further rela­
tions (two vector equations) must be added in each case for a selfconsistent
description of the electromagnetic field. Initially, we specify these relations
in a very general form as the vector equations

or

TIp {E(x, t), D(x , t), H(x, t), B(x, t)} = 0 ,

Wp{E(x,w),D(x ,w) ,H(x,w),B(x ,w)} = 0 ,

p=e,m,

p=e,m .

(16)

(17)

Therein, TIe,m and We,m, respectively, denote some general functional depen­
dence between the involved fields and phasors. The relations (16) are the
constitutive relations for space-time dependent fields, while (17) are the
constitutive relations for space-frequency dependent field phasors. What
specific functional dependence is present in (16) or (17) depends on a
number of issues .

(i) In which kind of material(s) does the electromagnetic process take
place: what is the global structure?

(ii) What constraints do physical conditions (such as symmetry require­
ments in crystals, for example, or reciprocity conditions) impose on the
constitutive parameters: what are the intrinsic properties?

(iii) Are there structural conditions such as mathematical uniqueness re­
quirements that constrain the constitutive properties further?

A selfconsistent problem is thus described by the Maxwell equations plus
the constitutive relations that provide specific information about the mate­
rial that is being considered. It is added parenthetically that the delineation
of a complete electromagnetic problem further requires the specification of
boundary and/or initial conditions, but that topic is not considered here.

Therefore, in a brief intermediate summary, electromagnetic field anal­
ysis requires

(A) the solution of (12), (13) and (16) for time-dependent fields, or
(B) the solution of (14), (15) and (17) for frequency-dependent field pha­

sors.
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4. Linear Constitutive Relations: A Flavour

4.1. THE CLASSICAL VACUUM OF ELECTROMAGNETICS

- - - 1 -
D (x , t) = Eo E (x , t) , H (x , t) = - B (x , t) , (18)

Jlo
provide the simplest impl ementat ion of constitutive relat ions and relate to
th e class ical vacuum . As Eo and Jlo are tru e constants (pe rmittivity and
permeability of vacuum, respecti vely, EoJlo = 1/c2 , where c is the speed of
light in vacuum), the corresponding constit ut ive relations for the frequency­
dependent field ph asors , which follow from the inverse Fourier transform,
are identical in appearance as per

D(x ,w) = Eo E (x ,w),
1

H(x ,w) = - B (x, w) .
Jlo

(19)

It is important to realize that the vacuum is the only 'medium' for which
this equivalence holds. Its primary role is that of the reference medium of
classical elect romagnetism.

T he constit utive relat ions of the vacuum also define a minimum ma­
thematica l structure for constitutive relations in general. When delineating
general functional dep endencies as in (16) or (17), one must aim to exclude
path ological or contradictory, i.e., mathematically incons istent , formula­
tions . One can require that t he constit utive relations of any material must
be reducib le to those of the classical vacuum when all material interactions
are removed.

4.2. HOMOGENEOUS ISOTROPIC DIELECTRIC-MAG NETI C MEDIUMS

The linear , homogeneous , isotropic, dielectric-magneti c medium is the most
widely employed material of elect romagnet ics resear ch. Its frequency-dom­
ain constit utive relations are given by

(20)D(x ,w) = EoE(W)E(x ,w) ,
1

H(x,w) = ()B(x ,w).
JloJl w

The true constants Eo and Jlo are supplemented by two (dim ensionless)
constit ut ive parameters: relative permi ttivity E(W) and relative permeabili ty
Jl(w ) , both dependent on the circular frequency w.

For this medium, one encounte rs for the first t ime the fundamental
difference between constitutive relations in the frequency domain and in the
time domain. For convenience, we first int roduce an elect ric susceptibility
Xe and a magnet ic susceptibility function Xm as per

E(W) = 1 + Xe(w) , (21)
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(23)

(22)

(note that Xm was introduced for the benefit of the mathematical repre­
sentation as in [20] and does not correspond to the standard definition of
a magnetic susceptibility [21]). On using the Fourier transform (6) that
connects the time and the frequency domains, it can be seen that (20) and
(21) lead to

D(X,t)=EoE(x,t)+1:00

EoXe(T)E(x,t-T)dT,

- 1 - 1+00 1 -H(x, t) = - B(x, t) - - Xm(T) B(x, t - T) dr .
/-Lo -00 /-Lo

(24)p=e,m .

In these formulas, the electric and magnetic susceptibility kernels Xe(t) and
Xm(t) are the Fourier transforms of the susceptibilities defined in (21) :

Xp(t) = JXp(w) exp( -iwt) dw,

The representation in (22) and (23) provides a very instructive interpre­
tation in separating the material response of the medium into a contribution
from the reference medium (the vacuum) and the actual material interac­
tion. Indeed, it is motivated by the standard approach in describing the
material properties of matter in the form

(25)

(26)

D(x, t) = Eo E(x, t) + P'(x , t) ,
- 1 - 1 -H(x,t) = -B(x,t) - -M(x,t),

/-Lo /-Lo

in terms of an electric polarization P(x, t) and a magnetic polarization
l\i1(x, t) . These terms can be clearly identified as the convolution integrals
in (22) and (23), respectively.

To interpret the constitutive relations (22) and (23) correctly [20], one
must first realize they are nonlocal with respect to time. Indeed, if one
imposes the requirements that (i) no material medium can respond before
it is stimulated and (ii) no material can have an instantaneous response (in
other words, it must be causal), one is led to the conditions

Xm(t) == 0, t ~ o. (27)

The constitutive relations (22) and (23), together with (27) provide the
proper material description of a causal, linear, homogeneous, isotropic,
dielectric-magnetic medium and we note that (27) is also in accordance
with the Krarners-Kronig relations [18] .

In fact, the use of constitutive relations that technically apply only
for frequency-dependent field phasors to conduct a time-dependent field
analysis remains an issue of considerable confusion in the research literature
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to the present day, see, for example [22, 23, 24, 25, 26]. Such continuing
practice is surprising in view of the observation that appropriate treatments
through convolution integrals and causality conditions exist both in older
[14, 18] and much more recent publications [27, 28, 20, 29].

4.3. BEYOND ISOTROPY

In all circumstances, at least from a principal perspective, the macroscopic
formulation facilitated by the Maxwell equations plus constitutive relations
must be based upon a microscopic model of electromagnetic (and possibly
other) interactions. Because of the difficulty of solving truly atomistic prob­
lems involving bulk matter due to the large number of particles involved,
exact representations must however be replaced by phenomenological or
approximative models.

The example considered here is of a plasma of electrons in thermal mo­
tion. For simplicity, a homogeneous, collisionless, incompressible fluid model
is employed [30]. The physical system comprises electrons in a classical
vacuum, and we describe the state of the system with E(x, t), B(x , t) and
an average electron velocity v(x, t) . The Maxwell equations for vacuum are
thus augmented by an electric current density due to the electrons ' motion
as per

aE(x,t) n H-() -()
-Eo at + v X x, t + no q v x, t = 0,

- aH(x ,t)
\l x E(x,t) + Ito at = o.

(28)

(29)

These equations are supplemented by the equation of motion for a charged,
inviscid and incompressible fluid , given by

- av(x,t)
no q E(x, t) + nom at - no q Bobo x v(x, t) = O. (30)

Therein, -noq and nom are the background electron charge and mass
densities, respectively. The model further contains a static magnetic field
B o = Bobo of strength Bo and fixed direction in space (bo is a unit
vector) that influences the electrons' motion. The Lorentz force density

-noq (E + v x B o) is clearly recognizable in (30). No externally prescribed

source terms have been added to the system (28)-(30) .
The aim is to obtain an effective electromagnetic formalism by elimi­

nation of the non-electromagnetic variable v(x, t). Straightforward mani­
pulations permit recasting of (28)-(30) in the form (12) and (13) (setting
J e = J m = 0 there), provided these two equations are supplemented by the
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constitutive relations

D(x, t) = Eo f * E(x, t) ,- . - 1 -
H(x,t) = -B(x,t).

!-to
(31)

The effective electromagnetic medium has the same magnetic behaviour
as the vacuum but the elimination of V(X,t) has manifested itself in a
complicated constitutive relation linking D(x,t) and E(x,t). In (31), f*
is a linear dyadic operator in space and time defined by -

which be can be manipulated into

(
2 ) 2Wp wewp

1 + 2 a (L - bo bo) + (2 a) a bo x L
We + tt We + tt t

+(1+ ~~) bobo .

(32)

(33)

The last expression was obtained by using simple dyadic manipulations
[311; w~ = noq2/m Eo is the plasma frequency while We = qBo/m is the gyro
frequency (at == a/at, Ott == 02 / ot2 ) .

The operator representations in (32) and (33) are only fo!mal ones but
they exhibit a new feature not discussed before: D(x, t) and E(x, t) are not
parallel anymore, and one is dealing with an anisotropic medium. Temporal
dispersion is present by virtue of the presence of (inverse) time derivatives
in the operator. Of course , one needs to clarify how to calculate inverses
of composite operators containing temporal derivatives. One can assign the
meaning

and

( a ) -1 jtat f(t) == -00 f(7) dr ,

1
g(t) = a f(t) ¢} (a + Ott) g(t) = f(t).

a + tt

(34)

(35)

This interpretation is equivalent to the use of convolution integrals as in
(22) and (23) in the previous section. Again, it is in the frequency domain,
that a clearer interpretation of (31)-(33) emerges. By using the inverse
Fourier transform, the frequency-domain constitutive relations

D(X ,W)=EO~(W) ·E(x,w),
1

H(x,w) = -B(x,w),
!-to

(36)
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result, with

~(w) = El(W) (I: - bo bo) + iE2(W) bo x I: + E(W) bo bn . (37)

The constitutive parameters are

w2 wcw~ w2
EI(W) = 1- 2 P 2' E2(W) = - (2 2) , E(W) = 1- ~. (38)W -We W W -We W

It is easy to see that the transition from the operator f * to the dyadic
£(w) can be formally facilitated by the simple substitution fJ/ fJt ---; -iw.
These constitutive relations describe a gyrotropic medium of electric type. A
similar dyadic structure for the magnetic properties describes a gyrotropic
medium of magnetic type as exemplified by ferrites. Macroscopically, it is
characterized by an anisotropy due to the presence of the distinguished
direction bo and three constitutive parameters E1, E2, €. Beyond that, how­
ever , the physical model that was employed to study the electron plasma
has also provided in (38) the exact (on the basis of the chosen model)
dependence of those constitutive parameters on the circular frequency W

and on the fundamental plasma parameters, the plasma frequency wp and
the gyro frequency We'

The preceding derivation has shown that nonlocal behaviour in time is
equivalent to local behaviour in frequency : the frequency-domain constitu­
tive relations permit a local relation between D(x ,w) and E(x,w) which
is considerably easier to handle than the dependence of D(x ,t) on E(x, t)
via convolution integrals.

4.4. BEYOND HOMOGENEITY

Constitutive parameters that do not vary in space describe a homoge­
neous medium. While it is easy enough to postulate a nonhomogeneous
medium by defining the constitutive parameters as arbitrary functions of
position x, actual field solutions can not be expected to emerge without
specifying mathematical functions that detail such dependencies. Not sur­
prisingly, the mathematical analysis becomes significantly more difficult
when nonhomogeneous mediums are considered.

In the following we focus on a specific type of nonhomogeneity that
manifests itself as periodicity. Well-studied examples are cholesteric liquid
crystals (CLCs) with frequency-domain constitutive relations given by [32]

D(X,W)=EO~(X,W) oE(x ,w) ,

where now

1
H(x,w) = -B(x ,w) ,

J-lo
(39)

£(x, w) = Ea(W) I + [Eb(W) - Ea(W)] u(z) u(z),- -
(40)



71

with
7rZ • 7rZ

U(Z) = Ux cos -0 + Uy sin -0 ' (41)

This describes a helicoidal structure with periodicity along the Z axis, with
fa(W) and fb(W) as scalar parameters and u(z) as the local optical axis
or director of the medium. The medium has a periodicity of n in the z­
direction as per £(z+ n,w) = £(z,w) and is technically a twisted, uniaxial ,
dielectric medium. -

A speculative generalization of such a helicoidal structure led to the
postulation of so-called helicoidal bianisotropic mediums [33J specified by

D(X ,W)=fo[gll(Z,W) ·E(X,w)+glZ(z,w) .H(x,w)] , (42)

B(x,w) = f.Lo [gZl(z,w). E(x,w) +gzz(z,w). H(x ,w)] , (43)

where the nonhomogeneous constitutive dyadics gAV(Z, w) have the repre­
sentations

gA)Z,W) = g(z) • ~A}W) • gT(Z) , A = 1,2, v = 1,2. (44)

The unitary dyadic g(z)

7rZ 7rZ
g(z) = cos -0 (ux u; + u y u y) + sin -0 (u y U x - U x u y) + u, u z , (45)

is responsible for the rotational non homogeneity of the helicoidal bian­
isotropic medium while the dyadics (3 (w) must conform to the require-

=AV
ments of Lorentz covariance and obey the Post constraint (see (61) in
Section 5) and be consistent with the Kramers-Kronig relations to be
causal. Reciprocity and losslessness may impose additional requirements
on the constitutive parameters [18, 14, 34, 35].

Since the original conceptualization of helicoidal bianisotropic medi­
ums research has progressed rapidly, both theoretically and experimentally,
towards sculptured thin films (STFs) which provide many interesting appli­
cations in optical and other technologies [36J . The constitutive characteriza­
tion of STFs, in their various specifications, can exceed that of the helicoidal
bianisotropic mediums even further in complexity; the unitary dyadic ~(z)

may be a product of three different rotation dyadics because of the need to
introduce as many as three rotation angles to describe the morphology of
these highly complex mediums. A comprehensive review of STFs should be
consulted for details [37J . Furthermore, the interested reader is directed to
review presentations at previous Bianisotropics conferences [38, 39J. These
and the many papers in the Complex Mediums conferences [4, 5, 6J and
a predecessor conference [40] dealing with various aspects of STFs further
exhibit the great significance of these nano-engineered materials.
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5. Bianisotropic Mediums

5.1. GENERALITIES

We rewrite the very general constitutive relations (16) and (17) in the form

D(x ,t) ='cD{E(x,t) ,B(x,t)} ,

H(x ,t) ='cH {E(x ,t),B(x,t)} ,

for time-dependent fields, and

D(x,w) =.cD {E(x,w),B(x,w)} ,
H(x,w) <t-u {E(x,w) ,B(x,w)} ,

(46)

(47)

(48)

(49)

for frequency-dependent field phasors, whereby 'cD,H and .cD,H are certain
lin ear operators. While these are still very general representations, they re­
flect the fact that for all practical purposes, constitutive relations are being
substituted into the Maxwell equations, leading to an elimination of two of
the unknown field vectors (or phasors). Implicit within such a procedure
is a decision which two of the four field vectors are to be eliminated. In
the time domain, a clear distinction is provided by the understanding that
E(x,!) and B(x, 0 emanate from the fundamental microscopic fields (and
it is E(x, t) and B(x , t) that appear in the fundamental elect romagnet ic
quantity, the Lorentz force), while D(x, t) and H(x , t) are macroscopic
fields induced by the presence of material interactions [18, 14, 41]. As a
consequence, (46) and (47) , upon substitution into (12) and (13) lead to
a field analysis in terms of E(x, t) and B(x, t). Once these are obtained,
D(x, t) and H(x , t) can be calculated, if so desired, from (46) and (47) .

Equivalently, (48) and (49) entail a field analysis in terms of E(x,w)
and B(x, w). However , devoid of direct physical observability, field phasors
are complex-valued quantities that can be used interchangeably. The bulk
of all frequency-domain electromagnetics research is actually carried out
in terms of E(x,w) and H(x,w), based on writing (48) and (49) in the
alternative form

D(x,w) = .cD' {E(x,w) ,H(x ,w)} ,
B(x ,w) = .cH' {E(x,w) ,H(x,w)} .

(50)
(51)

In the linear case considered here, a one-to-one correspondence between
the E, H (often called the Tellegen representation) and the E , B formalism
(often called the Boys-Post representation) can easily be facilitated for the
general case of a bianisotropic medium [42, 43]. Inclination towards the
use of E( x ,w) and H(x ,w) in frequency-domain analysis is based on the
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conveniences (i) that substitution of (50) and (51) does not affect the terms
involving spatial differentiation in (14) and (15); (ii) that boundary condi­
tions on material interfaces are generally formulated in terms of E(x ,w)
and H(x, w) and (iii) that E(x, w) and H(x, w) define the Poynting vector
(an issue that is of some importance in the engineering literature) .

The previous discussion led to the impression that electromagnetic field
analysis, whenever it involves complex mediums, is more complicated when
pursued in the time domain than in the frequency domain. In addition to
the necessity to take into proper account material responses that may be
anisotropic or nonhomogeneous, time-domain formulations require compli­
cated convolution integrals in their constitutive relations such that causality
requirements are fulfilled. Therefore, a frequency-domain approach to a spe­
cific problem is often more feasible. Thus, the electromagnetic field analysis
shall henceforth be performed in the frequency domain. The final results
may, if so desired, be transferred into the time domain by the appropriate
Fourier transforms.

The various operators L, defined in (46)-(51) are linear for linear re­
sponse properties. The most general type of linearity has been termed
bianisotmpic . A linear bianisotropic medium can thus be characterized by
frequency-dependent constitutive relations given by

D(x,w) =~(x ,w) ·E(x,w)+g(x ,w) ·B(x,w) , (52)

H(x,w) =e(x ,w) .E(x,w)+g-l(X,w) ·B(x,w). (53)

Therein, in the Boys-Post representation, f.(x, w) is the permittivity dyadic,
!:!:.(x, w) is the permeability dyadic, while g(x ,w) and !!-(x , w) are the two
magnetoelectric dyadics. The dispersive nature of the medium is taken
care of by their dependence on w while the argument x indicates that the
bianisotropic medium may also be nonhomogeneous. Alternatively,

D(x ,w) =~T(x,w) .E(x,w)+~T(x,w) ·H(x,w), (54)

B(x ,w)=( (x ,w)·E(x,w)+/-L (x,w)·H(x,w), (55)
=T =T

is called the Tellegen representation (hence the subscript T); the terminol­
ogy for the constitutive dyadics ~T' gT' ~T and ~T remains the same.

The two sets of constitutive relations (52) , (53) and (54) , (55) are linked
through the identifications [42]

~ = ~T - ~T • g;? .~T ' g = ~T • g;? , (56)

e= _g;l . ~T' g = gT ; (57)

or, vice versa,

~ =g./-L,
=T - =

(58)
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<: = -f-t • (3,
=T = =

f-t =f-t.
=T =

(59)

Regardless which representation is chosen, the four constitutive dyadics
contain the full information of the electromagnetic response of the bian­
isotropic medium. They provide a vast parameter space with a multitude of
specializations relating to different types of mediums. Specific structures in
the constitutive dyadics/tensors, or generally, operators, give rise to specific
electromagnetic effects. And so, for many decades, a vast variety of differ­
ent types of linear (and nonlinear), homogeneous and nonhomogeneous,
isotropic, anisotropic and bianisotropic mediums have been studied.

There is consequently an extensive playground between the maximum
of 4x9 = 36 complex-valued constitutive parameters and the greatest sim­
plification to only two quantities. The latter arise when the reduction to
a linear, homogeneous, isotropic, dielectric-magnetic medium is considered
where ~ = EoE L, !:!:. = f-tof-t L, g = !!. = ~ . Many of the mediums thus obtained
and characterized by certain properties have well-known names, such as
chiral, uniaxial, biaxial, gyrotropic, and have been studied extensively in the
literature. The reader is referred to a various attempts towards consistent
classification schemes [42, 43, 9].

5.2. SYMMETRIES AND CONSTRAINTS

Theoretical exploration of the vast parameter space, spanned by the four
constitutive dyadics can very quickly become very difficult and a reduction
of the number of constitutive parameters is thus desirable. Needless to
say, specializations and/or simplifications in general medium descriptions
should be founded on two important principles: (i) they must be based on
sound physical and mathematical considerations and (ii) they must contain,
at least in the form of a principal mechanism, a scheme how such a medium,
if it does not exist in natural form, can be manufactured.

A popular approach to the reduction of this large parameter space is
the exploitation of symmetries. Symmetries in constitutive relations can
occur because they appear intrinsically in the studied materials; well-known
examples are provided by crystals. Furthermore, symmetries may be im­
posed, as one may demand, for example, that a specific medium should be
Lorentz-reciprocal [44], for example in the Tellegen representation:

_ T
~T - f:T' (60)

(superscript T indicates transposition) . Equally, there may be conditions
based on appropriate approximations; for example, absence of dissipation.



75

In addition, one finds that a structural and uniqueness constraint, the
Post constraint, must be fulfilled by any bianisotropic medium [14, 34J:

Trace [g(x ,w)-e(x,w)] =0, (61)

for constitutive relations expressed in the Boys-Post form or

Trace [g;l(x ,w) ° (~T(x,w)+~T(x,w))] =0, (62)

in the Tellegen form . The Post constraint is an algebraic condition, rele­
vant whenever magnetoelectric coupling is present . All purely anisotropic
mediums fulfil (61) identically, as can be seen by substituting g(x ,w) =
f3(x ,w) = Q into (61) or, equivalently, ~ (x ,w) = ( (x,w) = Qinto (62) ,= - =T =T -
respectively. The Post constraint thus reduces the constitutive parameter
space by one complex-valued quantity.

The above relations make it clear that the Post constraint is not a
reciprocity condition, see (60) . However, the Post constraint has its most
important consequence for biisotropic materials in the observation that
under the appropriate reductions of the dyadics in (61) and (62), the
recognizable existence of nonreciprocal biisotropic mediums is negated. The
repercussion is that the isotropic chiral medium is the most general isotropic
medium that contains magnetoelectric coupling. For more details on this
issue the reader is referred to a recent comprehensive review [34], that
contains a literature survey, detailed evaluation of experimental and theo­
retical background as well as an analysis of opposing views that have been
expressed on this subject.

5.2.1. Biaxial bianisotropic mediums
Biaxial bianisotropy provides an instructive example how a very specific
structure in the constitutive relations arises from a simple symmetry re­
quirement. In this instance we demand that the (homogeneous) bianisotro­
pic medium as a whole is characterized by two distinct (crystallographic)
axes. We then obtain the constitutive relations as [45]

D(X,W)=Eo~bi(w) oE(x,w)+(l/1Jo)gbi(w) oB(x,w), (63)

H(x ,w)=(1/1Jo)f3 .(w) oE(x,w)+(1//-Lo)/-L-1(w) oB(x,w), (64)
=~ =~

(1]0 = V/-Lo/Eo). The dimensionless constitutive dyadics are given by [45J

~b/w) = Ea(W) L+ Eb(W) (urn Un + u., Urn) , (65)

gbi(w) = cxa(w) L+ CXb(W) (Urn u., + u., Urn) , (66)

f3 ,(w) = f3a(w)I + f3b(W) (Urn Un + u., Urn) , (67)
=bz -

/-L-1(w) = O"a(w)I + O"b(W) (Urn u., + u., Urn) . (68)
=bz -
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In the foregoing expressions, Urn and u., are the two distinguished axes of
the biaxial structure. The biaxial bianisotropic medium is a nonreciprocal
medium. It is characterized by the eight complex-valued and frequency­
dependent constitutive parameters Ea , Eb, (fa, (fb, /3a, /3b' aa, ab (the last
two being essentially inverse permeability scalars) , plus a real-valued angle
¢, whereby cos ¢ = Urn • Un·

In a further illustration of previous developments, the Post constraint
(61) , for the biaxial bianisotropic medium simplifies to

(69)

thus reducing the number of unconstrained medium parameters from 8x2
+ 1 = 17 to 15 real-valued quantities.

The theoretical characterization of biaxial bianisotropic mediums as
given in [45] provided the basis for detailed numerical homogenization
studies [46, 47, 48J and a comprehensive review of these results can be
found elsewhere in this book [49J .

5.3. HOMOGENIZATION FORMALISMS

Previously, in Section 4.3, an instructive example detailed how constitutive
relations emerge due to the coupling of the electromagnetic field vectors to
a non-electromagnetic field. A different but exceedingly valuable approach
to the delineation of constitutive relations is provided by different types of
homogenization formalisms.

The aim of any homogenization formalism is to derive or at least provide
solid estimates for the constitutive parameters of a homogenized composite
medium based on a knowledge of the constitutive parameters and various
geometrical/topological quantities pertaining to two or more constituent
mediums. Homogenization formalisms operate within well defined limits of
applicability. Best known among the various formalisms are those associated
with the names of Maxwell Garnett and Bruggeman [50J and variations
thereof [51J. A vast amount of literature on homogenization exists. We refer
to it for introductory works [52] as well as detailed reviews [53, 54]. Very
recent work has also provided significant progress with another homogeniza­
tion formalism , the strong-property-fluctuation theory (SPFT) [55, 56, 57]
(these references may also be consulted for historical background of the
development of the SPFT) .

5.3.1. Faraday chiral mediums
Let us, for illustrative purposes, homogenize a chiroferrite composite me­
dium by following the given recipe. We take two component mediums, the
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first one a magnetically biased ferrite characterized by [31]

D(x, w) = f O ff (w) E(x, w) , (70)

B (x ,w) = fJ,0 [fJ,f (w) (L - u u) + ifJ,[ (w)u x L+ fJ,L(w) u U] •H; (71)

ff is the relative permittivity scalar, fJ,f, fJ,t and fJ,t are relative permeability
scalars . One may compare these constitutive relations of a gyrotropic me­
dium of the magnetic type with (36) and (37) for a gyrotropic medium of
the electric type. The second component is an isotropic chiral medium [58] :

D(x, w) = f o fC(W) E(x ,w) + iJfofJ,o ~C(w) H(x, w) , (72)
B(x, w) = -iJfofJ,o ~C(w) E(x, w) + fJ,0 fJ,C(w) H(x ,w) , (73)

wherein fC, fJ,c and ~c are the relative permittivity, relative permeability
and the chirality parameter, respectively.

The ferrite medium and the isotropic chiral medium are then mixed in
a certain volumetric proportion and the Bruggeman formalism [50] , for
example, can be successfully employed to extract the properties of the
homogenized composite medium (HeM). Upon usage of the constitutive
relations (70)-(73), this procedure yields

D(x,w) = foif,HCM(w). E(x ,w) +iJfofJ,os.HCM(w). H(x,w), (74)

B(x ,w) = -iJfofJ,o~HCM (w) • E(x ,w) + fJ,ogHCM (w) • H(x ,w)(75)

Each of the three constitutive dyadics if,HCM, gHCM, ~HCM, is of the form:

gHCM(w) = oFCM (w) (L - u u) +io::CM(w) u xL +o:;;'CM (w) u u, (76)

which can be recognized as of gyrotropic type again. A medium described by
(74)-(76) is called a Faraday chiral medium; in this instance, a chiroferrite.
The detailed numerical homogenization results given in [59] fully confirmed
the correct characterization of chiroferrites on purely theoretical grounds
[60] . By following a similar procedure, whereby the ferrite is replaced by a
magnetically biased (cold) plasma (as described by (36) and (37)) leads to
a Faraday chiral medium, again described by (74)-(76) , this time termed
chiroplasma; see [61] for comprehensive homogenization studies.

6. Conclusion

Theoretical, numerical and experimental investigations in the electromag­
netics of complex mediums all require a clear understanding of constitutive
relations. These supplement the Maxwell equat ions (together with bound­
ary and/or initial conditions) to provide a complete specification of elec­
tromagnetic field problems. The more complex a medium is that requires
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characterization, the more complex the constitutive relations which link the
involved electromagnetic fields or phasors will be. Constitutive relations
can be linear or nonlinear, homogeneous or nonhomogeneous, isotropic
or anisotropic/bianisotropic, local or nonlocal in space and/or time; their
mathematical expression can be in differential, integral or algebraic form .

Here, the focus was to provide a basic introduction into constitutive
relations in the linear regime. For such a wide-ranging topic only a flavour
of the many important issues could be addressed. Special emphasis was put
on the important conceptual differences between the time domain and the
frequency domain. A variety of different complex mediums that play an
important role in electromagnetics and optics research were described with
regard to their emergence from simple underlying physical models or as the
outcome of different types of homogenization formalisms.
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ELECTRODYNAMICS OF MEDIA WITH SIMULTANEOUSLY
NEGATIVE ELECTRIC PERMITTIVITY AND MAGNETIC
PERMEABILITY

V.G.VESELAGO
Moscow Institute ofPhysics and Technology
9 Institutski per. Dolgoprudny, Moscow district, 141700. Russia

Abstract. This chapter concentrates on basic properties of materials that can be characterised by
having simultaneously negative permittivity and permeability. Poynting vector, Doppler effect,
Cherenkov radiation, Snellius law, Fermat principle, possible devices, and experimental work on such
materials are discussed.

1. INTRODUCTION

For the last two years we all became the observers of great interest to materials
with simultaneously negative values of electric permittivity E and magnetic
permeability J.1 . It is necessary to note that highly interesting and unusual
electrodynamic properties of such materials were considered in our old works [1­
4]. However, these works did not get further development at that time, since neither
us, nor other authors could manage to realize materials with simultaneously
negative values of both E and J.1. Already in [1-4] it was shown that the main
electrodynamic properties of such materials could be seen from the well-known
equations changing the sign of the index of refraction n. Because of this fact, we
introduced the concept of index of negative refraction [1]. It became also obvious
that the class of "materials with negative n " is much broader than the class of
"materials with simultaneously negative values of E and J.1 . Materials with

negative n are characterized by the opposite directions of the phase and group
velocities . Such materials (or structures) are often called "materials with negative
group velocity," and they are known for enough long time. As an example we can
mention the backward-wave microwave tubes.
The materials, which exhibit negative refractions, were named in [1,2] as "left­
handed materials". This term; well sounding in English, has no euphonic
translation into Russian, and so we shall name materials with n < 0 "materials
with negative refraction", or "negative-index media" - NIM. Accordingly, usual
materials with n > 0 it is possible to mark as PIM.
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After appearance of papers [1-4] for a long time there were no publications on this
problem until paper [5] appeared, followed by [6], in which R. Shelby, D. R.
Smith, S. Schultz, et al. from the University of California at San Diego
communicated on creation of artificial composite materials with negative values of
e and J! in the centimeter wave band. This composite material is a combination of
small metallic wires and rings, positioned in space in a sort of lattice. As was
reported in paper [6], direct experiments shown that such a structure can be really
characterized by negative values of s and J!, and, as a result, by a negative value

of the refraction index n.

2. MAIN ELECTROMAGNETIC PROPERTIES OF MATERIALS
WITH NEGATIVE e AND J!

In most equations of electrodynamics the values of s and J! are present as a
product su, for which a simultaneous change of the signs of both multiplicands is
not essential. This completely pertains also to the value of the refractions index n .
However, from general considerations it is obvious that a simultaneous change of
the signs of e and J! must bring about some essential changes to electrodynamic
characteristics of material. To find these changes, it is necessary to use equations of
the l-th order, in which e and J! enter separately . Such equations are the Maxwell
equations and material equations. Let us write them for a uniform plane wave,
propagating in an isotropic material:'

eo
[kE] =-J!H (1)

c
ro

[kE]=--eH (2)
c

D=eE (3)

B = J!H (4)

From equations (1-2) it is immediately seen that for positive e and J! vectors

E ,H and k form a right-hand system of orthogonal vectors, but for negative e
and J! the system becomes left-handed. At the same time the Poynting vector S

S=[EH] (5)

1 Note that in the Russian literature, the vector (cross) product is often denoted by putting
the two vectors inside square brackets . (edi tors)
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always forms with vectors E and H a right-hand triple of vectors.
Now is important to remember that vector k is directed parallel to the phase

velocity v ph' so, if E and ).1 are negative, vector v ph and vector S are

oppositely directed. Usually in this case one speaks of "negative group velocity",
but a more correct name is "negative phase velocity". Exactly, such terminology
takes into account the fact that the group velocity corresponds to the direction of
the energy flow from the source to the receiver. As to the phase velocity, that it not
connected with the flow of energy, and can be directed toward the source if E and
).1 are both negative, and as a result the refraction index n is negative too.

Here it is appropriate to remind that if only one of the values of E and ).1 is

negative, but the other is positive, equations in system (1-2) contradicts each other,
and waves cannot propagate in such ambience. An example of such situation is the
reflection of radio waves from the ionosphere.
Discussing possibilities of practical realization of materials with negative E "and
).1 , it is necessary to take into account that such materials must possess frequency

dispersion. Really, in general, if dispersion absent, the field energy density in
material can be written in the form

(6)

For negative values of E and ).1 (6) gives a negative density of energy that is

undoubtedly wrong. If the frequency dispersion presents, expression (6), following
[7] must be modified as

1 (a(eeo) 2 a().1oo) 2JW=- E + H
81t aoo aoo

(7)

As it is shown in [7], multipliers before E 2 and H2 are positive even for negative
E and ).1 .
The fact that for negative E and ).1 the phase and group velocities are oppositely

directed, leads to a conclusion that some fundamental laws of electrodynamics and
optics are expressed in an unusual way .

Among these laws we will discuss the Doppler and Cherenkov effects, Snellius law
and Fermat's principle.
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2.1. TRAYEUNG WAYES AND THE DOPPLER EFFECT

For usual materials with positive E and J.1, a traveling wave, radiated from an

energy source, can be written in form, which is proportional to the value

j(rot-kx)e (8)

The wave vector in this expression is k = ron = ro~ , and the value of the
c c

refraction index n is taken to be positive. This means that the phase velocity

vph = ~ is also positive. If both E and J.1 are negative, the index of
vE J.1

refraction n also must be taken negative, and this brings about negative phase
velocity.

Poynting"s vector S
vectorK ~

Source of radiation

1-a.Right·handed material

Source of radiation

vectorK
Poynting's vector S
~

1-b.Left·handed material

Figure 1. Poynting's vector S and the wave vector k for wave propagations in
right-handed (PIM) and left-handed (NIM) materials.
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In the case of n < 0 (see Fig.l-b), a sinusoidal wave "is embroiled" in a source of
energy, while the flow of energy always comes out of the source.
It is necessary to pay some special attention, if in the case when n < 0 the medium
possesses some, assume it to be small, absorption. For this case s and J..l are
complex numbers and can be written as

s=s' + js"

J..l=J..l'+ jJ..l"

which leads to the usual expression for the complex wave number k :

k=k'+jk"
where

(9)

(10)

(11)

For the usual media with positive s' and u' and negative imaginary parts

(corresponding to lossy media) , kIF will also be negative , which brings about
fading of the wave with growing x. If the real parts of sand J..l change sign, the

value of k' changes its sign, but kIF does not, as is seen from the second equation
(11). So, for absorbing materials with negative refraction a wave becomes weaker
with increasing the distance from the energy source, but the phase of a sinusoidal
wave moves to the energy source.
The inverse motion of the sinusoidal wave for materials with negative refraction
changes the sign of the Doppler effect, as it can be seen on Figure l , This becomes
clear from the formula for the classical Doppler effect:

(12)

For the usual materials when the receiver moves to the source, the observed
frequency increases, but for NIM materials it decreases.
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2.2. CHERENKOV EFFECT

One more effect, whose realization greatly depends on simultaneous change of the
signs of e and J.1 , is the Cherenkov effect. In works under Pafomov [8] it was

shown that an electron, passing through a medium with n < 0 radiates not onward,
as in usual matter, but back. Corresponding pictures one can see on Figs. 2a and
2b. These pictures illustrate the well-known formula for the cone angle of the
Cherenkov radiation:

cose =c/vn (13)

where c is the velocity of light, v is the velocity of an electron, and n is the
index of refractions for the medium. If the index of refractions becomes negative, it
is obvious that angle e lies in the second quadrant, and, hereunder, the cone of the
Cherenkov radiation is directed back.

s

v

s

Figure 2a. Cherenkov effect in media with n > O. Vector V is the electron

velocity, S is the Poynting vector, and k is the wave vector.

v

Figure 2b. Cherenkov effect in media withn < O.The same notations as in Figure 2a.
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2.3. SNELLIUS LAW

Ifwe change, purely formally, in the formula of the Snellius law

sin <pI sin 'If = n (14)

the index of refraction n to -n , we will find that the refracted ray goes
symmetrically to that direction, into which it goes in the custom case n > 0, as is
shown on Fig. 3. Such a move of the ray always exists at refraction on a border
between usual materials and materials with negative group velocity. On this
circumstance for the first time pointed LJ. Mandelstam [9].

(A)

2

S

(B)

2

Figure 3. The beam path at refraction on the boundary of vacuum ( n > 0) and

material with positive refraction index (n > 0) (A) and negative one (n < 0) (B).

I-incident beams, 2-reflected beams, 3 -refracting beams. S - Poynting's vector, k­
wave vector.

3. SOME DEVICES MADE OF MATERIALS WITH n < 0

It is very interesting to trace the beam path through lenses prepared by materials
with n < 0 . As Fig. 4 shows, for n < 0 the properties of lenses are exchanged, and
a concave lens becomes convergent, but a convex lens becomes divergent.
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A B

Figure 4. Paths of rays in lenses made ofa material with n < 0

However, probably the most interesting characteristics has a usual parallel-plane
plate, prepared from a material with n < O. If on one side of such plate, shown on
Fig. 5, is located a source of light A , its radiation will be focused into spot B on
the opposite side of the device. However, this optical instrument is not a lens, since
it does not collect at a point parallel beams of rays coming from infinity. But such
plate is an ideal optical instrument, which without any distortion will convert a 3D
object into its 3D image. Of course, this is true only if coefficient of refraction of
the plate is exactly equal -1.

c

object

d

r

g

image

B

Figure 5. Beam path in a plane-parallel plate made of a material with n = -1 .

The detailed analysis of all characteristics of such "lenses" is made in papers
[11,12]. It is important to note that in such "plane-parallel lens" light, going from
an object to its image, spends on this way different time, depending on what
exactly way it goes. One can see that, obviously, the propagation time on the way
A-m-O-n-B is undoubtedly smaller than on the way A-c-O-g-B. This fact also
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distinguishes this lens from the usual one, which in the ideal case is isochronic,
since the light on its way from the subject to the image spends equal time, whatever
path is taken. This lens has also a more paradoxical characteristic. This is because
the length of the optical way from an object to its image is zero, independently on
the real path of ray. This is explained by the fact, that the optical length for any
optical ray, traveling in vacuum (n=l) is a equal to the length with the minus sign,
if traveling in the lens with n=-I. Thus, the full length of the optical way is 0, for
any ray connecting the object and its image. Such unusual situation raises the
question about correct wording of Fermat's principle for light, propagating in
materials with n < 0 .

3.1 ABOUT WORDING OF FERMAT'S PRINCIPLE FOR MATERIALS
WITH n < 0 [10]

The appearance of negative refraction materials, generally speaking, does not bring
us any absolutely unusual phenomena, but as we made it clear above, some optical
laws are realized in a different way than in the familiar for us case n > O. This
pertains, in particular, to the Snellius law, to the Doppler and Cherenkov effects, as
was discussed above. To the list of discussed phenomena and laws it is necessary
to add one more important law, or more exactly, principle: Fermat's principle.
Wording of this principle in literature exists in different variants, which possible
reduce to the two main:
l.The light propagates from one point of space to another along the shortest path.
Here, the term "the shortest" implies the minimum time spent for passing along this
way.
2. The light propagates from one point of space to another along the paths, which
correspond to the minimum of the optical length. Under the term "optical length"
one understands the distance, which the light passes in vacuum for the time of
propagation from one point of space to another, or the total number of
wavelengthes along the given path.
As example of these different approaches, one can read the article "Fermat's
principle" from "British encyclopedia"
(http://www.britannica.com/search?query=Fermat%60s%20principle&ct=&fuzzy=
N): "Statement that light traveling between two points seeks a path such that the
number of waves (the optical length between the points) is equal, in the first
approximation, to that in neighbouring paths. Another way of stating this principle
is that the path taken by a ray of light in traveling between two points requires
either a minimum or a maximum time."
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A

B

Figure 6. Passing of light from point A to point B through a planar border between

two materials with indices of refraction 01 and 02'

Except these differences, it often becomes firmly established (absolutely correct)
that the term "minimum length or time" in some cases must be replaced by the
term "maximum" or even simply "extremum".

If we now return to the two wordings given above, it immediately becomes clear
that they both are equally correct for light passing through media with n > 0 or
0<0 only, but not when on the way of propagation the light, at least partly,
passes through materials with both signs of 0. This is easy confirmed on Fig. 6,
where one can see possible ways of ray, crossing a flat surface, separating two
media, having the index of refraction °1 and °2 , respectively.

Let us discuss several cases possible in the situation depicted on Fig. 6.
1. Case 0=°2/°1>0. The light propagates along the way A01B . The Snellius law

sin <p I sin 'I' = 02 1°1 = n > 0 (15)
is fully correct for this way, and only for this way.

2. Case 0=0/01 <0. The light spreads on way A03B . The Snellius law

sio<plsi0'l' = °2/°1 = n < 0 (16)
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also is fully correct for this way, but with a negative value of o=0zl0r :

It is easy to show that for both ways AO.B and A03B the variations of the

optical length

BL = 0. (AO.)+oz (OIB)

BL = 0. (A03)+oz (03B)
(17)

are zero, and for both ways the Snellius law is satisfied.
It is very important, that in the general case the optical length may be not only
positive, but negative too, if a part of the way lies inside the materials with n<O.
As to waysA02B and A04B, they are virtual ways from point A to point B

for the case o=ozlo. <0, but for both these ways equation

(18)

is not satisfied. Moreover, the time of light propagation from A to B along the
way AOzB is smaller, and along the way A04B is longer, than along the way

A03B , but the real path is only A03B, because this is the path with an

extremum of the optical length . Very important, that the type of extremum depends
on the geometry of the problem and the actual values of 01 and 02 '

Thereby, the wording of Fermat's principle as minima of time of light traveling is
in general not correct. The correct wording is only the wording of this principle
through extremum of the length of the optical path:

The actual path of light propagation corresponds to the local extremum of the
optical path length, taking into account the negative sign for the optical length,
where 0 <0 .

Using the term "local" takes into account the fact that in a problem there can be
several possible optical ways, such that for them conditions (17) are satisfied. The
full length of the optical way L between points A and B in the most common
case, when the refraction index 0 changes from point to point, is defined by the
integral

B

L= JOdi
A

(19)

Since the value of 0 in (19) can be negative, it is clear that the optical length L (in
fact this value is an eiconal) can have any sign and any value. So, this length will
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be negative if light passes through media with n < 0 only. In some cases the
optical length of a path can be equal to zero. Exactly such is the length of the
optical way between an object and its image in a "lens" made from a material with
n < 0, as shown on Fig. 5 [13]. The notion of the optical length is connected with
the total phase shift between an object and its image. This shift depends not only on
the geometrical length, but also on the refraction index n , which defines the phase
velocity of light, rather then the group velocity. Often used determination of the
optical length through the propagation time in actually identifies the phase and
group velocities, which is wrong in the general case, and in our particular case
leads to serious mistakes.

4. EXPERIMENTAL REALIZATION OF NEGATIVE REFRACTION
INDEX

As far back as in the beginning of our work on the problems of electrodynamics of
materials with simultaneously negative S and J.l. we tried to find such materials
among magnetic semiconductors, that are materials, which are strong magnetics
(for instance, ferromagnetics) and simultaneously have a semiconductive type of
conductivity. Examples of such materials are the magnetic chalcogenides spinels,
(for example CdCrZSe4 ) , and exactly among them we searched for necessary
materials [4]. Corresponding calculations were made, and the results showed that
in principle magnetic semiconductors can have simultaneously negative S and J.l.
and, consequently, the negative index of refraction. However, practical attempts of
realization of this sort of materials ended in failure, mostly because of large
dissipation for penetrating waves.
The situation fundamentally changed, when a group of scientists from University
of California at San Diego created a composite material, which had an effective
negative value of the refraction index [5,6]. This material is a collection of thin
metallic wires and open single rings. If one positions these elements in a certain
order and on a determined distance, then such a medium can be described as a
material with negative sand J.l. .
On Fig. 7 the general view of the composite is shown, as suggested in [5,6].

The authors of work [6] have used a special installation (see Fig. 8), by means of
which they could measure the angles of refraction at passing of rays through the
border between two media.
In paper [6] a direct experimental validation of the Snellius law for materials with
negative sand J.l. was reported.

From Fig. 9 it is obviously seen that a ray, outgoing from a n < 0 material, is
refracted from the vertical to the negative side, in full correspondence with Fig. 3.
The ray, outgoing from teflon, is refracted to the positive side, and does not feel
any anomaly.
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4.1. WHAT CAN GIVE US MATERIALS WITH NEGATIVE REFRACTION?

First of all, it is necessary to take into account that materials with negative
refraction present not only a very broad class of materials, but more exactly
materials and devices.

Among them are:
1. Materials with simultaneously negative E and Jl .
2. Photonic Crystals.
3. Different sort of electronic devices using backward waves.
This list possibly continues. All that was be discussed in the present report, relates
to the first item on this list. We do not discuss here characteristics of photonic
crystals though they have characteristics very close to that of materials listed under
item 1 of the above list, see, for example [13]. It is important to notice that our
discussion concerns solely isotropic materials and, besides, we do not concern any
question of frequency, and, more so, spatial dispersion, though these questions
undoubtedly are very important for the whole class of these problems. The
existence of composite materials with negative E and Jl has allowed for the

present day to realize n < 0 in the centimeter wave band. There is no doubt that
reducing metallic elements opens a way to reduce the wavelength to millimeter,
maybe close to the infrared region. However, penetration of such methods in the
optical range is problematic. Nevertheless, it is possible to hope for creation of
materials with n < 0 in optical range on the base of photonic crystals.

Figure 7 . Construction of composite material with negative E and Jl (Reprinted

with permission from [6]. Copyright [2001] American Association for the
Advancement ofScience.)
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Figure 8. Special device for measurements of angles of refractions. (Reprinted with
permission from [6]. Copyright [2001] American Association for the Advancement of
Science.)
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Figure 9. Angular dependencies of refraction for materials with negative index of
refraction and for teflon. (Reprinted with permission from [6]. Copyright [2001]
American Association for the Advancement of Science.)

At estimation of the role, which can play composites and photonic crystals in optics
in general and in its practical exhibits, in particular, in the first place we call
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attention to a possibility of manufacturing of material with negative refraction. This
estimation, on our opinion, is correct, but unilateral. Indeed, the role of the
composite, designed at San Diego, consists first of all in that we now can
artificially create materials with any (in the known limits, certainly) values of
E and J.1 . But this in tum, allows not only to get materials with any E and

J.1, but also with any values of wave impedancez = ~J.1/ E . This is indeed

important, since exactly the wave impedance defines the matching when radiation
passes from one ambience into another. So under normal incidence of radiation to a
border between two media reflection will be absent if the condition

(20)

is valid. Of course, now we are only at the beginning of a long way of studying
materials with negative refraction. Now we need to investigate, both theoretically,
but, more important, experimentally, all the properties of this new class of material.
Of course, we will have on this way many difficulties, connected with remarkable
amounts of dispersion and, possibly, anisotropy of these media. But, I am sure,
history will meet our expectations.
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S.A. TRETYAKOV, l.S. NEFEDOV1, C.R. SIMOVSKI2 ,

S.l. MASLOVSKI
Radio Laboratory, Helsinki University of Technology
P. O. Box 3000, FIN-02015 HUT, Finland
IOn leave from Institute of Radio Engineering, Russian Academy
of Sciences , Saratov Department
2 On leave from State Institute of Fine Mechanics and Optics,
St. Petersburg, Russia

Abstract . In this review paper we discuss various possible physical realizations of ar­
tificial media with negative real parts of material parameters (wire media, split-ring
resonators, omega and chiral particles, active composites) . The physical phenomena
behind the effect of negative parameters are explained, and analytical models for the ma­
terial properties are given . Further , some simple electromagnetic systems which contain
slabs of double-negative materials are studied: two-layer waveguides and one-dimensional
electromagnetic crystals. Unusual properties of waves in these structures are discussed.
The review describes results obtained mainly in the Radio Laboratory of the Helsinki
University of Technology.

1. Introduction

In the recent literature, the first realization of artificial materials which
can be described as a medium whose permittivity and permeability have
negative real parts [1] was reported [2]. At the Advance Research Workshop
Bianisotropics'2002 held in Marrakech in May 2002, quite a number of new
results in this research direction were reported, and a review presentation by
V.G. Veselago, the originator of this field of electromagnetic research, was
given. In this review paper we present a systematic overview of possible
physical realizations of such materials followed by a discussion of simple
waveguiding and periodical structures with double-negative slabs.

V.G. Veselago studied in sixties [1] the electromagnetic properties of
materials whose permittivity and permeability simultaneously have nega­
tive real parts. He showed that these media exhibit unusual properties like
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support of backward waves (when the Poynting vector of a time-harmonic
plane wave is directed opposite with respect to the wave vector) and anoma­
lous negative refraction of plane monochromatic electromagnetic waves.
This concept implies many other interesting features of wave propagation
that were reviewed in [I], We should note that in a very recent paper
[3] claims are made that anomalous refraction is not possible, despite the
known experimental evidence and numerical simulations. In fact, negative
refraction of energy flow is not forbidden by causality [4J. Most new effects
are consequences of the fact that this is a backward-wave material. We
know, however, that backward waves can exist also for example in periodical
structures. The fundamental difference between the Veselago medium and
other backward-wave structures is that here we deal with a medium, whose
microstructure can be averaged on the scale of the wavelength.

It appears that Veselago media do not exist in nature; earlier attempts
to find realizations among magnetic semiconductors failed mainly due to
high losses in that materials. The interest in creating such media artificially,
for optical applications, was indicated by J. Pendry in [5J. This kind of
medium can be obtained with arrays of conducting inclusions of a special
shape. It is obvious that the response (at least, magnetic response) of these
materials is resonant. Therefore, negative refraction and other new effects
are possible only within a more or less narrow frequency band (or bands) .
This "negative" band is naturally a part of a resonant band of the inclusions
that are used in the composite. This can be clearly illustrated by the Lorentz
model of resonant dispersion.

Since it is easier to use resonant inclusions with millimeter-scale dimen­
sions, it seems reasonable to focus on the realizations of Veselago media for
the microwave region of the electromagnetic spectrum (optical composites
will need very small particles) and to study their response experimentally.
This work was recently started at the University of California at San Diego
and the first positive experimental results published in [6] (transmission
through slabs) and [2] (negative refraction). These experiments have been
based on numerical simulations and a simple analytical model presented
in [6J and [7J. It was a success despite that simulations seldom lead to
discoveries, and the analytical model from [6J and [7] leaves many questions
open. This fact influenced the contents of the present paper.

The composite proposed by scientists from the University of California
at San Diego is a combination of two regular lattices: a lattice of vertical
parallel wires which provide the desired electric properties and a lattice of
the so-called double split-ring resonators (SRR) necessary to obtain reso­
nant magnetic response of the medium.! A piece of this composite prepared

1 In [6] and [7] it was maintained that SRR has only a resonant magnetic polarizabiIity
and no resonant electric one.
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Figure 1. A piece of the composite invented at San Diego [6] .

with the use of planar technology (SRR and strip wires on the surface of
thin dielectric plates separated by air spacings) is shown in Fig. 1. Both
components have been known before. Open loops and double open loops
were used in the design of artificial magnetics for microwave absorbers [8,9],
and more recently analyzed in [7] . The wire medium was used as an artificial
dielectric for many decades [10, 11]' and, just like SRRs, recently brought
to attention by Pendry et al. [12] .2

At first glance, one can think, following [2, 6, 7]' that at low frequencies
(meaning that the distances between adjacent particles and wires are small
compared to the wavelength) it is easy to estimate analytically the effective
parameters of this medium. The effective medium made up by vertical wires
can be described at low frequencies for electric fields polarized along the
wires as a dielectric with the effective permittivity:

Eeff = 1 - c:r (1)

where parameter Wo is an analogue of the plasma frequency [10], and when
w < Wo the medium is opaque (for waves with the electric field polarized
along the vertical axis) . The magnetic response of this material is supposed
to be the same as the vacuum response.

The permeability of the composite of SRR particles embedded into a
wire medium matrix may then be found through the magnetic polarizability
am m of an individual SRR particle, for example, within the frame of the
Maxwell Garnett model (am m is assumed to be known from, say, from
numerical modelling).

Though this way seems to be generally correct, there is a serious flaw
in such speculations. Indeed, let us consider a composite formed by SRR

2 It is a typical example showing that scientists working in different branches of physics
often read different journals and use different terminology for the same things. Artificial
dielectric=metallic mesostructure, stop band=band gap, etc .
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Figure 2. Geometry of prospective particles. (a) SRR particle (b) omega particle.

particles placed in a homogeneous and continuous medium with € eff < O.
The resonant frequency of a particle is equal to Wres = l/-../LC, where
Land C are particle effective inductance and capacitance. Because C is
proportional to the permittivity of the matrix, Wres is always imaginary
and the particle resonance is impossible. One can extend this simple proof
(see Section 2.5) and show that also lattices of wires cannot be described as
media with negative permittivity if the wires are embedded into an isotropic
and continuous matrix with a negative permeability. Therefore, only special
arrangements of wires and SRR particles can lead to the desired pair of
negative parameters of the composite. Analytical models of the constitutive
parameters must take into account the periodicity of the structure.

Another deficiency of the previous work was treating the SRR particle
as a scatterer with only magnetic response. In fact, SRR is a pair of mu­
tually coupled resonators both possessing magnetic and electric resonances
in the same range of frequen cies. A more elaborate analytical model of
an individual SRR particle has been recently developed and verified by
numerical simulations in papers [13J and [14], and here we briefly reproduce
the main results . It was also shown in [13J that SRR particles alone (without
a wire lattice) allow to obtain simultaneously negative permeability and
permittivity, if the particle geometry and their arrangement in space are
properly chosen. Bianisotropic properties of double split-ring particles were
studied also in [15J .

Actually, it is known already for some time that double-negative ma­
terial parameters can be realized also in systems containing inclusions of
only one type. One example is the bianisotropic omega particle [16J : double­
negative region was seen in simple model simulations (circuit model, losses
ignored) in a paper published by Saadoun and Engheta in 1994 [17J . In
paper [13J realizations of Veselago media with the use of omega inclusions
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have been theoretically considered. These particles alone produce magnetic
and electric responses of the same order of magnitude. Two particles: an
SRR and an omega particle are shown in Fig. 2. In [13] we considered these
particles made from wires of round cross section as in Fig. 2, and in [14]
an analytical model has been developed for the planar variant of SRR.
Analytical and numerical models of omega particles were developed in pa­
pers [17)-[20] . A reliable description of the omega particle electromagnetic
response is available, and we do not discuss this question here.

Still another possibility is the use of racemic mixtures of chiral in­
clusions, for example canonical helices combining loops and straight-wire
electric dipoles. In both omega and chiral realizations there is a possibility
to design materials with equal permittivity and permeability in wide fre­
quency ranges . This is because both types of polarizations are created by
electric currents flowing along the same wire inclusion . A serious disadvan­
tage, however, is a high level of resonant resistive losses in these composites.
Finally, negative and realmaterial parameters can be realized in composites
with active inclusions [21], and we will briefly discuss this in the review.

Having described various physical realizations of Veselago media, we
will move on to eigenwaves and dispersion properties of waveguides and
periodical structures with Veselago slabs. These structures possess new and
unique electromagnetic properties.

2. On possible realizations of media with negative parameters

A two-phase composite was used in the first reported realization of Veselago
media, so that the electric and magnetic responses were provided by dif­
ferent sub-systems. Negative permittivity was due to a periodical array of
thin parallel conducting wires. We will start our analysis from describing a
simple analytical model of wire media and their electromagnetic properties.

2.1. WIRE MEDIA: NEGATIVE PERMITTIVITY COMPOSITES

This particular composite formed by a regular array of thin long metal
wires has been known for a long time [10, 11] as an artificial dielectric with
the effective permittivity being smaller than one or negative. Wire arrays
(wire media) formed by long periodically cut wires were considered in [24],
and the dynamic theory of waves in wire media is given in [25]. The generic
plasmon frequency dependence

e = fO (1 -:~) = eo (1- ~~) (2)

has been used for its effective permittivity, including papers on Veselago
media [22]. Here, w is the frequency, ).. is the free-space wavelength cor-
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Figure 3. Geometry of the problem: an infinite periodical array of conducting wires.

responding to that frequency, and Wo and Ao are constants. In the known
approach to the description of wire media [10, 11] it was assumed that
between planar arrays of wires there were only travelling plane waves of
the fundamental Floquet mode . However, this is true only when one of the
periods is much smaller than the other one, and for arrays with square cells
this assumption is not justified. We have shown in [23] that the estimation
for Ao from [10]) leads to considerable errors if the wire radius is not very
small. Furthermore, it appears, that only ideally conducting wires were
considered before. In [23] we have analyzed the influence of resistive losses
to the value Ao. Here we review the quasi-static model of effective properties
of wire media [23], which gives a simple and physically clear model of the
effective permittivity. The model is easily extendable to more complicated
situations, such as arrays of lossy wires or loaded wires.

2.1.1. Estimation of effective permittivity
The geometry of the problem is shown in Fig . 3. Consider a layer of a wire
medium located between two imaginary planes orthogonal to the wires and
positioned at z = 0 and z = d. Let us assume that the electric field in the
medium is parallel to the wires (axis z), and the quasi-static conditions
are satisfied. If distance d is much smaller than the wavelength A, the
space between the two cutting planes can be considered in the same way
as plane capacitors, and the permittivity of the effective medium formed
by conducting wires inside the layer can be found from simple quasi-static
considerations. The result can be expressed in terms of the wire inductance
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per unit length L:

( = ZOZo)D= toI--- · E
w2a2L

To find L we need to estimate the magnetic field distribution in the
infinite array of wires . To do this , .we note that due to the symmetry of
the problem, magnetic field is zero at the middle points between wires.
On the other hand, if the wires are thin, the main contribution into the
flux comes from the are a close to the wires. These observations bring us
to the following estimation for the magnetic field in the space between two
neighboring wires located at x = 0, y = °and x = a, y = 0:

(4)

This assumes the quasi-static formula for the magnetic field of the wires.
Hence, for the inductance we obtain

2
L = J.lo log a

27T 4ro(a - ro)

and for the permittivity

= (=1 27TZozo )t = to - 2

ka 2 10 a
( ) g 4ro(a - ro)

where k = WVtoJ.lo.

(5)

(6)

(7)

2.1.2. Lossy and loaded wires
The above result has been obtained for ideally conducting wires . If they
can be described by some effective surface impedance Z s additional to the
inductance, the following formula for the permittivity can be obtained:

= (=1 27TZozo )t = to - 2

(ka)210g 4ro(~ _ ro) - jka~%
where TJ = JJ.lolto is the free-space impedance. For example, for lossy
wires (skin depth much smaller than the wire diameter) we see that the
real part of the permittivity (which is negative) decreases in the absolute
value (and the permittivity naturally becomes complex). Note that the loss
effect increases at low frequencies.

More complicated and exotic behavior can be realized by loading wires
by reactive impedances. For example, if we periodically cut the wires (and
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possibly insert bulk capacitances into every cut) , the effective permittivity
becomes

Here, 1j(jwC) is the load impedance per unit length.
At low frequencies we have an effective medium with a positive permit­

tivity defined by the capacitances of the gaps. Well above the resonance the
material has a negative vertical component of the permittivity. Well below
the resonance the material is a usual artificial dielectric with a positive
effective permittivity.

2.2. SPLIT-RING RESONATORS

SRR particles are bianisotropic particles [15]-[20] . In other words, an ex­
ternal electric field produces a magnetic dipole in the particle and, at the
same time, an external magnetic field induces an electric dipole. For SRR,
this magnetoelectric effect is reduced by choosing the opposite positioning
of the splits of both loops. However, it cannot cancel out exactly since the
loops are of different sizes. .

Consider the electromagnetic response of an individual SRR particle to
local magnetic and electric fields. The polarizabilities of an SRR particle are
dyadic coefficients relating the local electric and magnetic fields E loe , Rloe

with the induced electric and magnetic dipole moments:

P aee . E loe +aem • R loe

m = am e ' E10e +am m . R loe
(9)

(10)

The electric and magnetic moments of the SRR as a whole are vector sums
of the moments induced in the outer and inner loops (indices 1 and 2,
respectively) :

P = Pl +P2, m=ml+m2 (11)

It allows to evaluate the polarizability of an SRR through those of the two
loops taking into account their mutual coupling. It was done in [13], where
approximate relations were obtained for the components of aee and ammo
In that model it was assumed that the inclusion is fabricated from a round
wire of radius ro (see Fig. 2a). The section of the wire is small enough to
satisfy the inequality ro « al,2, where al ,2 are the averaged radii of rings 1
and 2. The distance 8 between the broken ends of each ring is assumed to
be small compared to al ,2. Comparisons with numerical simulations have
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(a) (b)

Figure 4. Preparing an isotropic group of SRR particles. (a) Particles located on the
opposite sides of a cubic cell are rotated by 1800

• (b) Composite can be prepared using
the chessboard principle.

demonstrated a reasonable accuracy of the analytical model. Magnetoelec­
tric polarizabilities aern, arne have not been studied because in the composite
structures of our present interest those are to be intentionally compensated.

2.3. CHESSBOARD COMPOSITES FROM SRR AND OMEGA PARTICLES
(3D VESELAGO MEDIA)

There is a possibility to realize double negative materials using inclusions
of only one type, which is possibly the only way to create isotropic mate­
rials with these properties. In this respect, two different kinds of particles
arrangement were studied in [13] . The first one is a mixture with a random
orientations of particles. The second one can be obtained by positioning
the particles at the faces of a cubic unit cell, like it is shown in Figs. 4 and
5. Different inclusions and structures were finally compared.

We have found that the composite from cubic unit cells shown in Figs. 4
and 5 is more prospective (the resonance effect is more strong) than that
with the random orientations of particles. This is because of the absence
of scattering losses in dense regular arrays. Also this composite is easier to
fabricate than the random one since it is possible to use planar technology.

2.3.1. Effective polarizabilities of a cubic cell of SRR particles
Consider a cubic cell of an array of SRR particles presented in Fig. 4.
Electric field directed along an arbitrary edge of a cubic cell excites electric
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(a) (b)

Figure 5. Isotropic arrangement of omega particles (the same method as in 4). (a)
Omega particles are positioned at the sides of a cubic unit cells. (b) The arrangement of
unit cells shown here allows to obtain an effectively isotropic medium.

dipoles in four SRR particles. For two particles E 10c is parallel to the line
connecting the rings splits and corresponds to the polarizability a~:. For
the other two particles Eloc is perpendicular to this line and corresponds to
a~~. Consider now magnetic fields excite such cells. Magnetic field directed
along an arbitrary edge of a cell induces two equivalent magnetic moments
in two opposite particles. So, the magnetic polarizability of a unit cell
turns out to be the double of a~m. To summarize, one cubic unit cell
is approximately equivalent to an isotropic particle with the electric and
magnetic polarizabilities given by

, - 2 xx + 2 YYaee - aee aee , (12)

2.3.2. Effective polarizabilities of a cubic cell of omega particles
For a unit cubic cell of omega particles (see Fig . 5) the situation is quite
different . Here the resonant excitation by electric fields directed along the
arms of n (along the y-axis in the model of an individual particle) is
mainly due to the presence of the arms [19] . Therefore, the total electric
polarization of two opposite omega particles retains a resonant behavior.
Within the resonant band the quasi-static component of the omega particle
polarizability a~:n describing the response of a particle to the electric field
applied normally to the arms (see Fig. 1) is small compared to a~~n. Thus,
one obtains for a unit cell from omega particles approximate relations

a' = 2azzn
mm mm (13)

where a~~n and a~~ can be taken from [19] .
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Figure 6. Left: Real parts of the permeability (solid) and permittivity (dashed) of
the SRR composite from cubic cells versus frequency. Right: The same for an omega
composite formed by cubic cells. The host relative permittivity equals 2.

2.3.3. Maxwell Garnett modelling of SRR and omega composites
With the calculated polarizabilities we have derived the material parame­
ters through the well-known Maxwell Garnett model. If one supposes that
the unit cells 'arrangement has a considerable dispersion of their sizes, one
can apply the conventional Maxwell Garnett model for a random distri­
bution of inclusions. In an example presented in Fig. 6 we plot the real
parts of the permittivity and permeability for composites of SRR particles
(Fig. 4) and omega particles (Fig. 5). For the case of SRR particles the
averaged size of the cell is equal to 6 x 6 x 6 = 216 mm" (the particle size
was taken 5.8 mm) , and the averaged distance between the centers of two
adjacent cells is close to 11 mm which dramatically exceeds the size of the
cell. This allows considering the composite as a mixture dilute enough to
apply the Maxwell Garnett mixing rule . For the case of omega inclusions
the averaged size of the unit cell was taken 6.5 x 6.5 x 6.5 mm'' (the omega
particle largest dimension was 6.2 mm) .

In Fig . 6 we can see that Re(J.leff) and Re( Eeff) are indeed negative
simultaneously. The imaginary parts of Re(J.leff) and Re( Eeff) within the
resonance band attain values -4 and -6, respectively. In the case under
study the radiation losses dominate, and we can without additional errors
assume the particles to be perfectly conducting. .

2.3.4. Maxwell Garnett model for regular arrays
Now assume that the particle arrangement is regular (no dispersion in the
sizes of the unit cells shown in Figs. 4 and 5), and the period is smaller than
>../2. Far from the particle resonance the Maxwell Garnett model is still valid
for lattices (see, e.g. [26]-[28]). However, near the particle resonance the
conventional variant of this model leads to serious errors. In regular arrays
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Figure 7. The material parameters of a racemic composite.

of scatterers excited by plane waves there are no radiation (scattering)
losses at all, since the re-radiation of the lattice is a discrete series of spatial
harmonics [29]. As it follows from the theory of resonant dielectrics [26] and
of dipole lattices [29], the needed correction is a simple removal of the ra­
diation resistance from the particle dipole polarizability. This rule remains
valid for more general cases (particles possessing both electric and magnetic
properties, lossy inclusions) . Physically, this rule of damping the radiation
resistance corresponds to the fact that in a lossless lattice of particles in
which a plane wave propagates, the energy flow through any closed surface
surrounding any particle is identically zero. This model in case of lossless
inclusions leads to infinite values of permittivity and permeability at the
resonance. When we introduce dissipation losses into the particle model
(see the next paragraph) this singularity disappears. Notice, that in the
realistic situation, the lattice cannot be ideally regular, so there are also
small scattering losses.

2.4. REALIZATIONS AS COMPOSITES WITH RESONANT
MAGNETOELECTRIC INCLUSIONS

In Fig . 7 an example for the material parameters of a racemic chiral com­
posite medium are shown (a simplified analytical model). The left picture
is for the total frequen cy range , and the right one is a blow-up in a nar­
rower region where the real parts of the parameters are both negative. The
inclusion dimensions and the concentration have been chosen so that the
real parts of the permittivity and permeability are approximately equal.
The medium inclusions are the canonical chiral particles [30, 31] resonating
approximately at 10 GHz.

The metal inclusions are made of silver. Absorption in the particles
leads to non-zero imaginary parts of the permittivity and permeability, see
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Fig. 7. The arrangement of inclusions is supposed to be regular and dense,
so one can neglect the scattering losses in the composite.

Let us now consider the reflection and transmission for a slab of such
material. These are presented on Fig. 8, for a 3 em slab . We can see than in
spite of the absence of scattering losses the resistive losses are high at the
particle resonance. The wave impedance of the effective medium is nearly
the same as that of free space and reflection is almost zero everywhere. The
transmission coefficient turns out to be very small within the resonance
band. However, the transmitted wave can be measured in the region of
negative parameters. At 10.15 GHz the real parts of both the permittivity
and permeability are close to -1, and the transmittance is about -3 dB3 .

2.5. WIRE MEDIA AND RESONANT MAGNETIC PARTICLES COMBINED

As it was shown above, the effective permittivity of a medium formed by
long conducting cylinders can be found by a simple quasi-static approach.
When we neglect losses, this approach leads to Eq . (6). That formula holds
for cylinders separated by free space. If between cylinders there is a certain
isotropic medium characterized by permittivity E and permeability J.l, one
should replace EO by EEO and J.lo by J.lJ.lo in (6):

= ( = 27l'zozo )Emix = EO EI - 2

J.l(koa)210g 4 t )ro a - ro

(14)

ko is still the free-space wavenumber here . One can see from (14) that if
the filling medium has usual properties (J.l > 0, E > 0) the negative values
of Emix are possible.

3 It is possible that the Maxwell Garnett model overestimates the level of losses .
Cancellation of the radiation resistance does not make this approximate model exact.
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Let us suppose that the wires are immersed into a negative permeability
medium, that is, E > 0 and J.L < O. We obtain the result which has been
already mentioned in the introductory section: now it is impossible to realize
negative values of the mixture permittivity. This conclusion is quite general,
assuming that there is indeed a continuous medium between the cylinders.
A numerical example illustrating these concepts are given in Figs. 9-11.

We have considered a system composed of SRRs resonating at approx­
imately 3.85 GHz. The resonators are placed inside a wire medium whose
plasma-like frequency (at which the effective permittivity changes sign) is
about 10 GHz. A simple LC model and the Maxwell Garnett mixing rule
have been used to model the SRR subsystem. Scattering losses are assumed
to be compensated by the particle interactions, as in regular crystals. The
theory [23] (Section 2.1) has been used to model the cylinder array forming
the wire-medium subsystem. In both calculations losses in the materials
(copper wires , dielectric substrates) are taken into account. Fig . 9 represents
the permeability of the SRR subsystem. The permeability of the ent ire
system is the same. Fig. 10, left , shows the permittivity of the wire medium
without magnetic inclusions. This result is well-known. The whole system
(SRRs plus wire medium) has such permittivity when the SRRs are placed
at the symmetry planes.

If the quasi-static interaction between SRRs and wires does not vanish,
one should use modified formulas like Eq. (14) . The medium permittivity
for this case is represented on Fig. 10, right. It is seen that the real part of
the medium permittivity becomes positive in the region of strong resonant
behavior of the SRR subsystem.

Two plots on Fig. 11 show the transmission and reflection coefficients
for a 2 em slab of the material: the left plot is for the arrangement as in
[2,6] , and the right one is for the case of strong interaction between the two
subsystems. Also, the absorption power density in the slabs is depicted on
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Figure 11. Slab reflection and transmission.

the plots by dotted lines. One can see that the transparency peak disappears
on the second plot.

2.6. REALIZATIONS AS ACTIVE COMPOSITES: BROADBAND EFFECTS

Obviously, not all values of material parameters are realizable in composites
with passive and linear inclusions, but many restrictions can be dropped
if active inclusions are used in a composite metamaterial. In this case, we
allow inclusions (artificial molecules) to contain electronic circuits, possibly
with transistor amplifies etc., which also include local DC power supplies.
This possibility was explored in [32]-[34] in view of other potential mi­
crowave appli cations. Also materials with real negative parameters can be
realized in wide frequency ranges as synthetic materials with small inclu­
sions (electric dipole and small loop antennas) loaded by simple impedance
inverter circuits [21]. The geometry of the composite is shown in Fig . 12.

Let us assume that the density of the composite is very low, and the
effective permittivity is approximately given by Eeff = EO + N D:ee , where N
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~yZload

Figure 12. Composite made of short electric dipole antennas and small loop antennas
loaded by bulk impedance circuits.

is the concentration of electric dipoles and a ee is the particle polarizability.f
Let us demand that fo+Naee = -Ifrlfo and make use of the antenna model
of small loaded electric dipole scatterers [31] to calculate the polarizability.
This leads to the following condition for the load impedance [21]:

4Nl2
-'J"]W - fo(1 + !r:rl)Zinp

Zload = Nl 2 (15)
3jwZinp + fo(1 + Ifr !)

where 2l is the dipole antenna length, and Zinp is its input impedance.
For short wire dipole inclusions the input impedance is capacitive: Zinp =
1/(jwC), and we see that the required load is a negative capacitance

1 { 1Nl2 + fo(1+l f r l) }Z - 3 C
load - - jw N~C + fo(1 + Ifr !)

In a similar way, for small wire loop inclusions

. {loNs2

Zload = -Zinp + JW1 + l{lr!

the load should be inductive (positive or negative depending on the desired
parameters) . Such impedances can be (at least at moderate frequencies)
realized by means of electronic feed-back circuits, so this realization ap­
pears to be in principle possible . In contrast to the previous examples, no
resonators are needed, which means a possibility to provide negative and
real effective parameters in a wide frequency range.

4 This is of course a very crude approximation because in this particular case the
particles are near the resonance and the polarizabilities are not very small.
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Figure 13. Two-layer planar waveguide . One of the layers is made of a material with
negative parameters.

3. Waveguides with slabs of Veselago medium

Let us consider a plane two-layered waveguide, infinite along z and x direc­
tions and bounded by electric walls in the x - z plane at distances dl and
d2 from the media interface [35] (see Fig. 13). The media are characterized
by relative permittivities cI, C2 and permeabilities J.LI, J.L2 . We will discuss
eigenwaves propagating in z direction whose fields depend on time and the
longitudinal coordinate as exp(wt - kzz). There is no field dependence on
coordinate x.

The dispersion equations for this waveguide can be found in the usual
way, and they read

TE modes (E z = Ey = 0) (18)

TM modes (Hz = Hy = 0) (19)

Here kYi = Jk2c i/.Li - k; (i = 1,2), and k is the wavenumber in vacuum.
Typical dispersion curves are shown in Fig. 14. In this example, the media
parameters are the following: J.LI = -2, J.L2 = 1, CI = -4, C2 = 1, dl = 0.5
em. The thicknesses of the second layer are : d2 = 1 em (dotted line), d2 =
1.1 em (solid line) , d2 = 2 em (dashed line) .

The dominant TMo mode has no cutoff and its slow-wave factor has the
low-frequency limit

(20)nTMo --t
dlJ.LI + d2J.L2

dI/cl + d2/c2

If the media parameters are all positive, this value is always within the
limits

(21)
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(£2J.L2 < £1J.LI) . However, if we allow negative values of the material param­
eters, there are no limits at all:

0:::; (22)

Very peculiar situations take place in the limiting cases. If

(23)

we observe that the capacitance per unit length of our transmission line
(we now consider the quasi-static limit) tends to infinity. This means that
although the voltage drop between the plates tends to zero, the charge
density on the plates remains finite . This can be understood from a simple
observation that if we fix the charge densities (positive on one plate and
negative on the other) , the displacement vector is fixed and, in the quasi­
static limit, it is constant across the cross section. However, the electric field
vector is oppositely directed in the two slabs, if one of the permittivities is
negative. In the limiting case (23) the total voltage tends to zero. Similarly,
in the limiting case d1J.L1 +d2J.L2 ~ 0, the inductance per unit lengths tends
to zero. These conclusions should be taken with a grain of salt, because a
capacitor filled by a material with negative permittivity is a source of energy
(stored field energy is negative). Clearly, using passive components this is
impossible, moreover, in the static limit there is no magnetic polarization in
non-magnetic composites, so it is not possible to realize Veselago material
at zero frequency with only passive inclusions.

Another interesting observation concerns the case when both layer thick­
nesses tend to infinity, that is, the case of waves travelling along a planar
interface between two media. The dispersion equations reduce to

1J.L11_ ~-O
k

y 1
k

y2
- , TE modes, TM modes (24)

It is well known (and obvious from the above relations) that surface waves
at an interface can exist only if at least one of the media parameters is
negative, an obvious example is an interface with a free-electron plasma
region. If both parameters are negative, both TE and TM surface waves
can exist . A very special situation realizes if the parameters of the two
media differ only by sign, that is, if £1 = -£2 and J.L1 = -J.L2 . In this case
the propagation factor cancels out from the dispersion relations, because
k1 = k2 . This means that waves with any arbitrary value of the propagation
constant are all eigenwaves of the system at the frequency where this special
relation between the media parameters is realized. A similar observation
was made in [36] as an approximation in case of small heights d1,2 . For a
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Figure 14. Dispersion curves for a two-layer planar waveguide. TM (solid) and TE
(dashed) modes in a usual waveguide (left) and TE modes in a waveguide with a Veselago
slab (right).

media interface this result is exact. More peculiar solutions of this basic
waveguide problem were found and discussed in [35J .

4. Electromagnetic crystals with double negative layers

Let us consider an inifinite periodic structure composed of alternating layers
of two materials with different relative permittivities Cl, C2 and permeabil­
it ies J-LI, J-L2 [37J . Focusing on the spatial resonances in the structure, we
assume here that the material parameters do not depend on the frequency.
As is shown in Fig. 15, one of the layers is a usual isotropic and lossless
material (cl > 0, J-Ll > 0), but the other layer in every period is made of
a Veselago medium (c2 < 0, J-L2 < 0). The thicknesses of the two layers
are d1,2, respectively, and the period is denoted by L = d1 + d2. The
propagation constant f3 of eigenwaves in this periodical structure can be
found from the well-known eigenvalue equation, whose form is the same as
for the corresponding structure made of usual materials:

1]2 + 1]2
cosf3L = cos(k1d1) cos(k2d2) - 1 2 sin(k1dI) sin(±k2d2). (25)

21]11]2

Here 1]i = JJ.LdEi (i = 1,2), ki = ktu, ni = JC iJ.Li, are the absolute values
of the refractive indices of the two layers forming every period, and k is
the wavenumber in vacuum. The signs of the material parameters and
of the refractive indices are explicitly included in this formula. The only
difference in the derivation of (25) for the new structure is that in the slabs
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Figure 15. One-dimensional electromagnetic crystal with intermitting layers of a usual
materials and a Veselago material.
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Figure 16. Transmission coefficient through a finite-length system (normal incidence) .
Crystal formed by two usual materials (curve marked by "U") and the new crystal
compared. Note how the extremely wide band gaps are formed when the number of
layers (shown by numbers) increases.

of negative materials the sign of the phase constant k2 must be reversed.
This corresponds to the lower sign in the last term of (25). The upper sign
gives the equation for the usual case when £2 > 0, /-l2 > o.

If the thicknesses of the two layers forming each period are the same,
the finite-period structure becomes transmittive with well-pronounced band
gaps with the centers corresponding to the wavelengths satisfying the quarter­
wave condition for the first band gap (and 3/4, 5/4, etc. for the other band
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gaps), as also takes place in PBG structures composed of usual materials.
Fig. 16 demonstrates the spectral transmission of such a structure for dif­
ferent numbers of periods. The transmittance of a usual20-period structure
is presented for comparison (marked by "U"). The results of our analysis
show that the PBG structure composed of alternating normal and Veselago
layers can be used as a narrow-band selective pass-band filter at wavelengths
2dInI, dInI, etc. , (k/ko = 2,4, ...). At other frequencies the structure acts
as a reflector.

5. Conclusions

In this paper, we have reviewed various possible realizations of artificial
media with negative material parameters. Both passive linear composites
and active composites have been discussed . Simple analytical models de­
veloped for artificial wire media with negative effective permittivity and
for split-ring resonators help to understand the physical phenomena in
the composites and to design more complicated and advanced structures.
The particle model in combination with the Maxwell Garnett mixing rule
adapted for regular lattices gives a possibility to estimate the effective
parameters. Finally, with the knowledge of the material parameters we can
study reflection and transmission in slabs , waveguides, and electromagnetic
crystals with novel composite insertions.

The quasi-static analytical model of wire media clearly explains the
nature of their electromagnetic response and allows to take into account
losses in the wires and the electromagnetic properties of the matrix mate­
rial. Furthermore, extensions to more complicated systems, such as arrays
of loaded wires, can be easily made.

The new analytical model of split-ring resonators explains the electro­
magnetic response of double split-ring resonators which have been used in
the practical design of artificial composite materials with negative material
parameters. We have shown that the system has two main resonances. One
(the lower) resonance gives a strong magnetic response, such that in the
resonance frequency range the real part of the polarizability is negative.
The role of the second loop is twofold. First, the presence of the second
loop reduces the resonance frequency because of magnetic coupling to the
first loop and an additional load capacitance. The second loop should be
also broken : although a closed second loop increases the load capacitance
in the same way as an open one, the magnetic coupling between an open
and broken loop leads to an increase of the resonance frequency and, more
important, to a decrease of the total polarizability. The other role of the
second loop is in reducing the magnetoelectric (bianisotropic) coupling ef­
fects. This can be seen from the fact that the sum of the two loop currents
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is rather uniform around the loop, which is not so for an isolated broken
loop.

We have discussed how the two subsystems, one providing electric and
the other one providing magnetic response, interact in a composite. It was
shown that it is most important that the coupling is minimized by proper
positioning of loops in the symmetry planes of the wire array. Otherwise,
only one of the effective parameters can be negative. With this respect, it
is clear that the design of isotropic composites with negative parameters is
not simple: interaction of wires and loops will be rather strong if the loop
inclusions form an isotropic structure.

Other possible realizations can be based on the use of particles of only
one type, for example omega or chiral inclusions. The advantage of this ap­
proach is that both parameters can have the same or very similar frequency
dispersion, but on the other hand, the resonant losses become very high.

Our studies of two-layer planar waveguides with usual and Veselago
layers lead to the following conclusions. Both TE and TM modes can change
the dispersion sign. This is possible because the energy transport directions
are opposite in the two layers, so there exists a spectral point, where the
power flows in the two layers compensate each other. Under certain relations
between the permeabilities and thicknesses of the layers there exists a non­
dispersive TE mode without a low-frequency cutoff. Its slow-wave factor is
constant and does not depend on the layer thicknesses. In contrast with the
ordinary two-layered waveguide, where a dominant TMo mode has no low­
frequency cutoff, in the new waveguide its analog disappears under certain
conditions. In addition, such a wave can be non-dispersive under certain
relations between the permittivities and thicknesses of the layers. Fur­
thermore, this mode has a high-frequency cutoff under certain conditions.
There exist both TE and TM super-slow waves, whose slow-wave factor is
not restricted by the values of the permittivities and permeabilities of the
layers. The fields of these waves decay exponentially in both layers from
their interface in case of large propagation constants. It is remarkable, that
such super-slow modes are caused not by large values of the permeability
or permittivity, like it takes place near a resonance in ferrite or plasma, but
by the layer thickness effects.

Novel metamaterials with negative parameters bring new design possi­
bilities when included in one-dimensional regular lattices (PBG structures) .
The main conclusion is that these materials offer a possibility to design
electromagnetic crystals with extremely wide stop bands. Although only
one-dimensional structures have been considered, we expect that this con­
clusion can be valid for more general two- and three dimensional periodical
media as well.

Obviously, in any practical realization of such waveguides and period-
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ical media material losses and frequency dispersion of the parameters will
essentially modify the system properties, so more studies of these effects
are needed.
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Abstract. The electromagnetic modelling of discrete left-handed microwave metamate­
rials is discussed. A continuous-medium approach is proposed for the analysis of a wide
class of left-handed and negative permeability media made by placing metallic inclusions
in a host dielectric medium. This includes all artificial media made by the superposition
of an artificial plasma and a negative magnetic permeability medium made of split ring
resonators. The proposed model allows for the consideration of both edge- and broadside­
coupled split rings resonators. It also allows for the use of wires and/or metallic plates in
the plasma simulation. Other related physical effects that can appear in these artificial
media, such as bianisotropy, are also taken into account. The numerical computations
provided by the model are compared with full-wave numerical simulations and exper­
imental results, showing a good agreement. The advantages and disadvantages of the
different left-handed metamaterial designs considered along the text are also discussed.

1. Introduction

Media having dielectric permittivity, 1:, and magnetic permeability, j.L, both
negatives were first proposed and analyzed in [1]. Since the E, H fields and
the wavevector k form a left handed system in such media, Veselago named
it as Left-Handed Media (LHM). This denomination will be used in the
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following, although other possibilities -such as double negative or negative
refractive index media- are possible . Backward wave propagation, negative
refractive index, inverse Doppler effect and anomalous Cerenkov radiation
are other relevant effects in LHM [1] . Veselago focused his search for actual
left-handed materials in hypothetical solid-state composites having "first ,
a sufficiently mobile charge carriers system, and, second, an interacting
magnetic moments system" [1], i.e., a complex spin-plasma solid state
material. Although Veselago's search was not successful, an alternative ap­
proach does success recently [2] . The LHM proposed in [2] was a composite
material that behaves as a continuous media at microwave frequencies. It
is built up as the superposition of an artificial plasma working below the
plasma frequency and a regular array of high diamagnetic particles, which
behave as an effective Negative Magnetic Permeability Media (NMPM).
The artificial plasma is made by an infinite array of parallel wires [3]
and the recently proposed Split Ring Resonators (SRRs) [4] are used as
diamagnetic particles. The term metamaterial applied to this and other
similar realizations, [5], comes from the fact that they are artificial media.
presenting electromagnetic properties which were not present in nature.

With regard to their architecture, the reported left-handed metamate­
rials belong to a wide class of artificial media which are used since long
for electrical engineers. These artificial media include artificial dielectrics
[6, 7], artificial plasmas [3], artificial diamagnetic materials and artificial
chiral media [8] . All these materials are made by inserting electrically small
metallic part icles in a host dielectric medium and have been employed
in the design of microwave lenses, coatings and other microwave devices
[7, 8]. They are also useful in teaching since they allow for easy simula­
tions of many optical properties of natural media at microwave frequencies .
Moreover, the electromagnetic behavior of the reported diamagnetic par­
ticles for left-handed metamaterials -the SRRs [4]- resembles, in some
aspects, that of the chiral and pseudochiral particles used in the design
of bi-(iso/aniso)-tropic artificial media [9, 10, 11]. The above particles are
always resonant , having their most useful properties near the resonance.
In all these cases, the Kramers-Kronig relations impose a very similar
behavior to the frequency dependence of all the constitutive parameters
of the media [8, 12]. Therefore, regions of negative permeability and/or
permittivity can be expected for chiral and pseudochiral particles (at least
when losses are neglected) at those frequencies where cross-polarization
effects are also present. Conversely, bi-(iso/anisotropic)-effects can be also
expected in left-handed metamaterials [13] .

A detailed electromagnetic analysis of all these artificial media, making
use of the electromagnetic diffraction theory, will lead us to the theory of
periodical structures [7] and photonic band-gap materials. However, as far



125

as the size of the metallic inclusions is much smaller than the free space
wavelength, a continuous-medium approach will properly account for the
main electromagnetic properties of the material. A great variety of homo­
geneization procedures [14] have been proposed to carry out the continuous­
medium description of composite materials. Thus, two important questions
can be posed: when the continuous-medium approach can be considered
valid?, and which homogeneization procedure should be used? The answer
to these questions will mainly depend on the required accuracy. Usually, for
most practical realizations of left-handed and chiral media, an inclusion size
of a tenth of the free space wavelength is considered small enough for the
application of the continuous-medium approach [2, 5, 15, 10, 11]. The well­
known Lorentz local field theory [7] and Maxwell-Garnett formulas [11, 14]
are usually considered appropriate for homogeneization. However, in some
cases, the application of these formulas only implies a small correction to the
simplest approximation for the susceptibilities of the medium: the particle
polarizabilities multiplied by their volume density [13}. On the other hand,
most experiments carried out with the aforementioned artificial media only
involves the measurement of the absolute values of the transmission co­
efficients for the first diffraction lobe. Phase measurements, and/or the
consideration of higher order lobes, will likely reveal the limitations of the
continuous-medium approach (or would require smaller ratios between the
particle size and the free space wavelength) .

In this contribution, a continuous-medium model will be developed for
the analysis of left-handed metamaterials composed of the superposition of
an artificial plasma media and a NMPM medium made of a regular array of
SRRs . This model includes most of the reported experimental realizations
of left-handed metamaterials [2, 5, 16, 17] as well as many other related
structures. 3-D artificial plasma made by wires [3] and 2-D artificial plasma
made by wires and/or metallic plates [3] will be considered, as well as I-D
artificial plasma simulations by hollow metallic waveguides [17] . Two main
designs for the SRRs will be analyzed: Edge-Coupled SRRs (EC - SRRs) [4]
and Broadside-Coupled SRRs [13] . A comparative analysis of all the above
alternatives will be carried out. Experimental results will be provided in
order to validate the proposed model and to check its accuracy.

2. Artificial Plasma Media

As it is well known, a lossless plasma of plasma frequency W p can be
characterized by an effective dielectric constant given by

(1)
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Three- and two-dimensional arrangements of metallic wires and plates have
been used since long by electrical engineers for simulating plasmas at mi­
crowave frequencies [3J . A 3-D simulation can be obtained by means of a 3-D
grid of infinitely long metallic wires as is shown in Fig. 1a [3, 18J . For 2-D

~ ~ ,
v " I'

(a) (b) (c)

Figure 1. Artificial plasma media can be made of an array of wires , and/or metallic
plates. Fig . la: 3-D artificial plasma made of a cubic array of metallic wires. Fig. Ib: 2-D
artificial plasma made of an array of parallel metallic plates (the proper propagation
direction and polarization are shown) . Fig. l c: I-D simulation by a hollow metallic
waveguide.

simulations, 2-D arrays or grids of infinitely long metallic wires also provide
a good solution [3, 19J. However, a 2-D arrangement of metallic plates as
that shown in Fig . 1b can provide an easier design in many cases [3, 161 .
Finally, a hollow metallic waveguide (see Fig. 1c) simulates properly 1-D
problems [17J . All these simulations provide artificial media with effective
negative dielectric permittivity at frequencies below the plasma frequency
of the considered medium.

As a first step, the array of parallel metallic plates shown in Fig. 1b
will be analyzed. This design presents the obvious advantage that only one
parallel-plate waveguide has to be considered for both the analysis and
the experiment. However, plasma simulation is restricted to two dimen­
sional problems. Consider a TEO! mode propagating along the parallel-plate
waveguides of Fig . lb. Neglecting losses, the phase constant of this mode
is given by

(2)

where

WO = ~J IL:EO (3)

is the cutoff frequency of the waveguide (a is the distance between the
plates) . This phase constant is exactly the same as that for a TEM wave in a
lossless plasma with plasma frequency wp = WOo Moreover, the mean electric
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and magnetic fields in the waveguide cross-section are both perpendicular to
the direction of propagation (the mean longitudinal magnetic field vanishes
for TE modes), thus forming a "mean" TEM wave. In addition, the mean
volume polarization in the array of Fig. l.b (defined as P = K/(jwa) , where
K is the surface current on the plates) is related to the mean electric field
in the waveguide cross section by

w2

P = -Eo~(E),
w

(4)

(5)

where (E) is the mean electric field in the waveguide cross section. Thus,
the considered TEOl mode exactly simulates the propagation of a TEM
wave in a lossless plasma medium. Since the considered structure supports
this mode for electric field polarization and wavevector both parallel to the
plates, this simulation is restricted to this particular wave polarization and
direction of propagation (for polarization perpendicular to the plates, the
effective dielectric constant is EO)'

A 3-D simulation, valid for any kind of wave polarization and direction
of propagation, would require the 3-D grid of wires shown in Fig. 1a. The
analysis of this configuration [3, 18] clearly becomes more involved than
the 2-D simulation of Fig. lb. In particular, the cutoff/plasma frequency of
the medium is given by [18]

7r~
wo=~y~,

where a is the lattice parameter and r the wire radius. Other wire config­
urations are useful for 2-D simulations [3],[19] . However, as was mentioned
earlier, the parallel-plate configuration provides a simpler alternative in this
case.

Finally, it can be easily realized that Eq. 2 remains valid for any type
of hollow metallic waveguide. This fact suggest that a hollow metallic
waveguide can simulate a lossless plasma in many one-dimensional prob­
lems [17] . In particular, a careful inspection of Fig. 1b shows that, for the
considered TEOl mode propagation, there are many symmetry planes that
can be substituted by additional metallic plates without affecting the field
configuration. These planes are perpendicular to both the electric field and
the plates (and then parallel to the direction of propagation). Therefore,
these planes divide the whole structure in many shielded waveguides. One
of these hollow metallic waveguides is shown in Fig. Ic. This waveguide
supports the same TEOl mode considered for the parallel plate array of
Fig . 1b, thus being a 1-D plasma simulation.

As our interest focuses in transparent left-handed media, and since
almost-lossless metallic plates and wires are easily found at microwave



128

frequencies, lossless media have been specifically considered. The analysis
of losses in plasma simulations and artificial plasma media can be found in
[3, 18, 19] and references therein.

3. Artificial Negative Magnetic Permeability Media

Low-losses NMPM as those needed for building up left-handed media are
not present in nature. Artificial NMPM made by inserting metallic in­
clusions in a dielectric medium were first proposed in [4]. These metallic
inclusions are, in fact , small size resonators with a high quality factor work­
ing at microwave frequencies. In order to obtain an effective NMPM, the
metallic inclusion must also show a strong diamagnetic behavior above the
resonance. Thus, the composite media formed by these inclusions shows a
region of negative effective permeability at frequencies above this resonance.
The SRRs [4] fulfill all these requirements and can be easily manufactured
by using the well-known and widespread planar technology. Therefore, they
are at present the most extended alternative for building NMPM. Two kind
of SRRs have been proposed, the Edge-Coupled SRR (EC-SRR) [4] and
the Broadside-Coupled SRR (BC-SRR) [13]. Both kind of SRRs will be
analyzed in the following.

3.1. ANALYSIS OF THE EDGE-COUPLED AND BROADSIDE-COUPLED
SPLIT RING RESONATORS

The analyzed structures are shown in Figs.2a (EC-SRR) and 2b (BC-SRR) .
Both the EC-SRR and the BC-SRR show a very similar qualitative behav­
ior when they are excited by an external time-harmonic varying magnetic
field having a non-vanishing component perpendicular to the rings , B,;xt .
According to Faraday's law, this field induces an electromotive force around
the rings . The electromotive force gives rise to current loops on the rings,
which are closed through the capacitive gap between the rings , thus creating
a strong electric field in the gap. Consequently, the whole structure behaves
as an externally driven LC circuit. This circuit is formed by the series
connection of two capacitances in parallel with an inductance (see Fig. 3).
Each capacitance in Fig. 3 corresponds to the total capacitance between
the rings in the upper and the lower half of the SRR. That is, C ~ 7IT OCpu},

where Cpu) is the per unit length capacitance in the gap between the rings.
The inductance is the total inductance, L, of the rings. The resonance
frequency is then given by

(6)
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Figure 2. Split Ring Resonators (SRRs) for the design of NMPM. Fig . 2a: Edge-coupled
SRR (EC-SRR). Fig. 2b: Broadside-coupled SRR (BC-SRR) .

L

Figure 3. Equivalent circuit for both the EC-SRR and the BC-SRR of Fig. 2.

A more detailed analysis, which can be found in [131 , also gives the following
magnetic polarizability along the z-axis of the SRR:

24(2 )-1mm = 7r TO Wo _ 1
a zz L w2 . (7)

Notice that according to Eq. 7 the SRRs behave as highly diamagnetic
particles above the resonance, as is required for NMPM design .

The two types of SRRs also show a quasi-static non-resonant electric
polarizability along the x- and y-axis, which can be approximated by the
polarizability of a metallic disk [7, 131 :

16 2",ee = ",ee - "0 T
U'xx U'yy - c. "3 ext , (8)
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with r ext being the external radius of the SRR.
Apart from cross-polarization effects, which will be accounted for in

next section, equations 6 to 8 describe the behavior of both the BC-SRR
and the EC-SRR provided Land Cpu\ are known. If the ring curvature is
neglected, there are many design formulas for the calculation of Cpu\ . We
have used those summarized in Tables 2.6 and 2.7 of [20J for the BC-SRR
and the EC-SRR respectively -these expressions are , in turn, based on [21J
and [22J respectively. The total inductance, L, has been approximated as
that of a single ring of width c and average radius rooThe suitability of
this approximation for the BC-SRR is apparent. For the EC-SRR, this
approximation is expected to work out properly considering that the total
current around the SRR flows alternatively on the inner and the outer rings .
This fact suggestes that an equivalent single ring of average radius ro and
width c can model the actual configuration for the obtaining of L . In both
cases L has been computed by using the variational formula: L = 2Urn/[2 ,

where Urn is the magnetostatic energy and [the total current on the ring. A
uniform current distribution has been assumed for practical computations,
which provides a reasonable accuracy because of the variational nature of
the expression for L. Ohmic losses can be also accounted for by introducing
a complex inductance L = L+R/(jw) instead of L into the above formulas,
where R is the total resistance of the equivalent ring . If, as usual, the
metallization thickness is larger than the skin depth, J, at the operating
frequency, this resistance can be approximated as

R = 71TO ,

cJu
(9)

where it has been assumed that the current flows on both sides of the rings
(for the EC-SRR) or on the inner side of each ring (for the BC-SRR).

Following the reported model, a computer code has been developed
for computing the SRR parameters. Computed results for the resonance
frequency of some particular EC-SRR and an BC-SRR are shown in Figs. 4a
and 4b respectively. Experimental results, obtained by placing the con­
sidered SRRs into a rectangular waveguide and measuring the dip in the
18112 coefficient, are also shown in the figures. The good agreement between
theory and experiment evidences the accuracy of the model. A comparative
analysis of the EC-SRR and the BC-SRR reveals that higher values for
Cpul can be achieved in this latter configuration without affecting the total
inductance, L. This increase can be achieved, for instance, by increasing the
dielectric constant of the slab between the metallic strips, and/or decreasing
the slab thickness. This increase in Cpu\ will lead to a considerable reduction
in the frequency of resonance, thus allowing for a considerable reduction
in the electrical size of the particle at resonance. This fact is of crucial
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Figure 4. Computed and experimental results for .the resonance frequency of the
EC-SRR and the BC-SRR of Fig. 2, with t = 0.49 mm, f = 2.43fO and d = 0.2 mm
(for the EC-SRR only) . Fig. 4a: c = 0.5 mm and Text variable. Fig. 4b: Text = 2.6 mm
for the EC-SRR, Text = 2.3 mm for the BC-SRR and c variable .

importance for the continuous media description of any discrete medium
formed by SRRs.

3.2. CROSS-POLARIZATION EFFECTS IN EDGE-COUPLED SPLIT RING
RESONATORS

A careful consideration of the behavior of the SRRs analyzed above shows
that the closure of the current loops through the rings gap (by means of
a field displacement current) must be associated with a non-vanishing per
unit length polarization in the gap (see Figs. 2) . This effect is present in
both the EC-SRR and the BC-SRR. However, the polarization along the
upper (y > 0) and lower (y < 0) halves mutually cancel out in the BC-SRR
whereas they add up in the EC-SRR. Thus, when the EC-SRR is excited
by an external magnetic field, a non-zero dipolar electric moment appears
in addition to the magnetic moment given by Eq, 7. This electric dipole is
directed along the y-axis and can be approximated by [13J

( 2 )-1em ext em 3 Wo Wo
Py = Jcxyz B z ; cxyz = 2wo7rroCO,pu)deff~ w2 - 1 , (10)

where CO,pu) is the free-space per unit length gap capacitance and deff is
an effective distance that, in a first order approximation, can be taken as
deff = c + d.

When the EC-SRR is excited by an external electric field with non-zero
y-component, Onsager symmetry principle for the generalized susceptances
[23J imposes that a magnetic dipole must be induced in the structure. This
magnetic dipole must be directed along the z-axis and it is given by

m = _J'cxemE ext
z yz y . (11)
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Clearly, the presence of the above magnetic dipole must be associated with
the appearance of an additional current on the EC-SRR. This current , in
turn, will induce a non-zero y-directed electric dipole, as was shown in the
previous paragraphs. Thus, the EC-SRR will present an additional resonant
electric polarizability along the y-axis, which is found to be [13]

It is interesting to note that, near the resonance,

o:mmo:'ee ---+ lo:eml2
zz yy yz·

(12)

(13)

This relation is usually found for metallic particles showing cross-polarization
effects [12] . It suggests that artificial bi-(iso/aniso)-tropic media made of
metallic inclusions satisfying Eq. 13 could also present regions of negative
magnetic permeability and/or negative dielectric permittivity (at least, this
must be true in the lossless limit) .

3.3. HOMOGENEIZATION

In summary, both the EC-SRR and the BC-SRR are characterized by the
following relations:

- EC-SRR:

- BC-SRR:

Px = o:eeE ext
xx x

Py = (o:ee + o:'ee)Eext + Jo:€m B ext
yy yy y yz z

ni; = -Jo:emE ext + o:mmB ex t
yz y zz z

P x = o:€e E ext
xx x

Py o:€e E ext
yy y

m z = o:mmBext
zz z ,

(14)

(15)

(16)

(17)
(18)

(19)

where the polarizabilities 0: are given in the preceding sections in terms
of the total inductance, L, and the per unit length capacitances, Cpul and
CO,pul, of each structure.

As far as the lattice parameter and the electrical size of the SRR can
be considered small at the resonance frequency (Eq. 6), an arrangement of
these pariieles can be viewed as an homogeneous medium. The constitutive
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parameters of that homogeneous medium should be deduced from Eqs. 14­
16 or Eqs. 17-19 bya suitable homogeneization procedure. In the most
general case, these constitutive parameters will be given by

D = lOo(1 + Xe ) . E - iv!lOO/LO K.H
=T = =

B iJlOo/Lo K, • E + /L0(1 + Xm ) . H ,

(20)

(21)

where Xe , Xm and Kare the constitutive macro scopic tensor susceptibilities
of the medium. The simplest approximation is to take Xe = aee/V, Xm =
/Loamm/V and K, = - v'/Lo/ lOo aem/V, where V is the volume of the unit cell.
This approximation neglects any difference between the external field acting
on the SRR and the average field in the unit cell. However, in many cases,
it may provide an useful approximation to the behavior of the medium. For
cubic lattices, the well-known Maxwell-Garnett formulas, whose extension
to bianisotropic media can be found in [11], can provide a more accurate
alternative. Both approaches will be used in the following, and it will be
shown that both lead to very similar results.

4. Composite Left-Handed Metamaterials

The usual way of building left-handed metamaterials consists in the su­
perposition of two artificial composites of negative dielectric permittivity
and negative magnetic permeability [2, 5, 16]. In [2] and [5], EC-~RRs and
wires are used for providing negative dielectric permittivity and magnetic
permeability respectively. In [16], BC-SRRs and parallel-plate waveguides
are used for the same purpose. The first experimental realization of a
left-handed metamaterial [2] only presents left-handed behavior for waves
propagating in a given direction and for a given polarization, thus being a
1-D simulation. However, the experimental verification of many of the new
physical effects present in left-handed media, such as negative refractive
index [15] or planar lens behavior [24] needs of, at least, a 2-D realization.
Metamaterials proposed in [5] and [13] provide this 2-D realization.

Usually, it is assumed that the electric and magnetic responses of the
negative dielectric permittivity medium (NDPM) and the NMPM which
compose the metamaterial are decoupled. Thus, the dielectric and mag­
netic susceptibilities of the resulting LHM are , in fact, the same as those
of the aforementioned NDPM and NMPM respectively. However, this as­
sumption is not always justified. For instance, the relative location and
orientation of both the wires and the SRRs is crucial in forming the left­
handed behavior for the metamaterial proposed in [2], as is reported in [25].
A similar observation can be made for the SRRs and plates in the medium
proposed in [16]. As a general rule, the superposition of both the NDPM



134

and the NMPM should minimize the coupling between the constituents of
both media, thus providing the aforementioned division between the elec­
tric and magnetic responses of the composite metamaterial [25J . This rule
is, of course , only qualitative and should be verified by detailed full-wave
numerical simulations and/or by experiment.

Assuming that the electric and magnetic responses of the constitutive
NDPM and NMPM are decoupled, the determination of the macroscopic
behavior of the composite LHM simply reduces to the computation of the
susceptibilities of these two media. For both wires and plates artificial
plasma media, the electric susceptibility (for the appropriate polarization
and wave-propagation direction) can be written as

(22)

where wp is the plasma frequency of the medium. For a system of parallel
plates, wp is simply the cutoff frequency (Eq. 3). For a system of wires,
wp is approximately given by Eq. 5. Losses, if necessary, can be taken into
account following the general procedures in [3J or [18J . However, it can be
easily understood that, except for very thin wire media, losses in the com­
posite LHM must be mainly associated with ohmic losses in the SRRs. The
macroscopic susceptibilities of the SRR-made NMPM can be obtained from
the polarizabilities of the corresponding EC-SRRs or BC-SRRs by means
of the appropriate homogeneization procedure. A procedure for obtaining
these polarizabiIities, which includes ohmic losses in the SRRs, has been
developed in the preceding sections.

Following the above schema, a computer code has been developed for
the analysis of the aforementioned left-handed metamaterials. A first test
for the reported method of analysis has been the computations of the phase
constant, k, for the NMPM and the LHM reported in Figs. 2a and 2c of [2J .
These media are sketched in Fig. 5 -see also [2J and [25J . Since the NMPM is
made by a regular array of EC-SRR, the composite medium presents bian­
isotropic effects. For TEM waves with the considered polarization (Ey , B z )

and propagation direction (x), the phase constant is given by [13J

(23)

which differs from the usual expression for non bi-(iso/aniso)-tropic media
by the presence of the magnetoelectric coupling term "'yz ' Fig. 6 shows the
results for the phase constants of both the LHM and the NMPM (which is
obtained when the wires are removed), computed using our numerical code.
Two different procedures have been used for the NMPM homogeneization.
The first one, whose results are marked as #1 in Fig. 6, simply takes Xe =
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, l ..: l
: upper metallic

---:_'--, plate

Figure 5. An sketch of the LHM analyzed in Fig . 6. Geometrical parameters for the
EC-SRR are : c = 0.8 mm, d = 0.2 mm, Text = 3.2 rnm, t = 0.216 mm and e = 3.4fO. The
lattice parameter is a =8 mm and the plasma frequency for the wire media is 12 GHz.

aee/a3 , Xm = J.Loam m /a3 and K, = -JJ.Lo/€oa em /a3 , with a3 being the
volume of the unit cell. The second one followsthe Maxwell-Garnett schema
for bianisotropic media [11] and is marked as #2 in the figure. The figure
also shows the results of the full-wave numerical simulation reported in [2]
as well as the measured 3 dB bandpass and stopband for the LHM and the
NMPM respectively -which are obtained from Fig. 3 of [2] . The computed
results reproduce qualitatively and quantitatively (with a reasonable degree
of accuracy) both the experimental and the numerical results reported in
[2] . It can be then deduced that the proposed model captures most of the
physics of the studied phenomena, providing accurate results and physical
insight. More accurate results can be expected from further improvements
of the model , mainly in the computation of the Land Cpul parameters of the
SRRs. Finally, from curves marked as #1 and #2, it can be deduced that
the choice of the homogeneization procedure is not crucial for the validity
of the model. However, this choice remains as an open question for future
improvements. Of special relevance is the presence of a mismatch between
the NMPM stopband and the LHM passband in the results computed using
the proposed model. This mismatch appears as a direct consequence of
the bianisotropy of the EC-SRRs [13] (clearly, it would not be present if
bianisotropy was neglected) . Since this mismatch also appears in both the
experiments and the numerical simulations reported in [2], we can conclude
that these results confirms the bianisotropy of the EC-SRR predicted by
the model. Other qualitative and quantitative evidences of this bianisotropy
are reported in [13] .

The proposed model has been also applied to compute the macroscopic
characteristics of other left-handed metamaterials designs. In particular a
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Figure 6. Numerical results for the phase advance (k :ra) for tlie LHM (solid lines)
sketched in Fig . 5. The phase advance for the NMPM of Fig . 5 without the wires is
also shown (dotted lines) . The curves marked as #1 and #2 correspond to the different
homogeneization pro cedures reported in the text. The results of the full-wave numerical
simulat ion reported in (Smith, 2000) are also shown. The frequency band marked as
~Wexp is the experimental frequency passband for the LHM (Smith, 2000) . The exper­
imental frequency stopband for the NMPM is the sum of ~Wexp and the mismatch,
c5wex p .

recently proposed 2-D isotropic metamaterial [16] has been analyzed. This
design takes advantage of the aforementioned simulation of a 2-D plasma
medium by a parallel-plate waveguide [3] and of the isotropic behavior of the
reported BC-SRR. The proposed design is sketched in Fig. 7, for which left­
handed wave propagation is expected for electric field polarization parallel
to the plates. In fact , for this polarization, the parallel-plates simulat es a
plasma [3] and the magnetic field at the BC-SRRs location is maximum
and directed perpendicular to the SRR-plane (i.e., along the direction of
maximum polarizability). Notice that, since the BC-SRR does not show
cross-polarization effects, the whole structure is isotropic for waves with
the considered polarization and propagating in the plane of the structure.
The device in Fig . 7.perfectly simulates the electromagnetic propagation
along the bulk device formed by an infinite repetition of this design to the
right and to the left of the figure. Therefore the NMPM to be considered in
the model is a cubic array of BC-SRRs of lattice parameter a. Finally, the
plasma frequency in Eq. 22 is given by Eq. 3. The computed results for the
phase const ant of electromagnetic waves with the considered polarization,
propagating in the aforementioned LHM and NMPM are shown in Fig. 8.
Only the simplest homogeneization pro cedure, referred as #1 in Fig. 6, has
been used . The results obtained by using a Maxwell-Garnett approach are
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Figure 7. A 2-D left-handed metamaterial design formed by the superposition of a
parallel-plate artificial plasma and a BC-SRR NMPM (front view) . The polarization of
the macroscopic mean fields is indicated (After (16)).
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Figure 8. Computed results for the normalized (to the free space phase constant, ko)
phase constant, k,Jko, of the LHM sketched in Fig . 7 (solid line) . The phase constant for
the associated NMPM is also shown (dashed lines) . Geometrical parameters are a = 6
mm , rext = 2.3 mm, c = 0.5 mm, t = 0.49 mm, € = 2.43€o (After [16}) .

very similar. Since the BC-SRR does not show cross-polarization effects,
there is not mismatch between the passband of the LHM and the stopband
the NMPM. This 2-D LHM design can be applied in the experimental
determination of negative refractive index an other LHM effects, as well as
in the design of planar lenses .

An experimental verification of the results reported in Fig. 8 can be
made by taking advantage of the symmetry of the structure under analysis.
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In fact, it can be easily realized that the planes marked with dashed lines
in Fig. 7 are symmetry planes of the structure and then perfect conducting
plates can be placed at these planes without distorting the fields. Thus, the
considered structure can be simulated by any of the SRR-Ioaded square
waveguide limited by the plates and by two adjacent symmetry planes
shown in Fig. 7. The experimental results for the 18121 transmission co­
efficient along one of such waveguides are shown in Fig . 9. As is predicted

WR137 waveguide SSR·loaded square wavegu ide WR137 waveguide

Experimental set-up

1098
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-20

"""'a:l
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N......
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-80

-100
4 5 6 7

freq(GHz)
Figure 9. Experimental verification of the results shown in Fig. 8. The SRR-Ioaded
square waveguide simulates the 2-D LHM of Fig . 7. The localization and width of the
passband coincide approximately with the predictions of Fig. 8 (After [16]).

by computations, a passband appears just above the resonance frequency
of the SRRs, with a bandwidth of several MHz. This results confirms the
left-handed behavior of the structure as well as the suitability of the pro­
posed model. Since the cutoff frequency of the hollow square waveguide
(without the SRRs) is approximately 25 GHz, the reported transmission of
electromagnetic waves through the SRR-loaded waveguide could be hardly
justified by other mechanism than the here proposed. On the other hand,
the transmission of electromagnetic waves through SRR-Ioaded metallic
waveguides can be also regarded as a new one-dimensional LHM simulation
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[17J. Experiments carried out with waveguides of different cross sections and
lengths (and loaded with different types of SRRs) confirm this results: in
all cases there appears a passband whose location and bandwidth is ap­
proximately predicted by the proposed LHM model. Moreover, neither the
bandwidth nor the magnitude of the 18121 are substantially affected by the
waveguide length and/or the number of SRRs inside the waveguide. This
fact ratifies the interpretation of the electromagnetic wave transmission
band in terms of an one-dimensional effective LHM. Posible applications
of this effect can be in filtering and/or in the design of new small size
transmission systems and other microwave devices.

5. Conclusions

It has been presented an electromagnetic model for the analysis of left­
handed metamaterials composed by a regular array of edge-coupled or
broadside-coupled split ring resonators (SRR) embedded in wires/plates
artificial plasma media. This model, in spite of its simplicity, can be ap­
plied to a great variety of designs since it accounts for the most important
physical effects of the artificial LHM, including a possible bianisotropy. A
comparative analysis of the proposed edge-coupled and broadside-coupled
SRRs have shown that the electrical size of the latter ones can be poten­
tially much smaller than that of edge-coupled SSRs. This aspect becomes
very important if metamaterials have to be characterized by means of a
continuous-medium approach. Some designs for 1-D and 2-D left-handed
metamaterials have been analyzed by using the reported model and their
mutual advantages and disadvantages have been discussed.
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Abstract. The change in the refractive index of GaAs due to the light-induced generation
of nonequilibrium charge carriers is shown to substantially change the transmission of
a one-dimensional GaAsjGaAlAs photonicband-gap structure, allowing low-threshold
optical switching. The transmission characteristics of this structure can be tuned not only
by light, but also by electric field, which makes it possible to use the same structure as an
electro-optical switch. We discuss also a possibility to change dramatically the refractive
index of one of the layers , producing a peak inside the band gap . Such a change can be
performed by injection of the carriers into one of the layers.

1. Introduction

Photonic band gap (PBG) structures, whose intensive investigations were
started from the works by E. Yablonovitch [1] and S. John [2], continue to
attract attention of the optical and microwave communities due to their
possible applications in different areas of optics, photonics and microwave
techniques. Special interest represent so-called controllable PBG structures
whose parameters can be tuned by some external forces.

The possibility of shifting the edge of the photonic band gap (PBG) in
one-dimensional PBG structures due to the nonlinear (intensity-dependent)
additive to the refractive index of optical materials forming a PBG structure
offers much promise for the creation of tunable optical switches, bistable
devices, and logic gates. Such a shift can be performed dynamically [3]
under intensive light power and can find applications in optical limiters.
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Recently we proposed another mechanism of optical control in semicon­
ductor PBG structures (see Figure 1), when the wavelengths of the control­
ling and controlledlight are different [4] . As a nonlinear effect changing the
refractive index of the PBG material, we consider light-induced generation
of non-equilibrium free charge carriers in a narrow-band semiconductor,
namely, in GaAs.

We have studied also how the pulses of controlled light are formed by
the controlling light pulses, whose duration is comparable with the lifetime
of carriers. It was demonstrated that the minimal switching energy density
does not depend on the lifetime and is equal to 0.0005 J/cm2. Thus, the
proposed mechanism of optical switching requires moderate energy densities
and can be used in low-threshold all-optical devices.

Next we study electro-optical tuning of the same structure using Frantz­
Keldysh effect, which allows to change the width of the electronic forbidden
zone applying external electric bias field and in this way to change the
concentration of light-induced carriers.

The light control mechanisms, mentioned above, are enough moderate
and require the change of optical parameters of all GaAs layers along PBG
structure in order to achieve effective light switching. Finally, we discuss an­
other mechanism, where the permittivity of only one of the layer is changed
dramatically, producing 'defect mode' and creating a transmission peak
inside the photonic band gap . Such a change of permittivity is achieved
due to injection of charge carriers through a p-n transition. In this case
concentration of non-equilibrium carriers can be increased in two orders
that gives a contribution to relative permittivity D.e rv -0.6.

2. Light-by-light control. Continuous regime of light transmission

The idea of optical switching is very simple. We take as a model a struc­
ture composed of M alternating GaAs-GaAlAs layers, see Figure 1. The
absorbing layers are the GaAs layers as more narrow-band ones, and their
intrinsic absorption edge corresponds to the width of the forbidden zone for
the GaAs , which is equal approximately to Eg = 1.4eV corresponding to
the wavelength 0.872 psu. In this section we discuss the light-by-light control
and the lateral contacts for external bias electric field will be considered
below. The spectrum of the transmission coefficient ITI for the 40-period
GaAs-Alo.3Gao.7As structure is presented in Figure 2 for the case of normal
light incidence. The middle of the first band gap corresponds to 1.45 J-lm,
satisfying the quarter-wave conditions for GaAs and Alo.3Gao.7As layers
having thicknesses d1 = 0.1122 J-lm and d2 = 0.1242usn, respectively. In
this case the long-wavelength band edge coincides with A = 1.5 tun, which
is widely used in the optical signal processing and is of specific interest.
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1

Figure 1. The structure under study. 1 - GaAs/GaAIAs Bragg superlat t ice: 2 - lateral
contacts for bias electric field; 3 - GaAs substrate; 4 - the controlling and controlled light
beams.

1.0
ITI

0.8

0.6

0.4

0.2

0.0 --+r+r-n-r-rrrrT-rr-rrr,...,rrrTT""l--rr,::;..,--rr-n-r-r-r-T"T"T"1

0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7
A. (x1 0-6 m)

Figure 2. Transmission spectrum in the absence of the controlling light.

Other band gaps lie beyond the intrinsic absorption edge >'0 ~ 0.8725 ust:
and are not seen at this plot. The refractive index of GaAs nl is larger, than
for GaAIAs n2. Light-induced charge carriers give a negative contribution
to the refractive index of GaAs, the contrast between refractive indeces of
material decreases, the band gap becomes narrower, and it follows, that the
long-wavelength edge of the band gap shifts to shorter wavelengths. If the
steepness of the band gap edge is enough high, a small shift of the band
edge causes an essential influence on the transmission through the PBG
structure.
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2.1. ELECTRONIC PROCESSES IN GAAS UNDER LIGHT ILLUMINATION
AND RESTRICTIONS OF THE MODEL

Let us consider electronic processes in GaAs which cause a change of the
permittivity of this material. Controlling light, whose wavelength corre­
sponds to the intrinsic absorption edge of GaAs , generates non-equilibrium
free charge carriers, which contribute both to the real and imaginary parts
of permittivity. The absorption coefficient a in GaAs layers at the wave­
lengths smaller than the intrinsic absorption edge, that corresponds to
controlling light, is taken as a = Bitu. - Eg )I/2, where h is the Plank
constant, IJ is the frequency of light. Proportionality coefficient B is taken
from experimental work [7]. The index of absorption I'\, is connected with a
as

I'\, = aA/(47T), (1)

where >. is the wavelength of controlling light. Then, the permittivity is
calculated as

c:' = nr - 1'\,2,

c:" = 2nll'\"
(2)

where e' and c:" are the real and imaginary parts of permittivity, respec­
tively. For our purposes we used such a spectral range, where this value
changed from 100 cm-1 to 1000 em-I. Namely, this range of a is the most
suitable for our investigation. If a >1000 em -1, the light power is absorbed
within the first few layers of PBD structure and the tuning effect is small. If
a < 100 em -1, the controlling illumination causes too small influence on the
optical parameters of the layers . That is why we did not take into account
interband absorption beyond the intrinsic absorption edge , which is weak
for pure GaAs. We did not take into account excitonic absorption because
the range of room temperatures was considered. Thus, it was assumed, that
the absorption beyond the intrinsic edge was caused only by free electrons.

Experimental data on light absorption by free carriers in GaAs within
the spectral range 1p,m-4.5 p,m are given in old and modern works [6]-[10] .
It follows from them, that the absorption coefficient is proportional to the
charge carriers concentration and does not depend on the wavelength within
the range 1p,m-4.5p,m. That is why for the controlled light we assumed,
that absorption in this spectral range is caused only by absorption on free
electrons. We used for our calculations an approximation of the experi­
mental results [9),[10]. Non-equilibrium holes recombine on deep trapping
levels, they have much shorter lifetime and give a small contribution to the
optical constants of materials. For example, concentration N "" 5.10 17 cm-3

corresponds to the absorption coefficient a "" 5 em -1 at the wavelength
1.5 usu.
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The contribution to the real part of the relative permittivity in the range
considered is given by expression (Drude-Lorentz model) [5]

Ne2

!:i.e: ~ - (3)
- me:o(21rv)2'

where N, e, and m are the concentration, charge and the effective electron
mass , respectively, e:o is the permittivity of vacuum, and v is the controlling
light frequency. Applicability of such a model within the spectral range
considered is confirmed by works [6]-[9] .

The non-equilibrium charge carriers concentration was found from the
the balance equation for the processes of generation and recombination of
free charge carriers. We neglected the diffusion of the carriers and assumed
that the quantum yield is close to unity: Nfr = Pftu/, where r is the
lifetime of the charge carriers and P is the radiation power , absorbed in
the unit of the layer volume . Such an approximation is too rough in the
general case, but it can be applied to the structures like GaAs-GaxAl1_xAs
because the non-equilibrium charge carriers will be grouped in the narrow­
band GaAs layers due to the contravariant modulation of the zones edges.
The modern technologies allow one to produce sufficiently perfect interfaces
between the layers , which do not contribute to the increase of the recom­
bination rate. The lifetime of the charge carriers r was taken to be 10-7 s
(r changes from 10-7 to 1O-9 s).

2.2. NUMERlCAL SOLUTION

We use 2 x 2 transfer matrix method for the calculation of the transmission
coefficient [11] . Let us consider the case of p-polarization.

Let Ei be the electric field of the incident wave, E" and Et be the fields
of the reflected and transmitted wave, respectively. Using the relation Hx =
EzI(pcosO) , omitting the subscript z and assuming that the surrounding
medium is vacuum (s = JL = 1), one can write:

(4)

(5)

where [B] is the transfer matrix of the multilayered structure, 0 is the light
incidence angle . The transmission T = EtI Ei and reflection R = E"lEi
coefficients are obtained from (4) as follows:

T = 21 (Bll + B12(pCOSO) + B21pl cosO + B22)
R = T(Bll + B12(pCOSO)) -1.

The problem of the controlling light transmission through PBG struc­
ture is nonlinear, and the respective problem for the controlled light is
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considered as a linear one. The nonlinear problem is solved in three stages.
First we calculate the light propagation characteristics, neglecting the con­
tribution of the generated charge carriers to the optical constants of the
layers material. We took into account dispersion of the refractive indices of
the GaAs and AIGaAs layers following [121.

At the second step we select the wavelength corresponding to the in­
trinsic absorption edge of GaAs. Next, the coordinate dependence of the
Poynting vector is calculated, and the power absorbed by each layer is
found .

At the third step we perform a self-consistent procedure of calculation of
the PBG structure propagation characteristics obtained taking into account
the contribution of carriers, generated by radiation, into the real and imagi­
nary parts of the layer permittivity. As a convergence criterion we have used
the convergence of the electric field distribution. It takes usually no more
than 8-10 iterations for the convergence. At the third stage we calculate the
spectral characteristics of the PBG structure with the parameters changed
under illumination.

2.3. DISCUSSION OF THE RESULTS

In Figure 3 the shift of the band gap edge under illumination at >'0
0.8723JLm and for different values of the power density is presented. One
can see from Figure 3, that the shift of the band gap edge increases with the
power, but it is accompanied by the PBG resonant properties degradation,
which is exhibited as a decrease of the transmission ITI peak corresponding
to the respective band edge as well as increasing of the transmission level
within the band gap. One can achieve the amplitude modulation depth 94%
at the wavelength>' = 1.476JLm with the power density P = 10.6 kW cm-2.

In Figure 4 the shift of the band gap edge for different values of the
controlling light wavelengths is presented. Curve A corresponds to the
non-perturbed case. One can see from Figure 4 that there is an optimal
wavelength of the controlling light (>'0 = 0.8723JLm, curve D). For the wave­
lengths larger than the optimal one, the edge shift decreases (curves B,C),
and at smaller wavelengths strong degradation of the pass band takes place
(see curves E,F). The existence of the optimal wavelength is caused by the
fact that the absorption is non-uniform in space and the most of radiation
is absorbed in the first layers of PBG structure. At the same time, the
absorption becomes very weak at larger wavelengths, that does not influ­
ence the PBG structure parameters. The power density of the controlling
light is 5.9kW cm-2 . Thus, the optimal wavelength of the controlling light
corresponds to the optimal power absorption along the PBG structure.

Considering the continuous regime of illumination, we have found that
the power of the controlling radiation depends on the lifetime of the non-
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Figure 3. The transmission spectra for different energy flow densities of the controlling
light P . The values of Pin kW cm-2

) are pointed out at the corresponding curves.

equilibrium carriers. For a 40-period structure with the lifetime T = 10-7

s the optimal switching power density is equal to 6 kW Icm2 • The response
time of optical elements, which is generally determined by the inertia prop­
erties of optical nonlinearities employed in these elements, is a crucial
parameter for all light-by-light-control devices, eventually characterizing
the usefulness of PBG switches as short-pulse-control components. It is
very important in this context to understand the basic features of transient
processes accompanying the propagation of light pulses in PBG structures.

3. Formation of the controlled light pulses

Next we consider controlled pulse formation by pulses of controlling light.
The concentration of non-equilibrium charge carriers N generated in GaAs
is determined from the continuity equation written with the assumption
that the concentration of light-induced non-equilibrium charge carriers is
much higher than the equilibrium concentration of free carriers:

dNldt = G - Nit , (6)

where G is the generation rate of non-equilibrium charge carriers. The con­
centration of the carriers generated by a control light pulse with duration
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Figure 4. The transmission spectra for different wavelengths >'0 of the controlling light:
curve B corresponds to >'0 = 0.87253 X 10-6 m, C - 0.87250 X 10-6 m, D - 0.8723 X 10-6 m,
E - 0.8715 X 10-6 m, F - 0.871 X 10-6 m. Curve A corresponds to the absence of controlling
light.

b..t is determined from the expression

n(t) = Gt(1 - exp (-tit))

for 0 < t < b..t and
n(t) = n(b..t) exp (-tit)

(7)

(8)

for t > b..t. Assuming that the quantum yield of charge-carrier generation
is equal to unity, we have G = PI(hv), where P is the absorbed radiation
power per unit volume. In the absence of control light, the transmission
coefficient is at a maximum, since the wavelength of the probe light coin­
cides with the edge of the photonic band gap of the PBG structure. As the
control light pulse is switched on, shifting the PBG edge, the transmission
coefficient starts to decrease, following the dynamics of the concentration
of free charge carriers (Figures 5-6). Figure 5 shows the temporal evolu­
tion of the transmission coefficient at ,X=1.508j.Lm for the above-described
PBG structure irradiated with a normal-incidence control pulse with the
wavelength 1O=0.8725j.Lm, different pulses duration, and the same pulse
energy, equal to 0.0005 [oule/cm'', The slope of the forward front is de­
termined by the pulse duration. Figure 6 presents the time dependence of
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Figure 5. Time dependence of the transmission coefficient of the PBG structure irradi­
ated with control light pulses with different pulse durations and the same pulse energy
E=O.0005joule/cm2

•

the transmission coefficient for PBG structures of the above-described type
with different lifetimes of carriers in the case when the energy density is
constant E=O.0005 joule/cm2 , and the pulse duration b..t = 2 X 10-9 s. The
slope of the back front is determined by the lifetime of carriers.

4. Electro-optical switching

We considered above the physical model of optical and electronic processes
in GaAs/GaAIAs PBG structure under controlling light illumination. It was
found that even a small deviation of the wavelength of controlling light from
the optimal >'0 causes an essential change of the light controlling action.
In fact , any small change in electronic properties of semiconductor layers
caused by some external act ion around >'0 gives rise to similar effects .

In this section we consider a bias electric field as such an external action.
The structure under study is the same. The long-wavelength edge of the
photonic band gap corresponds to rv >, = 1.5J.Lm. Now we apply to the PBG
structure a bias electric field using lateral contacts, see Figure 1. Such a bias
de electric field, applied to a semiconductor, reduces the effective width of
the electronic band gap due to the Frantz-Keldish effect [5]. This reduction
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Figure 6. Time dependence of the transmission coefficient of the PBG structure irra­
diated with control light pulses with different lifetimes of carriers and the same pulse
energy E=O.0005joulejcm2 and pulse duration flt = 2 x 1O-9 s.

!:leg can be approximately expressed via the bias electric field strength E;
as

(
3IeIEch )2/3

!:leg = ~
8rry2m

where e and m are the charge and the effective mass of electrons, respec­
tively. Such a reduction of the electronic band gap changes the absorption
coefficient of the controlling light . Hence, electric field may control the
action of the controlling light . The transmission spectrum for a 40-period
GaAs/GaAIAs structure near the long-wavelength band edge for different
strengths of the electric field is presented in Figure 7. The lifetime of the
non-equilibrium charge carriers 'T is taken to be 10-8 s, and the energy flow
density of the controlling light is P=40kW/cm2. The structure with the
sizes H = L=100p,m was considered.

Figure 7 demonstrates that the spectral characteristics are identical
for different wavelengths of the controlling light Al = 0.8727p,m and A2 =
0.8730p,m, if some special values of the external bias electric field are chosen.
If Ec = 0 (curve 1), the electric field does not .influence the structure trans­
mission, since Al=0.8727p,m and A2=0.8730p,m are beyond the intrinsic
absorption edge of GaAs at room temperature, and the absorption coeffi­
cient of such a radiation is very small. As the applied electric field grows,
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Figure 7. Transmission spectra for Al = O.8727JLm: 1- Uc=O; 2 - Uc=O.95V; 3 - Uc=l.OVj
4 - Uc=1.2V; 5 - Uc=3 .0V and for A2 = O.8730JLm 1 - Uc=O; 2 - Uc=4.45V; 3 - Uc= 4.5V j
4 - Uc=4.7Vj 5 - Uc=6 .5V.

the transmission of the structure lowers (curves 2,3,4). Since A2 > AI, and
A2 lies farther from the electronic band edge, one should apply a larger
external voltage to block the radiation at A2. There exists an optimum for
the controlling value of Uc' A further increase in U; decreases the steepness
of the photonic band edge (curve 5). The optimal value of U; depends on
the wavelength of the controlling light .

5. The control of defect mode

In this section we discuss another way of tuning the optical characteris­
tics of semiconductor PBG structure, based on the same mechanism. In
difference with the above discussion, we consider here the case, when the
optical characteristics are changed not of every layer, but only of one-three
layers, and this change is achieved by injection of non-equilibrium carriers
implemented by electric current through a heterotransition GaAIAs/GaAs.

The same 40-period PBG structure is considered. The thicknesses of
the layers are taken in such a way, that the center of the band gap cor­
responds to the wavelength AO = 1.45p.m. The layers thicknesses in this
case are dGaAs=O.1122p.m and dGaA1As=O.1242p.m. We assume that there
is a possibility of the current transmission between separate layers that
causes injection of the carriers into GaAs layers. Figures 8-11 present the
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transmission spectra of the PBG structure, where the dashed curve shows
the initial characteristic, without injection.

Figure 8 demonstrates the change of transmission under a change of the
electron concentration in the 20th period of a 40-period PBG structure. The
presence of one layer with different parameters in the middle of the PBG
structure causes a separate transmission peak within the photonic band
gap. This is similar to the presence of a defect in the crystal lattice of a
semiconductor, which creates a deep energy level in the electronic forbidden
zone. Reduction of the concentration of the non-equilibrium carriers to
1019cm-3 causes a shift of the peak toward the photonic band gap edge.
On the other hand, the presence of one layer having a high concentration
of carriers in the middle of the band gap can be interpreted as a system of
two coupled resonators with an electrically tuned connection. Displacement
of the controlled layer toward the edges of the PBG structure reduces the
amplitude of the transmission peak inside the band gap , but a displace­
ment toward the illuminated interface of the PBG structure influences the
amplitude less than a displacement to the other interface (see Figure 9).

Presence of three controllable layers, repeated in the same number of
periods, causes appearance of photonic minizones (Figure 10). There is a
direct analogy with the minizone spectrum of the energy in semiconductor
quantum superlattices.

6. Conclusion

In this paper we have demonstrated a possibility of creating low-threshold
all-optical and electro-optical switches for near infrared, which can operate
at room temperature. Their sizes may be of the order of several micrometers
in total thickness. Inertia of the switching process is determined by the
lifetime of carriers and was taken in our calculations from 10- 7 to 1O- 9s .
In addition, the optical control mechanisms considered give the possibility
of creating low-threshold all-optical and electrooptical logic gates [13] .
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Figure g. Transmission spectra for 4D-period GaAs/Gao.7Alo.3As structure, where the
electron concentration increases to 3 x 1019cm-3 in one GaAs layer , placed in the l Ot h
period (curve 1), in the 20th period (curve 2), and in the 30th period (curve 3) .
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Abstract. Photonic band gaps in magnetic films with periodically striped domains sepa­
rated by Bloch-type domain walls are investigated. Calculations for yt trium iron garnet
films are performed using the transfer matrix method. The dependence of forbidden
gaps in the electromagnetic wave spectrum on the thicknesses of magnetic domains is
numerically studied.

1. Introduction

Photonic band gap (PBG) materials - also called photonic crystals (PCs)­
are currently the objects of intense theoretical and experimental research,
because of promising applications in optoelectronics [1, 2]. These materi­
als are one-, two-, and three-dimensional periodically ordered structures
with periods comparable with the free-space wavelength of incident light.
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The major attraction of PCs is the existence of forbidden gaps in their
transmittance spectrums.

Most publications on PCs are devoted to the theoretical and experimen­
tal investigations of dielectric and metallic materials. Although periodic
magnetic structures also can be considered as PCs, less than forty papers
appear to have been devoted to PBGs in magnetic materials. Following is a
summary of published results known to us: The effect of magnetic perme­
ability on PBGs was theoretically investigated by Sigalas et al. [3] and Kee
et al. [4] . Theoretical investigations of magnonic band gaps in the spectrums
of spin waves in one- and two-dimensional composite magnetic materials
have also been reported [5]-[10] . External dc magnetic field tunability of
microwave PBG effects in ferrite slabs with a two-dimensional ensemble of
cylindrical holes has been observed [11, 12]. The magneto-optical properties
of one-dimensional magnetic PCs were investigated theoretically and ex­
perimentally by Inoue et al. [13]-[17] and Levy et al. [18]-[21] for magnetic
and nonmagnetic multilayers made of impurity-doped yttrium-iron garnet
(YIG) films. Tanaka et al. [22, 23] fabricated magneto-photonic crystal
structures with epitaxial nonmagnetic and ferromagnetic semiconductors.
A multitude of theoretical investigations of light propagation in magnetic
multilayers have been carried out [24]-[32]. The influence of an external
magnetic field on PBG structures in one- and two-dimensional PCs was
theoretically studied by several authors [33]-[35] . The effect of nonreciproc­
ity in magnetic PCs was investigated theoretically by Figotin and Vitebsky
[36]. The magneto-optic effects in a nonlinear PC were theoretically studied
by Hu and Wang [37].

Nonuniform distributions of magnetization - i.e., the so-called mag­
netic domains (MDs) - exist in thin magnetic films [38]. These MDs can
form labyrinth-domain structures as well as ordered periodic superstruc­
tures - which are either one-dimensional lattices of laminar domains or
two-dimensional hexagonal lattices of magnetic bubbles (cylindrical mag­
netic domains) [38]. These periodically ordered domain structures can be
analyzed as magnetic PCs . We note that guided electromagnetic wave prop­
agation in magnetic films with striped-domain structure was theoretically
studied by Sementsov [39]. Optical modes conversion in magneto-photonic
crystal waveguides formed by one- and two-dimensional magnetic domain
lattices was theoretically investigated in [40]. However, the presence of
domain walls (DWs) , which are inter-MD transition layers, has not been
accounted for. Therefore, in this paper, we theoretically investigate PBG
effects in thin magnetic films of YIG with periodically striped domains
separated by Bloch-type DWs .
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2. Permittivity tensor of a magneto-optical film

Let us consider a YIG film with cubic crystallographic symmetry and the
laminar domain structure with the Bloch-type DWs shown in Figures 1
and 2. This film is supposedly of infinite dimensions in the XY plane with
the Z axis parallel to the axis of periodic nonhomogeneity. The unit cell
contains four layers: a domain of type i, another domain of type 1, and
two domain walls. The period D = dT+ d! +d0 + d®, where dT and d! are
the thicknesses of the domains with the magnetization vector M oriented
upward and downward (along the X axis and in the opposite direction,
respectively). The DW thicknesses dDW, further classified as d0 and d®,
correspond to Bloch-type DWs with opposite orientation of magnetization
(along ±Y axis) as shown on the Figures 1 and 2. We restrict our con­
sideration to MDs with Bloch-type DWs, wherein M rotates in the XY
plane. For simplicity's sake, we consider the DW as a thin magnetized layer
between two MDs with magnetization orientation as shown in Figures 1
and 2. The chosen film with laminar magnetic domain structures can be
considered as a 4-component superlattice with period D. We consider light
propagation in either the X Z plane or the Y Z plane, as depicted in Figures
1 and 2, respectively.

According to the usual approximation in magneto-optics [41, 42], we
expand the permittivity tensor Clm with respect to the magnetization vector
components Mi: Restricting this expansion by the quadratic on Mk terms,
we represent clm as

3 3
(0) . " - " --c lm = c lm + t L... IlmnMn + L... 9lmnp MnMp ,

n=1 n ,p=1

I ,m = 1, 2, 3 , (1)

for each of the four layers in the unit cell. Here, i = A ; cf~ is the
magnetization-independent part of clm; limn and 9lmnp are the linear and
quadratic magneto-optical tensors respectively, and 1\1: = M/Msat with the
saturation magnetization denoted by M sat .

The three tensors present on the right side of (1) have the following non­
zero components for a YIG film with the crystallographic cubic symmetry
[41]:

c(O) = c(O) = c(O) = c(O)xx yy zz ,

!I23 = 1312 = 1231 = - !I32 = - 1321 = - 1213 = I,
9 xxxx = 9yyyy = 9 zzzz = 911,

9xxyy = 9 xx zz = 9yyxx = 9 yy zz = 9 zzx x = 9 zzyy = 91 2 ,

9xyxy = 9x yyx = 9 x zx z = 9 xz zx = (2)
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Figure 1. Schematic of a magnetic PC comprising many periods of thickness D. The
directions of internal magnetization in the two types of MDs and the Bloch-type DWs
are shown . Light propagates in the X Z plane.

k

Figure 2. Same as Figure 1, except that light propagates in the YZ plane.
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= 9yxyx = 9yxxy = 9yzyz = 9yzzy =

= 9zxzx = 9zxxz = 9zyzy = 9zyyz = 944·

Accordingly, the permittivity tensors for the two MDs can be expressed as
follows:

(

(L)
(L) _ Ell

Ei j - 0

o
(3)

Here, Ell = E(O)+911M2, E.l = E(O)+912M2 and E' = if if. On the right side
of (3), the upper signs hold for L =i, whereas the lower signs correspond
to L =1. Similarly, we obtain

(L)
E · ·t)

o
(L)

Ell

o
(4)

for DWs, wherein the upper and the lower signs, respectively, correspond
to the 0 and 0 magnetization orientations.

3. The 4 x 4 transfer matrix method

As magneto-optical films are anisotropic, optical propagation is best de­
scribed using 4x4 matrixes [24]-[31], [43J . The transfer matrix method then
yields the following two dispersion equations [24J :

{

cos(q1D) + COS(q2D) = ! Tr (1')

1 + COS(q1 D) COS(q2D) = ~ {[Tr(1')] 2 - Tr(1'2)} ,
(5)

Here, q1 and q2 are the wave numbers of the normal electromagnetic waves
in the film, while l' is the 4x4 transfer matrix.

For the four-component unit cell under consideration, we get

(6)

where fh,K' (L , K =i,L 0 , 0 ), connects electric and magnetic field ampli­
tudes of light between an MD and a DW or vice versa. Matrixes EL describe
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a phase change inside a layer labelled L [24, 43]; thus,

eik~LdL 0 0 0

0
-ik+ d

0 0EL
e z,L L

(7)
0 0 eik;'LdL 0

0 0 0 e-ik;'LdL

where k;L are the z-components of the wave vectors of electromagnetic
waves inside the layer L . The quantities k;L depend on the mutual orienta­
tion of the wave vector and the magnetization direction inside the particular
layer, as well as on the permittivity tensor.

The solution of the equations(5) can be presented as follows [24]:

COS(qlD) = ~ [Tr (1') + V2Tr (1'2) - Tr2 (1') + 8] , (8)

COS(q2D) = ~ [Tr (1') - V2Tr (1'2) - Tr2 (1') + 8] . (9)

l.From the solutions of (8) and (9), we can determine the forbidden bands
in the spectrums of normal electromagnetic waves.

Two configurations of light propagation are worthy of further consid­
eration: (i) propagation in the X Z plane, and (ii) propagation in the YZ
plane.

3.1. PROPAGATION IN XZ PLANE

Let us first consider light propagating in the X Z plane. Then, the longitu­
dinal magneto-optical configuration (magnetization vector parallel to the
incidence plane) is realized in both MDs (T and 1), whereas the transversal
magneto-optical configuration (magnetization vector is perpendicular to
the incidence plane) is realized in the Bloch-type DWs (0 and ®) .

For the longitudinal magneto-optical configuration, we get

Here,

D(kx ) = (£1. + £11)2 + n4(A£ - £1.£11)2 + 2n2k; x (11)

x [-£1.(£1. - £11)2 + (£1. + £11)(£/)2] ,

A£ £1 _ (£/)2,



(14)
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with n = ~, where w is the angular frequency of light and c is the velocity
of light in vacuum.

If the wave vector k = (kx , 0, kz ) is perpendicular to the magnetiza­
tion direction in the medium; then transverse electric (TE) and transverse
magnetic (TM) modes are the normal electromagnetic waves with (k;)2
determined as follows:

(k.:f = k}M = - k; + n2~: , (k;)2 = k}E = -k; + n2ell (12)

For the boundary between the domain i and the Bloch-type DW 0, the
components of the matrix 8T, 0 satisfy the following relationships:

8 11 = 822, 8 12 = 821, 8 31 = 842, 8 32 = 841, (13)

8i3 = 8 24, 8i4 = 8 23, 8 33 = 844, 8 34 = 843'

Explicit expressions for the components of 81,0 are as follows:

1 ( TE) 1 ( TE )811 = 2ab a + '" "'; b , 8 12 = 2ab a - '" "';b ,

8 13 = 2~ba (:_ + e-b) , 8 14 =' 2~ba (:_ - e+b) ,

831 = __1_(3(~+ ",TEb) , 832 = __1_(3(~ _ ",TEb) ,
2ab ",t 2ab ",t

1 1
833 = 2ab (a + e-",+b) , 8 34 = 2ab (a - e+",+b) .

In the foregoing expressions,

a = «r«; + a(3, b = "'_"'~ + a(3, (15)

(16)

(17)

and

± k; ± k;
'" = n ' "'e = nell '

k™ kT E
",TM _ _ z_ TE z

- n ' '" = n '
± eJ..k'[M ± ie'kx

e = n~e

The other 8 matrixes entering (6) can be easily constructed from 81,0 '

As an index exchange is equivalent to matrix inversion, we get

(18)



(19)

(20)
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Denoting the index inversion operation which changes the direction of the
arrows into the opposite one by tilde (for example, 1= f, ® = ®), we can
express the other 8 matrixes in (6) as follows:

A A ( A ) -1 A A ( A )-1
80 .1 = 80 .1 = 81.0 ' 8®.1 = 80 .1 = 81.0 '

8®.1 = 80 .1 = (81.0)-1, 8 L® = 8T.0·

Under the operation of index inversion, the components of 8 in (14)
change according to the following rule: inversion of the indexes 1 and 1
involves the substitution 0: {:} -0: in (14) ; inversion of the indexes 0 and
® switches the replacement p± {:} p'f in (14).

3.2. PROPAGATION IN Y Z PLANE

Let us now consider light propagation in the Y Z plane, as shown on Fig­
ure (2). In contrast to the previous case, the longitudinal magneto-optical
configuration is realized for DWs and the transversal magneto-optical con­
figuration for MDs.

For the boundary between the Bloch-type DW 0 and the domain 1, the
components of the matrix 80 .1 satisfy the relationships

8 11 = 8 22, 812 = 8 21, 831 = 8:2, 832 = 8:1,
813 = 8 24, 814 = 8 23, 833 = 8 44 , 834 = 843,

and are given as follows:

1 1
811 = 2ab (a + (]+",-b) , 812 = 2ab (a - (]-",-~) , (21)

8 13 = __1_0: ( a_ + ",TE) , 8 14 = __1_0: ( a_ _ ",TE) ,
2ab "'E 2ab "'E

831 = 2~b(3 (",: + (]+b), 832 = 2~b(3 (",a+ - (]-b) ,

8 33 = 2~b (a + ",TE"'i b) , 834 = 2~b (a - ",TE"'ib) .

In these equations, the quantities a,b,0:,(3, (] are determined as in (15)-(17)
aft er replacing kx by kyo As in the previous case, we can construct all the
necessary 8-matrixes entering (6) using (18) and (19).

4. Numerical Results

We solved (8) and (9) for a Y3Fes012 film. The chosen YIG is transparent
in the near-infrared regime; specifically, at the free-space (i.e., vacuum)
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wavelength >'0 = 1150 nm, we have c(O) = 4.62 and f =0.02. These values
were used for all spectral calculations presented here. Whereas the thick­
nesses of the magnetic domains depend on internal magnetization, the usual
thickness dDW of a domain wall in YIG films is just a small percentage of the
lattice period D [38]. We set dDW = 0.05D for the numerical calculations.

The results of sample calculations are presented in Figures 3-10. We
computed the normalized angular frequency nD/ (27r) of light versus the
normalized wave number kxD / (27r) corresponding to a particular eigenvalue
inside the magnetic PC. Figures 3-6 represent the dispersion diagrams for
electromagnetic wave propagation in the XZ plane, whereas Figures 7­
10 hold for propagation in the Y Z plane, normally to the magnetization
direction inside the MDs. The dark curves and shaded areas correspond
to the photonic band gaps. In these figures, PBGs are identified for both
right- and left-elliptically polarized eigenwaves. The values of wave num­
bers ql,2 = tt / D and ql ,2 = 0 correspond to the edges of the PBGs. From
the presented results, we conclude that the widths and the number of
the PBGs change not only with the frequency but also with the lattice
period D and the ratio drld! (which equals 1/8,2/7,1/2 or 1 in Figures
3-10) . The domain thicknesses depend on the external magnetic de field
applied normally to the magnetic field [38], which means that PBGs are
magnetically tunable.

The spectrums of normal propagation exhibit a complex structure ­
new bands emerge as kx(y) increases. The positions and widths of these
bands depend on the thicknesses of the MDs with the different magne­
tization orientations inside the domains. As equations (8) and (9) have
complicated forms , their solutions naturally exhibit some peculiarities. Fig­
ures 3-10 show that PBGs can split with increase in kx(y) and new branches
appear when the ratio drld! changes. Band-splitting can even vanish for
certain ranges of the ratio dr / d!. For instance, the modes labelled 1 and 2
in Figure 3 clearly split for drld! = 1/8 as kx increases. But in Figure 4,
with the ratio drld! increased to 2/7, the two branches of both modes are
closer to each other. For drld! = 1/2 in Figure 5, mode 2 is barely split,
while the splitting of mode 1 is actually eliminated. Also, as the ratio drld!
tends towards unity, additional modes are seen, for examples,

the mode labelled 1 in the left box of Figure 5 and the modes labelled
1,3,5 in the left box of Figure 6 which correspond to Ql,2D = 7r, as
well as

the modes labelled 2 and 4 on the right box of Figure 6, corresponding
to Ql ,2D = O.

Some of these modes start at non-zero values of kx(y) '
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Figure 9. Normalized angular frequency o'Dj(27r) of light versus the normalized wave
number kxD j(27r) of an eigenwave inside the magnetic photonic crystal when electromag­
netic wave propagates in XZ plane. The domain thicknesses are dr = O.lD, d! = O.8D
and dDW = O.05D. The dark lines and the shaded regions present photonic band gaps.
Left and right boxes correspond to the solutions of (8) and (9), respectively. The modes
labelled as 1,3,5 correspond to the values Ql ,2D = 7r, whereas modes labelled as 2,4,6
refer to Ql ,2D = 0

5. Conclusions

To conclude, we have shown that magnetic films with periodically striped
domains can be considered as tunable PCs. The thicknesses of magnetic
domains can be changed by applying a de magnetic field, and the ratios of
the thicknesses act as the filling factors of homogenization theories [44, 451.

Similar analysis can be accomplished for the striped-domain structure
with the Neel-type DWs, wherein the magnetization vector rotates in the
X Z plane. Then for the description of light propagation inside the DWs, we
have to consider the polar magneto-optical configuration. Nonreciprocity
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Figure 4. Same as Figure 3, except for dT = O.2D, d! = O.7D and dDW = O.05D.

would occur in this configuration, as predicted by Figotin and Vitebsky
[36] . Relevant calculations are in progress and will be published elsewhere .

The possibility of transforming a one-dimensional striped-domain struc­
ture to a two-dimensional lattice of magnetic bubbles under the increasing
of de magnetic field oriented normally to the film [38] is very interesting
- thereby, in the same sample, we can effect transitions between PCs with
different dimensionalities. Finally, let us indicate the possibility of inves­
tigating magnetic PCs with the nonlinear optical methods, e.g., nonlinear
magneto-optical diffraction [46, 47].
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Figure 5. Same as Figure 3, except for d j = 0.3D , d ! = 0.6D and dDW = 0.05D .
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Abstract. This chapter proposes complex materials (anisotropic, chiral, TelIegen, and general
biisotropic) as element base for Finite Photonic Crystal (FPC) devices, offers an effective method for
their handling, illustrates possibilities of their numerical analysis and discusses results for FPC
design. The approach is based on the Method of Auxiliary Sources (MAS) and its implementation to
complex structures.

1. Introduction

Traditional Integrated Optics (10) circuits are huge compared to the
wavelength to avoid unacceptable high radiation losses on sharp bends in optical
waveguides and undesired interaction between different components. Artificial
Photonic Crystals (PCs) exhibit Photonic Band Gap (PBG), i.e. totally reflect the
incident field in a certain frequency range. This is the key to new 10 components
based on the Finite Photonic Crystals (FPCs) with appropriate defects, where a
distinct localization of the light field may occur [1]. For instance, a FPC defect
waveguide is easily obtained from a line defect, represented by a column of
missing elements in an underlying Pc. Relying on such alternative wave-guiding
scheme, more sophisticated 10 components, such as sharp waveguide bends
without radiation losses, couplers, splitters, resonators, filters, etc. can be designed.
However, realization of such devices is rather demanding on accuracy because of
coupling of thousands of resonating cells and needs thus development of high­
efficient numerical methods.

In design of FPC devices, the following main steps are usually performed:
1) The PBG structure of an infinite, perfect PC is analyzed to find a PC with an
according lattice structure providing sufficiently wide band gap (BG) that includes
the operation wavelengths of the FPC device. This step requires solution of an
eigenvalue problem for the perfect PC.
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2) The FPC defect modes are found for waveguides in PCs obtained from line
defects breaking the symmetry of the perfect PC. This step requires solution of an
eigenvalue problem for imperfect PC with broken periodicity.
3) The PC with additional defects, such as several waveguides of finite length,
discontinuities along waveguides and so on, are analyzed to obtain defect modes
in more complicated FPC devices (waveguide bends, filters, couplers, splitters,
etc.).

This step requires solution of propagation, scattering and synthesis
problems upon a huge number of cells with different material filling.

Up to now, various methods exist to analyze BG structure of PCs with
different lattice structure [1]. The supercell method [2] is developed to analyze
separate FPC defect modes. The Finite Differences Time Domain (FDTD) codes
[3] and more accurate procedure based on the Multiple Multipole Program (MMP)
[4-5] are usually used to analyze more complicated FPC devices. The software
packages, such as MaX-1 [6J linking the solvers with optimizers for automatic FPC
device design, are also created. However, drawback of these methods and codes is
their restriction to the simple 2-parameter isotropic materials, whereas most of
natural materials are complex, i.e. have additional material properties and arised
from them interesting and useful properties, such as sensitivity to the polarization
plane rotation direction, non-reciprocity, and so on. Moreover, most of complex
materials, including 3-parameter chiral and Tellegen, were first discovered in
optical range, in which their properties are manifested most intensively. Thus, we
can expect that embedding complex materials in FPC device design might enlarge
the chance to control their properties and be useful for design of tunable FPC
devices and devices with additional functionalities.

The aim of this work is to propose the complex materials (anisotropic,
chiral, Tellegen and general biisotropic) as element base of FPC and FPC devices,
to offer the effective method for their handling, to illustrate the possibilities of
computer code based on this method, and to present and discuss some numerical
results of FPC design. To provide this aim, a new approach is suggested in this
work which is based on the Method of Auxiliary Sources (MAS) [7-9] and its
implementation [10-17J to the structures of complex (chiral and biisotropic)
materials [18-22J. Note, that MAS is closely related to MMP: MAS mainly' uses
monopole solutions whereas MMP is based on more complicated multipole
expansions.

The work is structured as follows. Chapter 2 is intended to adapt the MAS
to FPC design and describe its stages. Section 2.1 gives a glance on physical
essence of MAS and its main problems. Section 2.2 describes procedure of
determining main singularities and optimal distributing auxiliary sources, which is
the key problem for adapting MAS to particular problems. Section 2.3 gives a
glance on mathematical aspects of applying MAS to particular boundary problems
based on complex materials. Section 2.4 adapts the MAS to solution of eigenvalue
problems for anisotropic, chiral and biisotropic media. Chapter 3 describes
examples of simple FPC device simulation.
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2. MAS solution of electromagnetic scattering problems

2.1. CONVENTIONAL MAS

To clarify the main idea of MAS, let us consider a simple scattering
problem consisting of two domains D/ and D] with different material properties
(Figure 1), illuminated by the incident field (E"It). Assume that the incident field
has the point source 8/ that is located in the domain D/.

L2-image

~

SI- source

a)

Lz-image
~

~
SI- source

b)

Figure J. Boundary (S) between two different domains D, and D] (clear and the
shaded region) from different viewpoints : a) The source S, and its two lines of images
L] in D, and L, in D] . b) The same treatment with exchanged material parameters
defines the mirror domains ·D, and ·D].

Let {EJ,Hd and {E],H]} denote the scattered fields in D/ and D] respectively. In
Figure la, the line L/ represents the image of the source S/ in the domain D/,
whereas the line L] represents the image of 8/ in the domain D]. In Figure 1b, the
mirror domains •D / and •D] of the original domains are shown. The mirror
domains are obtained simply by exchanging material parameters. These mirror
domains are used for the continuation (with its derivatives) of the scattered fields
beyond the border S. Let the continuations of {EJ,Hd and {E],H]} be (EJ, 'Hd and
( E], •H]), respectively. These fields are called image fields or fields of the mirror
images. For a given source and boundary, the image fields are uniquely defined. It
is important to know that the image fields have singularities in each of the "mirror"
domains 'D/ and 'D] along the lines of images L/ and L]. We call them Scattered
Field's Main Singularities (SFMS) in the sense that their specification completely
defines the scattered fields.

It is obvious that the total image fields (E/+ 'E, 'H/+ 'It) and (E],'H])
satisfy Maxwell's equations in the mirror domains 'D] and 'Db respectively.
Moreover, these image fields also fulfill the continuity conditions along the
boundary S. Now, we can repeat the procedure and determine the images of the
image fields. These fields are nothing else than the original scattered fields. Thus,
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determining 1) the lines images LI and L] and 2) the type of the singularities (the
image source type) of the mirror fields on these lines leads to a very compact
description of the scattered fields. These singularities can act as sources of this
field (e.g. the simplest, zero order singularity corresponds to the well-known
monopole field). For obtaining a numerical solution we must always work with a
discrete approximation of these sources which were located along the lines of
images, called auxiliary sources. Although these locations may be found in simple
cases, it may be very time-consuming to find them for more complicated
geometries. In such the cases we should then follow to the general
recommendations outlined particularly in [15,23].

2.2. 2D SeATIERING AT A BOUNDARY BETWEEN TWO DOMAINS

1.290.43-0.43-1.29

Figure 2 depicts the geometry of a 2D scattering problem with an
analytically defined boundary between two domains. For such cases, the procedure
of an accurate localization of the SFMS has been elaborated in [24]. As mentioned
before, this procedure becomes time-consuming for the complicated, multi-linked
domains with boundaries that are only piecewise analytical . For such boundaries, it
is reasonable find auxiliary lines that are between the boundaries and the lines of
images. A major problem arises when one has to find the lines of images for
complicated boundary shapes. This problem may be circumvented by the following
procedure: Since we know that the start points of the lines of images are near the
centers of principal curvatures of the boundary S, we can construct auxiliary lines
that are between the boundaries and these centers.

y
1.08, ----------------- ---------------------- ----------::;;----;- .,..,.-;;;;:-

Jf lLi ------. ,---...-
0.65

Figure 2_Geometry of a 2D scattering problem represented by an analytically defmed
boundary between two domains D} and D2• The development towards two lines of
images L} and L2 are shown by auxiliary lines, each representing a different step in
the underlying localization procedure ofthe SFMS.
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In Figure 2, conformal mapping is used for constructing appropriate
auxiliary lines. Note that this construction is not unique and that the conformal
mapping easily allows one to find auxiliary lines at different distances from the
boundaries. In general, we observe that the accuracy of the results increases with
the distance of the auxiliary lines from the boundary. Since the auxiliary lines may
not cross the lines of images, there are limit lines for the auxiliary lines. These
limit lines are indicated in Figure 2 by dotted lines.

The next step is now to distribute auxiliary sources along the auxiliary
lines and to construct appropriate matching points along the boundary. These
matching points will be used later on to compute the amplitudes of the auxiliary
sources. The simplest kind of auxiliary sources are monopole sources. In the
following, we will focus on monopole sources. Note that a link to MMP [4-5] is
easily obtained by using general multipole sources instead of monopoles. Figure 2
illustrates that both appropriate sets of auxiliary sources and matching points
(circles on the boundary S) may be obtained from conformal mapping.

Assume that we have a set of N auxiliary sources on each side of the
boundary, i.e., we have a total number of 2N unknown amplitudes for E and H
waves and 4N unknowns for the general HE or EH waves. When imposing two
continuity conditions according to the E and H wave case and 4 continuity
conditions for the general case in each matching point, we immediately obtain a
linear system of equations, which is characterized by a 2N by 2N matrix or a 4N by
4N matrix respectively. By solving this system, we obtain the amplitudes of the
auxiliary sources. As alternatives, we can work with the Generalized Point
Matching technique [25] that uses overdetermined systems of equations obtained
by increasing the number of matching points, or Galerkin techniques that are well
known from the Method of Moments (MoM) [26]. Corresponding examples and
further descriptions of the mathematical background are given in [27-29]. It will be
shown below, that this procedure is also efficient for the simulation of wave
propagation in FPCs consisting of complex, composite materials.

FPCs usually consist of many bodies with specified geometry. However,
the extension of the method described above to this more general case is
straightforward and needs no further explanation. In the following subsection we
will focus on the handling of complicated material properties that may offer new
features for FPC devices because such media provide more degrees of freedom
than conventional isotropic materials.

2.3 MAS COMPUTATION OF WAVES IN BIISOTROPIC MEDIA

In order to apply the MAS to biisotropic media, we must provide at least
an explicit description for the simplest auxiliary sources, i.e., monopoles in such
media. We assume that a four-parameter biisotropic medium [20-21] is present,
which can be described by the constitutive relations
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(1)

Here E, u; a and Pare the permittivity, the permeability, and the magnetoelectric

admittances, respectively. Note that harmonic e - ioit time dependence is assumed
and suppressed in the following. The constitutive relations include, as special
cases, all other media with scalar parameters, such as chiral (a= P=I= 0), Tellegen
(a= -fJ) and isotropic magneto-dielectric (a= P=0) materials.

Biisotropic media are known ' to be sensitive to the direction of the
polarization plane rotation. Therefore, it is very convenient to use the compact
spinor notation for the electromagnetic field [30]:

(2)

where Fr = E+ ir{ii and Fe =E- ir/fJ are the right-handed and left-handed
components of the proposed spinor field. Here, 1]', 1]l are the corresponding
components of the wave impedance matrix

(3)

We now need to determine the electromagnetic spinor field (2) satisfying
Maxwell's equations in Majorana-Dirac form:

VxF -kF=O. (4)

The boundary conditions for the continuity of the tangential components of
electromagnetic field at the boundary S of the domain Dare:

(5)

Here Wis the operator for the boundary conditions, and l(yS) is a given function

describing the excitation along the boundary. A standard procedure for
constructing the solution of the given boundary problem (4)-(5) may be subdivided
into the following six stages :

a) Near the boundary S, an auxiliary line S is constructed as described in the
previous subsection. Along the auxiliary line, we first uniformly distribute infinite

set of auxiliary points {r"tJ' Note that for the numerical solution we will need
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only a finite set of auxiliary points. The infinite set considered in the following,
will allow us to construct different finite sets afterwards.
b) For a point rn , a spinor-vector basis is introduced as illustrated in Figure 3

(6)

Figure 3: Spinor-vector basis on the auxiliary surface.

c) From the fundamental solutions of the Majorana-Dirac equations

t1x F - kF =f .o(r- r )n n n n

for the auxiliary points, we obtain a set of functions given by

(7)

(8)

with radiation centers located at the auxiliary points {r" t. It has been shown in

[10,15], that these functions may be expressed as follows

Fr,t =vx(6 .;; )+_1vv(6 .;; )+k.(6 .;; ). (9)
n n n - kr" n n - n n

The corresponding matrices for the wave numbers and the Green's functions have
the standard form [20,21]:
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A [k'k= o
(10)

where

G =(G;
n 0

(11)

In addition to these monopole solutions, other singular solutions (namely,
multipoles) of the wave equation exist.

d) Based of the set of functions (8), a new set of vector basis functions

{<l>n(Ys)};=l valid on the surface S is obtained:

(12)

e) It has been proved [27-29] that the set (12) is complete and linearly independent
in the functional space L2• This allows us to obtain an approximate solution of the
considered boundary problem from the superposition of N basis functions of the
truncated set given by the expression (8)

N

F- (N) (-) - " A F- (- - )r - L..Jan n r,rn ,
n=1

A (a;
a =

n 0
(13)

where the expansion coefficients {an} ~= l define the unknown amplitudes of the

auxiliary spinor sources . These coefficients can be determined using the point
matching technique that was already outlined in the previous subsections.

f) Finally, using the electromagnetic spinor field fr ( N )(r), the total (both right-hand
and left-hand) components of the scattered electromagnetic field are derived from
the simple relations linking the spinor representation to the vector representation of
the electromagnetic field

r N t N- sc- -, - t 7] " t-t-- 7] ",,-,--
E (r) =Esc+ Esc = , t L..J anFn(r ,rn) + , t L..J anFn(r ,rn)

7] + 7] n=\ . 7] + 7] n=l (14)
- sc - - r - r i -r i- rH (r) =Hsc+ Hsc=-Esc--t Esc

7]' 7]

Accurate results are obtained efficiently when both the radiation centers {;"}:=/ and
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the types of auxiliary sources are selected according to the SFMS (See Section
2.2).

2.4. EIGENVALUE PROBLEMS

Eigenvalue problems in guided wave electromagnetics, e.g. calculation of
the eigenvalues and eigenfields of cylindrical waveguides is usually reduced to the
analysis of homogeneous systems of algebraic equations. Therefore, non-trivial
solutions are only obtained if the matrix describing this system is singular i.e, the
corresponding determinant is zero. This defines a highly nonlinear characteristic
equation for the given eigenvalue problem. The same procedure may be used for
the eigenvalue problems obtained in the analysis of resonators and photonic band
gaps [31). However, this procedure often exhibits severe numerical problems due
to the large condition number of the matrix near the zeros of the determinant.

On the basis of MAS, a relatively simple method for eigenmode
calculations was suggested in [7], based on the solution of an inhomogeneous
system of linear algebraic equations. In order to obtain an inhomogeneous system,
a fictitious excitation is introduced. This may be considered as a mathematical
model of a real-world experiment, where one also needs an excitation for
measuring the eigenvalues by finding the peak values of the field inside a
resonator.

Let us consider a cylindrical waveguide with the cross-section D, bounded
by the contour L. As before, the restriction to one single domain is for simplicity
sake. However, the procedure can be easily extended to optical fibers with
complicated cross sections, to more general composite waveguides, and to
photonic crystals. Note that results for waveguides consisting of more than one
single domain are also shown in this paper. Following the procedure proposed in
[7], we examine the free space wavenumber kodependence of the spinor field

N

i(ko,rp) =Lbnin(ko,rp ,r,,)- ](ko,rp), rpED·
n=l

(15)

Again, the amplitudes of the auxiliary spinor sources {bn}~=l are obtained from the

boundary conditions using the point matching technique. Equation (15) represents
the expansion of the spinor field in the domain D in terms of the fundamental

solutions in of the wave equation (7). The spinor field] imitates the excitation.
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::::::1 ---r-I-1 --1 k;

3.30 3.54 3.78 4.02 4.26 4.50

a)

Figure 4: The total electromagnetic energy density W(r,J as a function of the free
space wavenumber ko, in a single test point within the core section of a linearly
graded index fiber.

Note that this fictitious excitation is regular in D. When the wavenumber ko in (15)
is sufficiently far away from resonance, the amplitudes of the spinor field are
approximately zero:

(16)

whereas the peaks in (15) represent distinct resonances (i.e. the eigenvalues). As in
the real-world experiment, we do not want to check the entire field in all points of
the domain D. Instead of this , we only inspect the total energy density in an
appropriate test point. Choosing energy density as a test function guarantees a
resonance peak with a one-to-one maximum value [7].

This is illustrated in Figure 4 for a linearly graded index fiber of radius
R=l. The core of the fiber is isotropic but inhomogeneous with the dielectric
constant



&:(r) = -8.0· r +10.0, P: = 1.0, rED .
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(17)

The cladding of the fiber consists of a homogeneous anisotropic dielectric material
with the following tensor description for the dielectric constant

[

2.0 0 0 J
&Or = 0 1.5 0, POr =1.0 .

o 0 1.5

(18)

The maxims of the energy density in Figure 4a indicate the resonance wave
numbers, i.e. the corresponding resonance frequencies. Since the corresponding
peaks are very sharp, one can evaluate the resonance frequencies very accurately.
From the sharpness of these peaks one also obtains information on the quality of
the numerical model that was used The more accurate the numerical model, the
sharper the peaks. Once the resonances have been found, one can easily plot all
field components of the corresponding eigenmodes. To illustrate this, Figure 4b
shows the amplitudes and Figure 4c shows values (at a certain time) of the
longitudinal components of magnetic field for the eigenmode H32•

This algorithm has been successfully applied to several eigenvalue
problems with various geometries and materials. It is important to note that the
number of auxiliary sources required for computing a mode with a given accuracy
increases only very slowly with the frequency. Therefore, one can also compute
higher order modes at high frequencies with a low numerical effort. Furthermore,
the convergence is very rapid. Thus, one can easily obtain highly accurate results.
As mentioned before, this is important for the FPC design and also for the analysis
of fiber coupling that will be shown in the following section. We can also apply the
method outlined above to the scattering problem with a real excitation and a lossy.

Figure 5a,b shows the absorption cross-sections of a multicore fiber
consisting of a circular dielectric cylinder with 7 circular inclusions arranged as a
centered hexagon. The distances between neighbor inclusions are d=1.5 . The
inclusions and made of chiral (Figure Sa) or biisotropic (Figure 5b) materials,
respectively. The radii of cylinder and inclusions are RtF2.5 and R=0.5 ,
respectively. The permittivity and permeability of dielectric cylinder

are &'rd =1.5 ,,urd =1.0. For inclusions: e, =10.0+ iO.OOl,,ur =1.0, a =p =0.0005

(Figure Sa), a = 0.0005+ i002, P = 0.0005 - i 0.002 (Figure 5b).
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~ ~
Figure 5. Absorption cross-sections of biisotropic (a) and chiral (b) circular
cylinder inclusions (centered hexagon) embedded in dielectric circular cylinder
versus parameter krr•

From Figures 5a,b we see that the absorption curves have sharp peaks near
the resonance wave numbers. Furthermore, these peaks have a fine structure, i.e.,
they consist of a few closely located maxims corresponding to the interactions
between the different inclusions.

4.674.614.554.494.43
0.02

4.37

Abs.(ko)

::: '~J=J~:D-=]
! i f \ I I I

I I i \ t,,~ i
i i i j ... ~ko

Figure 6. Resolution of curves in Figures 5a,b in narrow region. The dashed line
depicts the chiral and the solid line stands for the biisotropic cases respectively.
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To compare the absorption properties of FPC with chiral and biisotropic
inclusions, Figure 6 resolves one of the closely located peaks in the absorption
curves of Figures 5a,b. To investigate the nature of these peaks, we present the
amplitudes of the magnetic field (Figure 7a) and of the electric field (Figure 7b) in
the absorption peak marked in Figure 6 by a star. We see from Figures 7, that the
maxims of absorption curve correspond to whispering gallery oscillations inside
the inclusions. The fields related with these maxims are approximately the eigen
fields of the considered multicore fiber.

a) b)
Figure 7: Amplitudes of longitudinal components of the magnetic field (left) and of
electric field (right) in biisotropic inclusions for ko=4.SSS3 (TM-polarization,

Edr = 1.5, f.1dr = 1.0 , e, = 10.0 +i 0.00 I, u, = 1.0 , a = 0.0005 + ;0.002 ,
P=0.0005 -i 0.002 .k' =15.289,\ e = 13.572Q n' =3.356,\ n l =2.9794).

Note that the longitudinal magnetic field component in Figure 7a is
missing in the incident wave (plane wave excitation) . The amplitude of this field is
as large as the transverse magnetic field of the incident wave. Since the inclusions
are made of biisotropic materials, this cross-polarization field is due to the chirality
effect. Thus, adjusting the material properties of the inclusions allows one to
control the polarization properties.

3. Simulation of Finite Photonic Crystals

FPC simulations based on MAS have been applied to analyze scattering
and propagation processes in finite photonic crystals (and devices based on FPCs)
with given crystallographic structure and involving certain defects, such as
extrinsic cells, vacancies , dislocations, etc. Moreover, the method can be applied to
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the analysis of small FPCs consisting only of a small number of primitive cells ­
the multicore fiber analyzed in the previous section may be considered as such a
small FPC.

W(ko), dB
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Figure 8: Spectral distribution of five circular cylinders placed in the form of a
centralized square (a). Spectral line splitting caused by the inter-cell interactions

(b):&!Cd =10.0 andR/d=O.25.

Various inter-cell interactions such as the shift of the resonance
frequencies, the splitting of such spectral lines, and the alteration of the
sensitivity to rotation directions of the primary field polarization plane may
be observed. In order to analyze these interactions, we first consider a
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simple example: An extremely small FPC consisting of a square-lattice with
only five elements (a central element surrounded by four other elements) is
depicted in Figure 8. Each element is represented by a dielectric circular
cylinder embedded in air with radius RId =0.25 and with the relative
permittivity according to E/Ed = 10, where d stands for the lattice constant.
Figure 8a shows the electromagnetic field energy density at a certain
internal point of the central element as a function of the free space wave
number. From inspection of Figure 8a various resonances can be
distinguished, some of them show a splitting into separate spectral lines due
to the inter-cell interactions. This is illustrated in more detail in Figure 8b, which
resolves the spectral lines in Figure 6a marked by a star. The dashed line in Figure
8b depicts the resonance behavior of one isolated element, whereas the solid line
stands for the resonance behavior of the full FPC in which the splitting depends on
the element's separation namely the lattice constant a.

Figure 9. Eigenmodes H02 of five circular cylinders in the fonn of a centralized square
on the splitted frequencies (a-b): koR =1.665102 (even), koR =1.668076 (odd);
Eigenmode Halo/isolated cell (lines ofequal - IHzl) (c), koR = 1.666650.

The corresponding field profiles of eigenmodes at both splitting
frequencies are given in Figure 9 as an intensity plot of the magnetic field strength:
Figure 9a and 9b represent the two supermodes (i.e, even and odd mode, or phase
and anti-phase type of the mode respectively) of the FPC, whereas Figure 9c
represents the eigen field for one single element (i.e. the H02 mode). Both,
supermode and eigenmode H02 are similar concerning the field distribution within
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one element. In this configuration, the eigenmode spectrum of the FPC is
essentially shaped by the eigenmode spectrum of the isolated element. In order to
obtain the FPC's complete eigen solution, the corresponding band splitting has to
be considered.

In a second example (Figure 10) we want to analyze the characteristic
features of anisotropic materials when introduced into a FPC device. In standard
FPC devices different types of defect waveguides are mainly used to control wave
propagation at different frequencies. Anisotropic materials allow one to create FPC
waveguides with separate waves with different rotation directions of the
polarization plane.

Figure 10. FPC of 1.04 x 0.54 consists of a square lattice embedded in the
rectangular crystal made of anisotropic material. The square lattice is represented by
N = 133 dielectric rods of circular cross-section with e;= 10.0 and radius R = 0.02,
lattice spacing d=0 .05. The rods of the FPC are arranged according to a 7 x 19
matrix. The crystal is being excited by the symmetricaIly placed dot source with
ko=62.47 .

The underlying structure of the following example consists of a square
lattice embedded in a rectangular crystal made of anisotropic material with

(

2.0 0.0 0.0]
i , = 0.0 1.5 0.0 , u, =1.0

0.0 0.0 1.5

Figure 11 shows a fragment of the waveguide channel obtained from vacancies in
vertical direction. The material parameters, the distances between the elements,
and the dimensions of the channel are adjusted in such a way that top-down wave
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propagation is obtained, i.e., that the wave in the channel propagates towards the
source.

Figure 11 clarifies the role of eigen-oscillations and their phases in the
process of wave propagation along the waveguide channel. The rotation directions
and the corresponding phases are adjusted in such a way that the energy from
neighboring domains is transferred into the channel. Thus, the energy is forced to
propagate mainly along this channel. As one can see, adjusting the geometry and
material properties of the cells allows one to control the processes of wave
propagation and energy transformation in a FPC, which might be very helpful for
the design of FPC devices.

Figure 11. Lines of equal amplitudes of longitudinal component of magnetic field.
The arrows show the directions of eigenmodes rotation. Fragment of the waveguide
channel in the matrix 7x19 with vacancies along centerline:

R; = 0.02; d = 0.05; %,=2Q 4r=~ 4z=~ U=lQ, ko = 62.83; u; = 1.0, G;r = 10.0; .

Due to the complexity of the field in the photonic crystals the calculations
needed for design of the modem FPC based devices should be of very high
accuracy about 0.05%.

4. Conclusion

An efficient MAS based code for analysis of FPC devices has been
developed. This code can handle biisotropic, chiral, and other complex materials.
Using this code, accurate solutions of wave propagation and scattering in the FPCs
can been obtained. Moreover, eigenvalue problems such as waves propagation in
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optical fibers can be analyzed. The MAS eigenvalue solver could be extended to
the analysis of PBG structures and of infinite PC waveguides.

The MAS based program package allows one to easily investigate the
electrodynamic behavior of various FPC devices and in order to simplify the
synthesis of complicated FPC devices can be linked with appropriate optimization
tools.
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IV.

ANALYSIS AND MODELLING OF BIANISOTROPIC
STRUCTURES



PROPAGATION OF ELECTROMAGNETIC WAVES IN

ARTIFICIAL ANISOTROPIC UNIFORM AND TWISTED

OMEGA-STRUCTURES

S. A. KHAKHOMOV and 1. V. SEMCHENKO
Department of General Physics, Gamel State University
Sovyetskaya Str. 104, 246019, Gamel, Belarus

Abstract. In this paper plane wave reflection and transmission phenomena in slabs of
artificial bi-anisotropic uniform media are theoretically considered. The case of isotropic
host medium having only dielectric properties is studied. Oblique incidence is assumed.
The boundary-value problem for artificial omega structure is solved taking into account
multiple reflections of electromagnetic waves from the sample's boundaries. The intensity
of the reflected and transmitted waves is calculated, and the comparison with artificial
uniaxial bi-anisotropic plate with microhelices is performed. The possibility of the design
of twisted omega-structure whose microwave properties are similar to the optical proper­
ties of cholesteric liquid crystals is demonstrated. The modified formula de Vries for the
rotation of the polarization plane of electromagnetic waves is found .

1. Introduction

In the last ten years, interest in complex artificial media having chiral
and pseudochiral properties in the microwave region has been very high
[1]-[3]. The main initial motivation was in the design of novel absorbing
materials. As a result of very intensive investigations of chiral and, more
generally, hi-anisotropic media, it has been found that more complicated
properties of these materials can find many more potential applications
than in microwave absorbers [4]-[7]. In this paper plane wave reflection
and transmission phenomena in slabs of artificial bi-anisotropic uniform
media are theoretically considered. The case of isotropic host medium hav­
ing only dielectric properties is studied. After addition to host medium of
f2-shaped inclusions the artificial medium exhibits the pseudochiral and
weak magnetic properties as well as anisotropy of dielectric properties.
The concentration of f2-shaped inclusions influences on magnetic, dielectric
and pseudochiral properties simultaneously. The design of artificial media
with requested characteristics, for example, impedance is possible. Oblique
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Figure 1. The geometry of the problem. The eigenwave in medium propagates along
the k vector, which is oriented in the XOZ plane.

incidence is assumed. The boundary-value problem for artificial omega
structure was solved taking into account multiple reflections of electromag­
netic waves from the sample's boundaries. In article [8] normal incidence of
waves on the slab with n-shaped inclusions was considered. In this paper,
the analysis is extended to account for oblique incidence of waves (see
Fig.l) .

2. Theory

For time-harmonic fields with exp(jwt) the properties of bi-anisotropic
media can be described by the following constitutive equations

D
B

eocE - jy'eoJ-toaH

J-toJ-tH + j.j€oJ-toaE
(1)

(2)

These material equations were proposed for bi-isotropic media in [9]-[11]
and for natural crystals in [12, 13]. Here, D , B, E, and H are the phasors
of the usual field quantities, e, u, and a are the dyadics of the permittivity,
permeability and of the coupling parameter, respectively, and the sign ade­
notes the transpose operation. After substitution of (1), (2) into Maxwell's
equations one can obtain the wave equation for the electric field vector E

82E

curl(J-t-1curlE) + (€oJ-to(€ - aJ-t-1a)) 8t2 +

jy'€oJ-to(curl(J-t-1aa;)) + a/-L-lcurla; = 0 (3)
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For the considered uniform medium the dyadics of the permittivity, perme­
ability and coupling parameter have the following form:

(

et 0 0) (/-Lt 0 0) (0 a 0)
e = 0et 0 ,/-L = 0 /-Lt 0 ,a = a 00

o 0en 0 0 /-Ln 000 (4)

Taking into account the symmetry of the medium we can represent the
wave equation (3) in the form as

[k2 -1 2 () 2( 2 -1)]E/-Lt cos - eo/-LoW et - a /-Lt ox
-[k2/-Lt1 sin()(k cos () + jy'eO/-Lowa)]Eoz = 0 (5)

[-k2/-Lt1sin ()(k cos() - jy'eO/-Lowa)]Eox
+[k2/-Lt1 sin2 () - eO/-Low2en]Eoz = 0 (7)

Here, w is the angular frequency of the incident wave, et and en are
the main values of the permittivity tensor, /-Lt and /-Ln are the main values
of the permeability tensor, a is the main value of the coupling parameter
tensor, and k is the wavenumber of the eigenmode, c = (y'eO/-LO)-1 is the
speed of light in vacuum, () is the angle between Z axis and vector k of an
eigenmode in the medium.

l,From equations (5)-(7) can be obtained the dispersion equation, the
solutions of which are the wavenumbers of the eigenmodes in the medium
[4, 14, 15]:

(8)

en(ct/-Lt - ( 2)
k2,4 = ±wy'eO/-LO (9)

en cos2()+ et sin2()

l,From the equations (5), (7) the relations between the components of
the electric field vector are found to be

Eoz k~ 4 cos2
() - eO/-LOW2(et/-Lt - ( 2)

1'2,4 = E ox = k~,~ sin ()(k2,4 cos () + j~wa) (10)

The modes with wavenumbers k1,3 are polarized along the Y axis, the
modes with wavenumbers k2,4 are polarized in the plane of incidence XOZ.
The dependence of the wavenumbers of eigenmodes on the incidence angle
is presented in Fig. 2. The dependences of the real and imaginary parts of
I' on the incidence angle are presented in Figs. 3,4.
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Figure 2. The dependence of the wavenumbers of eigenmodes on the incidence angle.
w/2rr = 17 GHz, et = 3.9, en = 3, j.tt = 1.1, j.tn = 1, a = 0.3.

3. Reflection and transmission coefficients

"From the continuity of the tangential components of the wave vectors at
the boundaries of the medium the following equations are obtained:

(11)

where ko is the wavenumber of the incident wave. These equations allow
to calculate the angles of refraction lh and (h for the first and the second
mode as functions of incidence angle Bo. For the third and fourth modes
one obtains likewise:

(12)

The wavenumbers k3 and k« have the negative values and correspond to
the waves reflected from the back surface of plate. In this case also negative
values of angles B3 and B4 follow from (12). The boundary conditions for
the tangential components of E and H at z = 0 and z = L (where L is
the thickness of the plate) lead to the following system of eight algebraic
equations:

z = 0:
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lOt = 3.9, en = 3, lI t = 1.1, lIn = 1, Q = 0.3.

E~y + E~1J = Al + A3 ,

ko E': ko T-- COS()O oy + - COS ()oEoyw w

-J-Lil {~ COS()I + j.jC:OJ-Loex} Al - J-Li l {~ COS()3 + j.jC:OJ-Loex} A3,

ko () s: ko : () e: ko () ET ko . () ET- cos 0 ox + - SIn 0 oz - - COS 0 ox - - SIn 0 oz
W W W W

-J-Lil {:(- COS()2 +,2 sin()2) + j.jC:OJ-Loex} A2 -

J-Li l {~ (- COS(J4 +,4 sin(J4) + j.jC:OJ-Loex} A4,

z = L:

A2 exp{ -jk2 COS (J2L} + A4 exp[ -jk4 COS (J4L} = E~x exp{ -jko COS ()oL} ,

Al exp{ -jkl COS(JIL} + A3 exp{-jk3COS (J3L} = E~y exp{ -jko COS (JoL},
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Figure 4. The dependence of the imaginary part of l' on the incidence angle. w/27r = 17
GHz, et = 3.9, en = 3, IJ.t = 1.1, IJ.n = 1, a = 0.3.

-J.L"t1{~ cos(!t + j..jeOJ.LoQ} Al exp{ -jkl cos (hL}

-J.L"t1 { ~ cos 03 + j..jeOJ.LOQ} A 3exp{ -jk3 cos 03L} =

- ko cosOoE~ exp{ -jkocosOoL},
w

-J.L"t1{~ (- cos 02 + /2 sin ( 2) + j..jeOJ.LOQ} A 2exp{ -jk2 COS02 L} -

J.L"t 1{~ (- cos 04 + /4 sin ( 4) + j..jeOJ.LOQ} A4 exp{ -jk4 COS04L} =

ko (cosOoE~x - sinOoE~z exp{ -jko COS 00L}(13)
w

Here, Eb, E'EJ and Eo are the phasors of the incident, the reflected
and the transmitted waves; A I - 4 are the phasors of the eigenmodes in
the medium. For the incident wave the following relations hold:

Eox = Eop cos 00, Eoz = - Eop sin 00 (14)

where index p means a vector lying in the plane of incidence. For the
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Figure 5. Transmission (T) and reflection (R) coefficients versus the angle of incidence
for the perpendicular polarization. L = 5.5 mm , w /27r = 17 GHz, et = 3.9, en = 3,
JLt = 1.1, JLn = 1, a = 0.3.

transmitted and the reflected waves one can write:

E~x = E; cos On E~z = -E; sinOr (15)

E~x = -E; cos Or, E~z = -E; sinOr (16)

If at z = 0 and z = L the slab interfaces the same medium (for instance
air), then 00 = Or = Or- Consequently, the number of unknowns (E~x ,

E~z, E~x, E~z) is reduced to two (E; , E;) . Then, we have obtained the
system of eight equations with eight unknowns: A1-4, E~ = E;, E~y = E; ,
E; ,E;.The system of equations allows to find the exact solutions of the
boundary-value problem for uniform omega-structure at oblique incidence
of electromagnetic waves. Although all the coefficients in the above system
of eight linear equations are known explicitly, the analytical solution is still
too involved to write it down. However, numerical solution is very simple
and straightforward. The found solutions of the boundary-value problem
for all frequencies obey the energy conservation law. The following param­
eters were chosen: the thickness of sample L = 5.5 mm; the incident wave
frequency w/27f = 17 GHz; et = 3.9; en = 3; f.Lt = 1.1; f.Ln = 1; a = 0.3. It
is necessary to note that such problem was solved analytically in [4] using
the vector transmission-line theory.
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The results of the numerical calculations are presented in Figs. 5,6.
Figs . 5,6 show that the reflection coefficient has a non-monotonic depen­
dence on the angle of incidence for both parallel and perpendicular polariza­
tion of the incident wave. For uniaxial bi-anisotropic slab with microhelices
[7] on a certain angle, which depends on the incident wave polarization,
intensity of the reflected wave is close to zero. It is an evidence of practically
complete transmission of electromagnetic waves through the slab on these
angles. These angles are different for various polarization of incident wave
for anisotropic plate without chirality but chirality allows to draw together
these angles for both polarizations [7]. For omega structure the situation is
quite different . There is not angle , where intensity of the reflected wave is
close to zero for both polarizations simultaneously.

4. Macroscopic helical structure

In paper [16] was shown a possibility of the design of .a twisted struc­
ture whose microwave properties are similar to the optical properties of
cholesteric liquid crystals. This structure also exhibits local chirality. Ana­
logical structure can be designed for media with n-inclusions. Such astruc-
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Figure 7. The geometry of the problem.

ture can be a multilayer anisotropic chiral sample. When the number of
layers increases, the O-inclusions turn at a constant angle around the z axis
which is perpendicular to the planar (see Fig. 7). As a result the sample
as a whole acquires a helical structure which is analogical to the structure
of cholesteric liquid crystals. The thickness of every layer is about 0.5-1
mm. This allows to provide the period of the macrohelical structure close
to the wavelength in the microwave region. Some earlier results on plane
waves in helicoidal media of various physical nature have been published in
[17, 18, 19). For a review of other papers in this area see [20) .

For the considered twisted medium the local dyadics of the permittivity,
permeability and coupling parameter have the following form:

C = (C~l C~2 ~), p = (~ P~2 ~), a = (~ a~2 ~) (17)
o 0 C33 0 0 1 0 0 0

where Cl1 = Chost + Cl1(omega), C22 = Chost, C33 = Chost + C33(omega)' It is
assumed that host medium has not magnetic properties. The constitutive
relations (1),(2) take the form

D coc(z)E - jy'copoa(z)H (18)
B = Pop(z)H + jy'coPoQ(z)E (19)

where

c(z) = U(z)cU(z) , p(z) = U(z)pU(z), a(z) = U(z)aU(z) (20)

and U(z) is the rotation dyadic (around the unit vector c). In the matrix
form we can write

(

COS(qZ) -sin(qz) 0)
U(z) = sin(qz) cos(qz) 0

001
(21)
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Parameter q depends only on the geometry of the structure: it is determined
by the pitch P of the rotation along the axis Z (!q! = ~). Here we assume
that the pitch of the helix along Z is much larger than the thickness of
individual layers. In that case the local properties are homogeneous in the
transverse direction with respect to the local direction of vector a.

The wave equation (3) take the form

82E

curl(JL-1(z)curlE) + (coJLo(c(z) - Q(z)JL-1(z)Ci(z))) 8t2 +
. _ BE BE

hkoJLo(curl(JL-1(z)Q(z)-at)) + Q(z)JL-1(z)curl-at = 0 (22)

l.From wawe equation (22) can be obtained the dispersion equation

k 4 -1 k2 [2 2 -1 2 ( -1 2 -1)] +JL22 - q JL22 + W coJLo Cll + c22JL22 - Q12JL22
4 -1 2 2 ( -1 + 2 2 -1) +q JL22 - q W coJLo CllJL22 C22 - Q12JL22

4 ( 2 -1) 0W coJLo Cll - Q12JL22 C22 = (23)

Using the twisted coordinat system, we have found explicit solutions for the
wave numbers km and ellipticities 'I'm of the eigenmodes of electromagnetic
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field for such a medium with helical structure:

k3,4 = -k1,2

where ko = w";cOJ-LO is the vacuum wave number,

(25)

(26)

(28)

It is necessary to note that such problem for cholesteric liquid crystals
with local chirality was solved analytically in [21]. The frequency depen­
dence of the wavenumbers in the twisted coordinat system is presented in
Fig. 8. Such kind of frequency dependence is well known in cholesteric liquid
crystals optics [22].

Let us consider the influence of local coupling parameter on the Bragg
reflection of electromagnetic waves in the medium with helical structure.
Equating to zero wave number k2 in (24) we can obtain the following values
of the frequency boundaries of the Bragg reflection region :

[

2 -1 ]~ q 1 + cx12J-L22W2 ~
";coJ-LOV£U 2(cll - c22J-L22)

As we can see from (27), (28) the local coupling parameter can cause shifts
of the frequency boundaries of the region of the Bragg reflection. Naturally,
also the influence of the local chirality is exhibited as a change of the width
of the Bragg diffraction region. The shift of the boundaries of the region of
the Bragg reflection is proportional to CXI2. In the case when C22 « en and
J-L22 ----- 1 from (27), (28) can be obtained the following expressions

q [CXI2 ]wl~-----1--
";cOJ-LO";c22J-L22 cll'

(29)

The expressions for k 1 and k2 (24) represent the wave numbers in the
twisted coordinat system which accompanies the rotation of macroscopic
helical structure. Therefore in the usual laboratory coordinat system the
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specific rotation of polarization plane of electromagnetic wave (for unit
thickness of the sample) can be found as

(30)

We have found the modified De Vries formula [23] for the rotation of the
polarization plane:

k
2

[ a
2

k
2

a
2

]V= 2(k5cJ.L°_ q2) q(!:i.c!:i.J.L+ l2(1-2J.L221))+4~( €!:i.J.L-1:i!:i.c+ ~2)2 (31)

Here the following notations for the mean values and the anisotropy char­
acteristics of the material parameters have been introduced:

!:i. Cll - C22
e = 2 '

_ J.L22+ 1
J.L= 2

A 1-J.L22
uJ.L=

2

The dependence of the rotation of the polarization plane of the transmitted
wave on the frequency is presented in Fig. 9. The peaks of the curves can
be explained by the peculiarities of the De Vries formula: this formula gives
infinity in the center of the region of the Bragg diffraction.
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In [24], a design of isotropic polarizers formed by two lattices with wire
helices was proposed. Our present results demonstrate another possibility
of the design of a structure for transformations of the polarization state of
electromagnetic waves. In contrast to the earlier proposed device [24]' this
structure can operate in a wide frequency range, because its operation is
not based on the thickness resonance phenomena.

5. Conclusion

In this paper plane wave reflection and transmission phenomena in slabs
of artificial bi-anisotropic uniform media are theoretically considered. The
case of isotropic host medium having only dielectric properties is studied.
Oblique incidence is assumed. The boundary-value problem for artificial
uniform omega structure is solved taking into account multiple reflections
of electromagnetic waves from the sample's boundaries. The intensity of
the reflected and transmitted waves is calculated, and the comparison with
artificial uniaxial hi-anisotropic plate with microhelices is performed. The
possibility of the design a twisted omega-structure whose microwave prop­
erties are similar to the optical properties of cholesteric liquid crystals
is demonstrated. The influence of the coupling parameter on the Bragg
diffraction of electromagnetic waves in omega-medium with macrohelical
structure is investigated. The modified formula de Vries for the rotation of
the polarization plane of electromagnetic waves is found .
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Abstract. Biaxial med iums in the form of naturally occurring orthorhombic, monoclinic
and triclinic crystals are of long-standing scientific and technological importance. We
consider the conceptualization of artificial biaxial mediums, through the homogenization
of simple component mediums. Biaxiality in homogenized composite mediums originates
from two noncollinear distinguished axes presented by the component med iums; these dis­
tin guished axes can have either an electromagnetic or topological origin. The relationship
between the biaxial composite structure and the geometry, orientation and composition
of the component mediuros is explored for the nondissipative dielectric case. Extending
these studies to include the effects of diss ipation in dielectric-magnetic materials, a
generalized biaxial composite structure is revealed for which the principal axes of real
and imaginary parts of the permittivity and permeability constitutive dyadics do not
coincide. Furthermore, in the bianisotropic regime , yet more general HeM structures
arise; in particular, complex symmetries are presented in the constitutive dyadics which
would not be anticipated from a familiarity with the dielectric or dielectric-magnetic
case .

1. Introduction

Since the earliest days of electromagnetics, the naturally occurring bi­
axiality of certain mediums has been much exploited for scientific and
technological purposes [1] . In crystallography such mediums provide the
orthorhombic, monoclinic and triclinic classifications [2]. Aspects of elec­
tromagnetic biaxiality which have been scrutinized in the recent research
literature include Green functions [3]-[5], depolarization dyadics [6, 7] and
wave propagation [8].
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Our focus here is on the manifestation of biaxiality through the homog­
enization of composite mediums. A composite medium may be regarded
as effectively homogeneous provided that the structural length scales of its
component mediums are sufficiently small compared with electromagnetic
wavelengths [9, 10]. Such a homogenized composite medium (HCM) is typ­
ically characterized by electromagnetic properties which are more complex
than those of its component mediums. For example, Faraday chiral mediums
[11] in the form of chirojerrites [12] and chiroplasmas [13] arise from the
homogenization of an isotropic chiral component medium with either a
magnetically biased ferrite or a magnetically biased plasma component
medium, respectively. In the present chapter we consider biaxial HCMs
originating from simple component mediums; i.e., components mediums
which are either isotropic or uniaxial with respect to their electromagnetic
and topological properties.

The development of effectively biaxial composites through the homog­
enization of assemblies of parallel ellipsoidal inclusions is well-documented
for the purely dielectric regime [14, 15]. Of particular historical interest is
Wiener's pioneering analysis of parallel dielectric ellipsoids [16] (reproduced
in [9]). Recent reports have dealt with the percolation phenomenon asso­
ciated with the homogenization of metallic ellipsoids [17, 18]. We present
here a review of detailed parametric studies of the conceptualization of
biaxial HCMs, relating both the intrinsic electromagnetic properties and the
topological structure of the component mediums to the HCM form. The nu­
merical results presented provide an overview of results available elsewhere
[19]-[21]. Specifically, two-phase homogenization scenarios are considered
where neither component medium is in itself biaxial. However, the compo­
nent mediums collectively present two noncollinear distinguished axes. Each
distinguished axis arises from either uniaxial electromagnetic constitutive
properties or spheroidal particulate topology. The distinguished axes of the
component phases do not bear an obvious relation to the optical axes of
the HCM [21]. In Section 2 preliminaries relating to the characterization
of biaxiality and to homogenization formalisms are described. Illustrative
numerical results pertaining to nondissipative biaxial dielectric HCMs [19]
are presented in Section 3. The consequences of dissipation [20] are explored
in Section 4, and this is followed by a consideration of the most general case
of biaxiality, namely bianisotropic biaxiality [21] , in Section 5. We conclude
in Section 6 with some closing remarks.

In the notational convention adopted, vectors are in boldface. Dyadics
are double underlined: 3x3 dyadics are in normal face whereas 6x6 dyadics
are in boldface. The 3x3 (6x6) unit dyadic is denoted by I OJ while the
triad of cartesian unit vectors is represented as (ux , uy, uJ. The permit­
tivity and permeability of free space are given by Eo and Mo , respectively.
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2. Preliminaries

2.1. CHARACTERIZATIONS OF BIAXIALITY

The relative permittivity dyadic of a nondissipative biaxial dielectric medium
may be represented by [22] (see also [23, 5, 19])

(1)

where p€ and q€ are dimensionless real-valued permittivity scalars. The real­
valued unit vectors Urn and Un lie along along the directions of the optic
ray axes [1]; i.e., they give the two privileged directions in which monochro­
matic plane waves propagate with only one permissible group velocity. The
advantage of (1) over the widely-used diagonal dyadic representation of
biaxial permittivity (see, for example, [24])

(2)

is that the representation (1) affords an immediate crystallographic inter­
pretation. Matters pertaining to biaxial representations are further dis­
cussed elsewhere [22].

In order to accommodate dissipative mechanisms, representation (1)
generalizes to [20]

~bi = ~~ + i ~ibi' ~1 = n l + q;(u~€u~€ + u~€u~t€), (X = r, i), (3)

where n and q~ are real-valued scalars, and u~€ and u~€ are real-valued
unit vectors. Similarly, the diagonal representation (2) generalizes to [25]

(X = r, i) , (4)

where, as with (3), all dyadic entries and unit vectors are real-valued, and
the triads (u~, u~ , u~) and (u~, ut, u~) specify different cartesian frames, in
general. The equivalence of representations (3) and (4) is straightforwardly
revealed through diagonalizing the real symmetric dyadic ~~i in (3).

Biaxial crystal structures are classified via the relative orientations of
their three basis vectors which form the primitive unit cell of the Bravais
lattice [26] . For the orthorhombic class, the three basis vectors are mutually
perpendicular and the identity

( T T T) _ (i i i )
u x ' Uy, U z = u x ' Uy' u; , (5)

between triads of cartesian unit vectors in (4) holds. Expressed in terms
of representation (3), the orthorhombic condition (5) is equivalent to the
situation in which the unit vector pairs u~, u~ and u~, u; lie in the same
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plane with a common plane bisecting the pair u~, u~ and the pair u~, u~

[20] . More general biaxial categories, namely the monoclinic and triclinic
classes, are associated with nonperpendicular basis vectors and for these
classes (5) does not hold [25] . Thus, for the most general dissipative biaxial
dielectric structure, nine real-valued parameters are required to characterize
the permittivity: three scalars for each of the diagonal forms of ~bi and Hi
and a further three Eulerian angles relating (u;, u~, u~) to (u~, ut, u~) .

We see that (1) and (3) provide a convenient and physically-insightful
characterization of biaxial mediums. Thus far, we have limited our con­
sideration to biaxial dielectric mediums, characterized by the relative per­
mittivity dyadic ~bi' Broadening our discussion, biaxial dielectric-magnetic
mediums [20] may be specified with the relative permittivity dyadic (3)
together with the analogous relative permeability dyadic

(x = r, i), (6)

where p~ and q~ are real-valued scalars, and u~1l and u~1l are real-valued
unit vectors. FUrthermore, the most general biaxial class in the linear
regime, namely that of the biaxial bianisotropic medium [21], may be
described in terms of the relative permittivity dyadic (3) and relative per­
meability dyadic (6), combined with the biaxial magnetoelectric dyadics

C cr + .ci
~bi=~bi t~bi'c (r + '(~
=bi = =bi t =bi '

(x = r, i), (7)

wherein all scalars and unit vectors are real-valued. Biaxial HCMs of the
dielectric, dielectric-magnetic and bianisotropic types are explored in Sec­
tions 3, 4 and 5, respectively.

2.2. HOMOGENIZATION FORMALISM

We consider HCMs developing from only two (distinct) component medi­
ums: an inclusion medium which is labelled a, and a host medium which is
labelled b. Each component medium is envisioned in particulate form. The
component particles are assumed to be randomly distributed but similarly
oriented, with surfaces parameterized as [29]

Rs(f), ¢) = s U • R(f), ¢), (8)

where R(f), ¢) is the radial unit vector depending on the spherical polar
coordinates f) and ¢, U is a real-valued symmetric shape dyadic, and s is a
linear measure. -
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Let

(10)(v = a,b,HCM).

(
EOf i-/EoJ.1,o ~ ) (9)K = . d; =V, (v = a,b,HCM) ,

=v tvEoJ.1,o~v J.Lo!!;,v

denote the constitutive dyadics of the component mediums a and b, and of
the HCM, respectively. These are defined by the corresponding constitutive
relations [27, 28J

D(x) = Eo~v 0 E(x) + iJEoJ.1,o~v 0 H(x)
B(x) = i-/EoJ.1,o ( 0 E(x) + J.1,0 J.1, 0 H(x)

=v =v

In the following sections we describe parametric numerical studies [19J-[21J
in which K HCM is estimated from K a and K b together with their associ­
ated shape dyadics, Since we are dealing with biaxial HCMs, all3x3 HCM
constitutive dyadics are symmetric. Furthermore, all component mediums
considered here are reciprocal. Consequently, we have ( = -~

=HCM =HCM
and ( need not be further mentioned.

=HCM
A considerable number of formalisms have been developed in order to

estimate the constitutive parameters of HCMs [9, 15, 29J. The Maxwell
Garnett formalism [30J, including its incremental and differential variants
[31J , has gained particular prominence in recent years. For the present
studies, the Bruggeman homogenization formalism is adopted as it per­
mits the particulate topology of both component mediums to be varied
independently. The Bruggeman formalism, especially in its application to
anisotropic and bianisotropic HCMs, has been well established in the recent
research literature [29]-[32J. The Bruggeman estimate ofK HCM is obtained
by solving the nonlinear equation

fa aa/HCM + fb a b/ HC M =~. (11)

In (11), the generalized polarizability of component medium f (f = a,b) is
given by

a l/HCM=(K -K ) 0 [I+ iwDul/HCMo (K -K )]-1
= =l =HCM = = =l =HCM '

(12)

where DUl/HCM is the depolarization dyadic of a U-shaped exclusion vol­
ume ofComponent medium f, immersed in the HCM. The depolarization
dyadic is essentially the singularity of the corresponding free-space dyadic
Green function [33, 34]. For biaxial mediums, the depolarization dyadic
may be expressed explicitly in terms of elliptic functions [6] . An iterative
solution to (11) is developed as

(n = 1,2, . ..), (13)
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where the operator T defined as

{ +aK a • [_!+ ';"'Dua/HCM. (K K )]-1 +
JI ""'" =a -=HCM

fbKb· [1+iwDub/HCM. (Kb -KHCM)r1}

• {fa [I + iwDua/HCM • (K a - K HCM)r1
+

+ [I + iwDub/HCM • (K _K )]-1 }-1
Jb = = =b =HCM '

and the initial value K HCM[O] is provided by the Maxwell Garnett homo­
genization formalism [29,32]. A characteristic of the Bruggeman formalism
is that the two component mediums are treated symmetrically. Notwith­
standing, it is convenient and conventional to refer to them as the host
medium and the inclusion medium.

The estimate of K HCM depends crucially on the volumetric proportion
of inclusion medium to host medium, namely fa. Clearly, K HCM -t K a as
fa -t 1 and K HCM -t K b as fa -t o. For illustrative purposes, we choose
fa = 0.3 for all numerical calculations presented here .

3. Nondissipative dielectric properties

We begin our study of biaxial HCMs by considering nondissipative dielectric
HCMs [19] with relative permittivity dyadics of the form

(15)

where Pf ' qf E R. We explore biaxiality arising from two distinct origins:
firstly from the shapes of the constituent particles and secondly from the
intrinsic electromagnetic properties of the component mediums. Notice that
the distinguished axes presented by the component mediums lie in a plane
perpendicular to the plane containing Urn and Un ; furthermore, the plane
of the distinguished axes bisects the angle between Urn and Un [19]. In the
numerical examples presented here, the distinguished axes presented by the
component mediums are chosen to lie in the xy plane. Consequently, we
have

Urn = sinO cos¢ux + sinO sin e u, + cosOuz , (16)

Un = sin 0 cos ¢ U x + sin 0 sin ¢ uy - cos 0 u, . (17)
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3.1. TOPOLOGICAL BIAXIALITY

(£ = a, b), (18)

We homogenize two isotropic dielectric component mediums: medium a
with relative permittivity fa =: 3.5 and medium b with relative permittivity
fb = 1.2. The same spheroidal particulate shape is chosen for both compo­
nent mediums, but the spheroid axis of medium a is orientated at an angle
'l/Ja in the xy plane with respect to the spheroid axis of medium b. Thus,
we have that corresponding shape dyadics for mediums a and b are given
as [29, 30J

(

2 cos2 'l/Ji + sin2 'l/Ji sin'l/Ji cos'l/Ji 0 )
U e = sin'l/Ji cos'l/Ji 2 sin2 'l/Ji + cos2 'l/Ji 0 ,

o 0 1

with 'l/Jb = O.
Estimates of the HCM parameters Pt, qt, () and ¢ for 'l/Ja E [O,7I"J are

plotted in Figure 1. The plane in which Urn and Un lie, as given by ¢,
rotates about the z axis as 'l/Ja increases, whereas the angle between Urn

and Un, as given by 2((} - 71"/2), increases to a maximum at 'l/Ja = 71"/2 and
falls to 0 as 'l/Ja tends to 0 and 71". At 'l/Ja = 0 and 71", the spheroid axes of
the host and inclusion mediums are parallel and anti-parallel, respectively;
therefore the constituent mediums together present only one distinguished
axis and the resulting HCM is accordingly uniaxial. The scalars Pt and qt
are not greatly influenced by 'l/Ja'

"
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Figure 1. Isotropic spheroidal inclusions with isotropic spheroidal host. Relative per­
mittivity scalars p, and q. (left scale) and angles 8 and 4J (in degrees , right scale) of the
HeM plotted against inclusion spheroid axis angle 1/Jo.. (Reproduced from [19]).
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3.2. ELECTROMAGNETIC BIAXIALITY

We now turn our attention to the case where both host and inclusion
mediums comprise spherical particles of uniaxial permittivity. Analogously
to Section 3.1, the permittivity axis of medium a is taken to be orientated at
an angle Aa in the xy plane with respect to the permittivity axis of medium
b. That is, we select the relative permittivity dyadics ~i = Y e where

(

3 cos2 Ai + sin2 Ai 2 sin Ai cos Ai
Y e = 2 sinAi cos Ai 3 sin2 Ai + cos2 Ai

o 0
(i=a,b), (19)

for mediums a and b, with Ab = O.
The corresponding HCM constitutive parameters are plotted for Aa E

[0,71"1 in Figure 2. The scalar permittivity parameters p€ and q€ are con­
siderably more orientationally dependent than they are in Section 3.1. As
Aa -. 0 and 71", we see that () -. 71"/2 and the scalars P« -. 1 and q€ -. 1
and thus the HCM permittivity dyadic acquires the uniaxial form. Unlike
the situation in which the distinguished axes arise from the shape of the
constituent particles, the orientation of the plane containing U m and Un

does not follow the angle of the distinguished permittivity axis Aa , rather
it oscillates about the x axis.

1.25

1.0

0 .75

0 .5

_.-
o 25 50 75 100 125 150 175

A..

Figure 2. As for Figure 1 but for uniaxial spherical inclusions with uniaxial spherical
host . Constitutive parameters of the HCM plotted against inclusion permittivity axis
angle Aa • (Reproduced from [19]).

4. Dissipative anisotropic properties

We now broaden our investigation of biaxial HCMs, firstly by introduc­
ing the effects of dissipation in Section 4.1, and secondly by considering
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dielectric-magnetic mediums in Section 4.2 [20] . For all calculations de­
scribed in Section 4.1, the HCM relative permittivity dyadics have the
general biaxial form

~HCM = p~L+ q~(U~fU~f + U~f~f) + i [p~L + q~(U~fU~f + U~fU~f)] ,

(20)

while in Section 4.2 the corresponding HCM relative permeability dyadic

gHCM = p~L+ q~(u~JLu~JL + u~JLu~JL) +

i [p~L + q~ (u~JLu~JL + ~JLU~JL)] ,

arises . In (20) and (21), p[,~ and q;'~ are real-valued scalars and

sin e~c cos 4J~c U x + sin e~c sin 4J~c uy + cos e~c u, ,
(X = r,i ; f'i, = m ,n; c = €,p,) . (22)

The biaxiality of the HCM arises from the fact that the constituent
mediums collectively possess two noncollinear distinguished axes. These
axes originate from either the particulate topologies of the component
mediums or from uniaxiality in their electromagnetic constitutive prop­
erties. In Sections 4.1 and 4.2 we consider only constituent mediums with
distinguished axes lying in the xy plane. As a consequence, the HCM unit
vector pairs u~c and u~c always lie in planes perpendicular to the xy plane
with the xy plane bisecting the angle between u~c and u~c' Therefore, we
have the following identities

-1.)( _ -J.,X --J.,X
'/Fmc - 'Pnc - 'l'c' (X = r ,i j C = €,p,). (23)

All graphs displayed in Sections 4 and 5 are presented with reference to
the key given in Table 1.

Table 1: Key for Figures 3-8. X = 0, ljJ, p or q.

......................_............................... X(

....................................................... xl

...•.•.......•.............•....... x:;

.................................. x:.
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4.1. TOPOLOGICAL BIAXIALITY

Consider the homogenization of inclusion and host mediums which are
both isotropic dielectric. We choose a host medium of relative permittivity
fb = 1.2 and homogenize with inclusions of dissipative relative permittivity
fa = 3(1 + i). Directional effects are introduced via the topologies of the
component mediums a and b which are described by the shape dyadics (18)
with 'l/Jb = O.

The defining angles (J~, i and ¢J~,i for the HCM unit vectors U~if,nf are
plotted as functions of the spheroid axis angle 'l/Ja in Figure 3. The HCM
scalar permittivities p~,i and q~,i vary little with 'l/Ja and are not displayed.
The variation of (J~ and ¢J~ (and p~ and q~) with 'l/Ja is similar to that found
for the nondissipative dielectric case in Section 3, and the quantities arising
from dissipative processes ((J~, ¢J~ ,P~ and q~) behave in an analogous manner.
At the endpoints 'l/Ja = 0, 1r , the unit vectors U~f n f all lie on a common line
(the x axis) and the HCM has a uniaxial structure. At the midpoint 'l/Ja =
1r/2, we have ¢J~,i = 1r /2 and therefore ff:HCM has a diagonal form and the
HCM is orthorhombic biaxial. The orthorhombic case arises in this instance
when the distinguished axes of the constituent mediums are orthogonal.
Aside from these special cases, we observe (J~ :{; (J~ :{; ¢J~ :{; ¢J~ and the
biaxial HCM is of the monoclinic/triclinio type, in spite of the fact that
the chosen values were such that Re fa = Im fa (where fa = Re fa +i Im fa ,
and Refa, Im fa are real-valued).

175
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Figure 9. Dissipative spheroidal inclusion medium with nondissipative spheroidal host
medium (both mediums isotropic dielectric). HeM unit vector angles O;,i and ¢;,i plotted
against inclusion spheroid orientation angle tPa . (Key: X = 0, ¢J in Table 1). (Reproduced
from [20]).

Greater differences between (J~ and (J~, and between ¢J~ and ¢J~, than
those displayed in Figure 3 can be achieved by choosing Re fa :{; Im fa. We
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Figure 4. As for Figure 3 but with dissip ative host medium. HCM unit vector angles
(J~. i and 4>~.i plotted against degree of host med ium dissipation o. (Key: X = (J, 4> in
Table 1). (Reproduced from [20]).

2 20

P

1. 5 15

P 1 10 q

0 .5 5
q

0 0
0 0 . 2 0 .4 0 . 6 0 . 8 1 1.2 1.4

~

Figure 5. As for Figure 4 but with HCM scalar permittivities p~. i and q~. i plotted
against degree of host medium dissipation o. (Key: X = p, q in Tab ie 1). (Reproduced
from [20]).

explore this matter further by repeating the homogenization of Figure 3
but with an allowance made for dissipation in the host medium by taking
f.b = 1.2(1 + ic5) . For a spheroid inclusion angle of Wa = 70°, the HCM unit
vector angles O~,i and 4J~, i and scalar permittivities p~,i and q~,i are plotted
against c5 in Figures 4 and 5 respectively. The point of interest occurs at
c5 = 1 and we find,

Re~b = p1mh '

::} 0;= 0:,
Re~a = plm~a
",r _ ",i r i
'I'€ - 'I'€ , p€ = p € , (24)

where p is a proportionality constant . At c5 = 1 the HCM is orthorhombic
biaxial (since 4J~ = 4J~), despite the dist inguished axes of the constituent
medium spheroids not being perpendicular. Furthermore, the structure at
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this point is a highly specialized form of orthorhombic for which ~HCM is
specified by only four real-valued parameters ((J;, ¢{, p; and q;), although
the HeM is both biaxial and dissipative.

4.2. ELECTROMAGNETIC BIAXIALITY

We now extend our investigations to the case of dielectric-magnetic ma­
terials. Unlike the previous example in Section 4.1, here we consider con­
stituents in which the distinguished axes have an electromagnetic, rather
than topological, origin. We explore the homogenization of a dissipative uni­
axial host medium with relative constitutive dyadics ~b = !!;,b = (1+i 8) Y b
and Ab = 0, with a dissipative inclusion medium with relative constitutive
dyadics j; = (1 + i) Y ,J.L = (2 + i) Y and Aa = 50°. Both host-a -a =a -a
and inclusion mediums are based on spherical topology. Notice that the
distinguished axes for the inclusion permittivity and permeability dyadics
are parallel and lie at angle Aa in the xy plane to the distinguished axes of
the corresponding host medium, which are also parallel.
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Figure 6. Dissipative inclusion medium with dissipative host medium (both mediums
uniaxial dielectric-magnetic) . HCM unit vector (a) polar angles (J~:~ and (b) scalar per­
mittivities and permeabilities p~:~ plotted against degree of host medium dissipation o.
(Key in Table 1: X = (J for (a), X = p for (b)). (Reproduced from [20]).

The calculated angles (J;:~ and scalars p;;~ are plotted against 8 in Fig­
ure 6. (The equivalent graphs for </J~:~ and q;:~ show analogous behaviour
to Figures 6 and are not displayed) . The key features of these two figures
(and the corresponding graphs for </J~:~ and q;:~ which are not displayed)
may be summarized by

Re~b = plm~b' Re~a = plm~a

=> (J~ = (J~ , </J~ = </J~ ,
ReJ.L = crlmJ.L, ReJ.L = o Im u

=b =b =a =a

(25)
(26)
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where p and a are proportionality scalars. Observe that the biaxial structure
of the HCM is orthorhombic with respect to permittivity at 8 = 1 and
orthorhombic with respect to permeability at 8 = 0.5 . The biaxial HCM
structure becomes orthorhombic with respect to permittivity when ratios
of real and imaginary parts of ~b and ~a are equal. Furthermore, it is an
especially symmetric form of biaxiality involving equalities between the
scalar permittivities p~,i and q~,i . An orthorhombic state with respect to
permeability occurs when ratios of real and imaginary parts of J.t and J.t

=b =a
are equal; however, at this point p~ =I pt and q~ =I qt. The graphs of p~

and pt do intersect but not at 8 = 0.5 and not at the point where q~ and qt
intersect. The discrepancy between the dielectric orthorhombic state and
the magnetic orthorhombic state arises from the fact that ~a and h are
isomorphic up to a rotation of basis vectors in the xy plane, whereas J.t

=a
and J.t are not.

=b

5. Bianisotropic properties

Finally, in this section we explore the conceptualization of biaxial bian­
isotropic mediums through the process of homogenization [21]. Biaxial
bianisotropy is found to arise when (i) the component mediums undergoing
homogenization present two noncollinear distinguished axes and (ii) the
most basic form of magnetoelectric coupling in the form of isotropic chi­
rality is present in at least one of the component mediums. For illustrative
purpose, we consider here the case where directionality arises from the
intrinsic electromagnetic properties of the component mediums.

Three constitutive dyadics are required to describe the reciprocal biaxial
bianisotropic HCMs arising in this section: -sHCM and J.t as specified

- =HCM
in (20) and (21) , respectively, along with the analogous magnetoelectric
dyadic

~HCM = Peb + q~(u~u~ + u~u~~) + i [P~b + q~(u~~u~ + u~u~)] .
(27)

The associated real-valued unit vectors are specified as in (22) but with
c = € , ~ and u. Observe that a total of 33 real-valued parameters is required
to specify the general biaxial bianisotropic structure given by (20), (21) and
(27); i.e., 12 parameters for each independent constitutive dyadic (2 each for
~ and q* and 4 each for e*c and ¢~c where X = r, i ; K, = m, n; c = €,~, J.t)
less by 3 through the choice of coordinate frame . For the numerical studies
described in Section 5.1, the choice of coordinate system is such that we
consider only constituent mediums with distinguished axes lying in the xy
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plane. Accordingly, the HCM unit vector pairs U~T and U~T always lie in
planes perpendicular to the xy plane with the xy plane bisecting the angle
between ~T and U~T' Therefore, the identities (23) hold with c = e, ~
and J.L.

5.1. ELECTROMAGNETIC BIAXIALITY

We consider the homogenization of dissipative uniaxial bianisotropic medi­
ums based on spherical topology. We take an inclusion medium specified by
the relative constitutive dyadics f = 2(1 + i) Y , ~ = - ( = (1 + i) Y-a -a -a -a _ -a
and !;a = 1.5(1 + i) Y a; and a host medium give; by h -= ~b-= -~b =

!;b = (1 + i8) Y b with Ab = O. The angle Aa represents the angle by which
the distinguished axes of the inclusion medium are rotated in the xy plane
with respect to the host medium distinguished axes (the distinguished axes
of each constitutive dyadic all being parallel for both component mediums).
For the dissipation parameter 8 = 2.5, the corresponding HCM polar and

. thal it t I ()r,i d ",r,i d t r,i d r ,iazimu urn vec or ang es £,~,p. an 'I'£,~ ,p. an parame ers P£,~,p. an q£,~,p.

are displayed as functions of Aa in Figure 7(a)-(d), respectively. When the
distinguished axes of the uniaxial component mediums are aligned parallel
or anti-parallel (i.e. , Aa = 0 or 11"), then we have ();:~,p. = ¢::~,p. = 0 and the
HCM acquires a uniaxial bianisotropic form . Also, when the distinguished
axis of the host medium is perpendicular to that of the inclusion medium
(i.e., Aa = 11"/2), we see that ¢::~,p. = 0 and a biaxial bianisotropic HCM
structure which is orthorhombic with respect to all four of its constitutive
dyadics emerges. In general, however, the computed biaxial HClVI structure
represented in Figure 7 is of the generalized monoclinic/triclinic type with

I ()r,i d ",r, i d al r,i d r,i 11 taki di ti t Iang es £,~,p. an 'I'£,~,p. ' an sc ars P£,~,p. an q£,~,p.' a mg IS Inc va ues.
This most general biaxial form arises in spite of the high degree of symmetry
which is present between the various constitutive dyadics of the component
mediums specified.

It was shown in Section 4 for biaxial dielectric-magnetic HCMs arising
from uniaxial components that an orthorhombic HCM structure results
when the ratios of the real and imaginary components of the host and inclu­
sion medium constitutive dyadics are equal, despite the distinguished axes
of the constituents being nonperpendicular. We investigate the generaliza­
tion of this result to bianisotropic HCMs by repeating the homogenization
of Figure 7 with the orientation angle Aa fixed at 50° and allowing the
dissipation parameter 8 to vary. The resulting HCM constitutive parameters
are plotted as functions of 8 in Figure 8. At the point 8 = 1 we have
Re~£ = Im~£ (£ = a, b; C = €, ~ , J.L ) and, from Figure 8(b) , we observe
¢6 = ¢~ (c = €,~,J.L); i.e., the HCM is orthorhombic biaxial with respect
to all four constitutive dyadics. We emphasize that this orthorhombic state
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Figure 7. Uniaxial bianisotropic spherical inclusions homogenized with uniaxial bian­
isotropic spherical host medium. HeM unit vector (a) polar angles {/~:~'I' (degrees) and

(b) azimuthal angles ¢>~:~ 'I' (degrees), and parameters (c) P~:~ 'I' and (d) q~:~ ,1' plotted
against inclusion orientation angle Aa • (Key in Table 1: X = {/ for (a) , X = ¢> for (b),
X = p for (c), X = q for (d». (Reproduced from [21}).

is not associated with perpendicularity of the distinguished axes in the
component mediums (i.e., Aa i= 7f /2). An equivalent orthorhombic state
does not arise in the case of the homogenization of Figure 7 since 8 i= 1
in this instance. Furthermore, inspecting Figure 8(a), (b) and (c) , we see
that this is an especially symmetric orthorhombic state for which 8~ = ()~,

p~ =p~, and q~ = q~ (c= f.,f"J.L).
A significant difference between the biaxial bianisotropic HCM repre­

sented by Figure 8, and the analogous biaxial dielectric-magnetic HCM
reported in Section 4.2 (see Figure 6 ), is that in the present example the
orthorhombic structure does not emerge if the ratios of real and imaginary
parts of only one of the component constitutive dyadic-types are equal.
That is, for example, here we have

Ref. = Im s=a =a
(28)

in general.
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6. Concluding remarks

For dielectric mediums it is well established in Sections 3 and 4 that,
through the process of homogenization, an effective medium biaxial with
respect to permittivity arises provided the component mediums present two
noncollinear distinguished axes. If the distinguished axes of the component
mediums are perpendicular, or alternatively if the ratios of real and imag­
inary parts of the permittivity dyadics of the host and inclusion mediums
are equal, then an orthorhombic biaxial structure results, for which the
complex HCM permittivity dyadic can be diagonalized. Otherwise, the
biaxial dielectric HCMs have a monoclinic/triclinic structure - a structure
characterized as having a complex permittivity dyadic with principal axes of
real and imaginary parts which do not coincide. The generalization of these
results to the homogenization of dielectric-magnetic mediums gives rise
to richer HCM structures in which orthorhombic dielectric and magnetic
forms may be realized independently of one another. Generalizing further ­
through the introduction of magnetoelectric coupling - vastly increases
the range and complexity of HCM structures which may be conceptualized
from relatively simple component mediums. Even with the restriction to
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reciprocal mediums, a generalized biaxial bianisotropic HCM form emerges
which requires 33 real-valued parameters in order to completely specify its
constitutive dyadics. With such a large parameter space, only illustrative
examples giving insights into the structure and symmetries of the con­
stitutive properties are practicably presented. A highly symmetric biaxial
bianisotropic HCM, orthorhombic with respect to all of its constitutive
dyadics, is achievable through balancing real and imaginary components of
the component medium constitutive dyadics, even though the distinguished
axes presented by constituents are not orthogonal.
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DISPERSION PROPERTIES OF STOP-BAND STRUCTURES
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Abstract. Novel photonic crystals for the microwave regime are under study: lattices
from infinitely long spirals and lattices from canonical chiral particles. Many interesting
dispersion properties are revealed, which make such structures prospective for technical
applications: rejector and band frequ ency filtering including the high-selectivity filtering,
polarization filter ing and transformation, etc. Dispersion characteristics can be easily
adjusted mechanically tuning the spiral st ep.

1. Introduction

Photonic crystals (PC) or photonic band gap (PBG) structures are exten­
sively used nowadays for both fundamental research and applications in
the optical range as well as at microwaves (see e.g. in [1], [2], etc.). The
role of PC for optical science and engineering is very important, and the
optical studies in this domain are more advanced. PBG structures in the
microwave range (in this regime the name stop-band structures is more
suitable) are widely applied in antenna systems with the aim to increase
the antenna gain and improve the pattern. Stop-band structures (SBS) are
also prospective at microwaves for frequency and polarization filtering and
for the polarization transformations. Nevertheless, the applications of SBS
in the microwave regime are in the present time more modest than the
applications of PC in optics.

However, it is interesting to study SBS in the microwave regime where
the analytical methods are possible to develop for them. In the optical
range it is difficult to obtain high-contrast and lossless inclusions, and the
PC for optical applications are usually prepared from dielectric inclusions
or polymer molecules whose size is comparable with the wavelength A in
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the background medium and with the lattice period. On the contrary, at
microwaves, it is possible to consider metallic inclusions as perfectly elec­
trically conducting (PEC) ones. The high contrast between the materials
of the inclusion and the host (dielectric) matrix allows obtain lossless SBS
even at frequencies where a characteristic size of the inclusion is small
compared to A. The inclusion smallness allows apply models of dipole­
dipole interaction for lattices from electrically small PEC particles or small
ferrite spheres [3, 4] and a model of line currents interaction for lattices of
infinitely long metallic cylinders [5] .

It is not surprising that the photonic crystals from spirals were first
studied in the spectrum of visible light [7] . The purpose of the cited work
was to protect the band-gap structure of a PC from the destruction due to
the defects". The spirals of the PC in [7] were closely packed polymer chain
molecules whose spiral step and diameter were of the order of A. Optical
activity and other properties of conventional chiral media were not discov­
ered in this work. Paper [7] gave a pulse to the present study of SBS from
PEC spirals in the microwave range. Such the structure can be interesting
for microwave applications. It it clear that the lossless/ polarization filters
and transformers can be obtained with them. Let us assume that in a SBS
the eigenwaves have elliptic polarization as it must be in chiral structures.
Let the eigenwave with right-handed polarization is allowed whereas a left­
handed one is forbidden at the reference frequency. If a stochastically or
linearly polarized electromagnetic wave illuminates a layer (thick enough,
of course) of such the medium the left-handed polarized component will
be completely (or almost completely) reflected whereas the right-handed
one will be transmitted without losses. This novel feature and other similar
features are studied and discussed in the present paper.

2. Objects of study and problem formulation

We study three kinds of a rectangular lattice: a chiral lattice of infinitely
long spirals (shown in Fig . 1), a pseudo-chirallattice of infinitely long spirals
(shown in Fig. 2, on the bottom) and a lattice of canonical chiral particles'
(shown in Fig. 3). All the lattices are assumed to be PEC and prepared
from thin wires. The first one is a doubly periodic lattice of identical parallel
spirals. The lattice can be realized as a set of parallel grids of parallel spirals
with the step d along the z-axis and the grid period b (see Fig. 1) .

The spiral step a and the radius r are assumed be small enough com­
pared to the wavelength in free space . The spiral geometry is not helicoidal.

1 The diamond-like PBG structures (for example the famous Yablonovite) are sensit ive
to the defects which can squeeze or even destroy their band-gap.

2 The main principle of PC and SBS is the energy conservation (at least approximate) .
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Figure 1. Chiral lattice from parallel spirals.

Spirals are formed by plane broken loops (the split width and the wire
cross section radius p are much smaller than the loop radius r) . Loops are
connected by short straight wires as it is shown in Fig. 1. An analytical
model of the reflection and transmission properties of a single-layer grid
from such parallel spirals has been recently developed in [6) . Below we
use the results from [6) and restrict our theory by the case of normal
propagation: the eigenwave wave-vector {3 is directed along the z-axis (see
Fig. 2). We consider the wave propagation in both chiral and pseudochiral
structures as the propagation in a periodical quasi-stratified medium. In
[8) it was indicated that two planar dyadic~of reflection R+ (the reflection
from the left side of the single layer) and R_ (~e reflection from its right
side) and two planar dyadics of transmission T+ (the transmission from
the left interface to the right one) and T_ (the transmission from the right
to the left) completely determine the propagation factor of the eigenwaves
in a periodical structure of layers . These four dyadics also allow find the
eigenpolarizations. So, the eigenwaves of the periodic structure of arbitrary
layers (with never mind which inner structure of the layer) can be found
through the reflection and transmission characteristics of a single layer in
free space .

In this approximation we neglect the quasi-static interaction between
the layers. However, it has been known since long ago that the quasi-static
contribution into interaction of two parallel meshes is negligible compared
to the contribution of their plane-wave interaction (9) under the condition
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that the mesh period is not much larger than the distance d between two
meshes. We assume that the same law is correct for the grids of spirals.
Therefore, the approximation of wave interaction of parallel grids adopted
in [8] is also adopted in the present paper. Correspondingly, in our studies
the period b does not exceed d.

The model from [6] ·from which we take the explicit expression for all
these dyadics uses the theory of loop antenna arrays. This model satisfies
to the conditions of the energy conservation and reciprocity. The first of
these conditions can be written as two independent equations

IRxxI2 + ITxx l
2 + IRxyI

2 + ITxy l
2 = 1, IRyy l2 + ITyy l

2 + IRyxl2 + ITyx l
2

= 1.
(1)

The reciprocity principle requires the symmetry of both of two reflection
= T = =T

dyadics R± = R±, and relates two transmission ones T + = T _ (index T
denotes a transposal dyadic).

Due to chirality two reflection c~fficient~ofthe grid from parallel spirals
R+ and R_ are not the same and T+ and T _ are dyadics of general kind.
Only the xx-components of R+ and R_ are the same [6]:

R±x = 1 (2)
1 + j a + X2 + 2

j:;1
and xy-components have opposite signs

R~ = ±jX . = -R:y,
1 + [a + X2+ 2J:;1

where sign plus corresponds to the right-handed spirals and minus corre­
sponds to the left-handed ones . Here a = kblog(b/21rp)/1r, X = k1rr2 /a,
TJ = VJ-Lo/€o. X; denotes the loop input reactance (referred to its split)
which is calculated taking into account the electromagnetic interaction of
loops . The series representation for Xl we do not reproduce here is given
in [6]3. The yy-components of R+ and R_ also have opposite signs:

2

R~ = =f X . (4)
1 + [a + X2 + 2J:;1

and also one has

TYY - 1 - RYY T±xX = 1 + RX±x, rp;cy - RXY - T Yx
± - ± , .L± - ± - - ± .

All these coefficients are referred to ·t he plane in which the spiral axes are
located.

3 The radiation resistances of loops and of straight wire pieces cancel out in the grid
due to the regular arrangement of these elements.
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Figure 2. Pse udo-chiral grid from spirals with opposite handedness and propagation of
eigenwaves in a layered structure

Now consider an infinite set of pseudo-chiral grids . Such the grid can
be realized as two orthogonal arrays of parallel spirals: one array of right­
handed spirals and one array of left-handed ones with the same parameters
of spirals and same grid period b positioned in two parallel planes very
closely. Of course, two mutually orthogonal spirals will interact with one
another. However, in our model we do not take into account this interaction
and consider the reflection and transmission coefficients of such a pseudo­
chiral grid as a simple superposition of the corresponding coefficients of
two chiral arrays (see Fig. 2). Though this model is not strict it is much
simpler than the chiral SBS and it is useful to start with its study. Reflection
coefficients R+ and R_ turns out to be equal and als~T+ = T _. Elementary
consideration allows express components of Rand T of a pseudochiral grid
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b

Figure 3.

a

Chiral grid from canonical chiral particles

through R and T of a chiral one:

RXX _ RYY - R XX RYY n:r:y - RYx - 2Rxy
~ "'pseudo - pseudo - + - +, npseudo - pseudo - +

and

T,XX -TYY -l+Rxx+RYY T XY -TYx -0
pseudo - pseudo - + + , pseudo - pseudo - .

(5)

(6)

No rotation of the polarization plane occurs in the transmitted wave. In the
reflected wave the polarization rotates. However, when vectors -E and H
of the incident wave make the angle 45° with the spiral axes no polarization
occurs also in the reflected wave. In the coordinates 0 X'Y' turned by IT/ 4
with respect to the OXY -system the reflection dyadic is also diagonal:

, , y'y'
R~s~udo = Rpseudo = R 1 - jR2 , where

(7)

Relations (7) satisfy the energy conservation conditions as well as (5) and
(6) .

We also study below an infinite set of rectangular arrays of finite spirals
whose length (and diameter) is small compared to A. General formulas we
obtain for this case keep valid for arbitrary shape of such spirals, however
the numerical examples correspond to the so-called canonical chiral parti­
cles, widely studied in the theory of chiral composites, e.g. in [10]. A grid
from such particles is shown in Fig. 3.
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3. Pseudo-chiral SBS

In this case the dispersion equation takes the classical form of that of a
periodically loaded transmission line [11]:

cos (3d = cos kd + 2~ sin kd,

where Z is the sheet impedance of a single pseudo-chiral mesh referred
to its central plane and normalized to the impedance of the free space "I.
Relating Z with the reflection and transmission coefficients as Eq. (9) from
[8] allows one can then express Z through the parameters of a spiral:

Eigenwaves in this case have linear polarization and the polarization plane
makes the angle 45° with the axes of spirals.

In Fig . 4 we present an example of a dispersion plot of the pseudo-chiral
SBS, where the frequency of eigenwave is given in GHz and the propagation
factor (horizontal axis) is normalized (multiplied by din) . The geometrical
parameters of the structure are following: p = 0.2 mm, r = 1.5 mm, a = 4
mm, b = d = 8 mm, The first pass-band corresponds to the resonance of
Z which is the parallel-circuit one. The straight line is the dispersion plot
of free space, and the crossing of the lower dispersion branch with this line
indicates the resonance of Z when the currents in spirals are exactly equal
to zero.

The second dispersion branch practically repeats that of a lattice of
straight wires (when r = 0 and the other parameters are the same). This
fact reflects a common law for pseudo-chiral and chiral lattices from long
spirals: the presence of loops influences only to the frequency region around
the resonance of the sheet impedance. In practical cases this band is 0 <
W ::; WI, where WI = itc]d. Dispersion plot in the high-frequency regions
does not differ from the plot of a conventional wire medium.

In the example illustrated by Fig . 4 the effective inductance L per unit
length of a spiral is high due to the mutual coupling of loops . By varying
the spiral step one can tune the shape of the first dispersion branch so that
it repeats the second one, and one obtains two identical dispersions in two
different frequency bands.

If one increases a the resonance pass-band becomes narrower. In Fig.
5 the case p = 0.2 mm, r = 1.5 mm , a = 50 mm, b = d = 5 mm is
presented, when the relative width of the mini-band is 2%. If a > 50 mm
the mini-band stops to shrink since the inductance L attains its minimum
(the self-inductance of a single loop).
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Figure 4. Dispersion plot for normal propagation through a pseudo-chiral lattice with
parameters of a spiral p = 0.2 mm , r = 1.5 mm, a = 4 mm , b = d = 8 mm.

One also can reveal interesting effects when decreasing the spiral step.
The case p = 0.2 nun, r = 1.5 nun, a = 0.5 nun, b = d = 5 mm is
illustrated by Fig . 6. The inductance L here is very high (and is close to
that of a perfect solenoid) and the capacitance between adjacent loops is
also very high. As a result, the resonant frequency attains the value 51
MHz. At this frequency the lattice periods are smaller than 10-3 A. It is
known, that the surface of the half-space filled by SBS of arbitrary kind
behaves as a magnetic wall at the upper edge of the low-frequency stop­
band. In our case this upper edge is 51 MHz. Positioning the lattice of
finite thickness over the ground plane we can expect that at the frequencies
between 40 - 50 MHz (near the edge of lower stop-band) the reflection
properties of the whole structure will be close to those of a half-space if
the lattice contains, for example, 10 - 20 periods. Therefore, the reflection
coefficient must be close to +1 at these frequencies . However, the thickness
of the structure is of the order A/100. This is an exciting result". Another
interesting feature of the same plot is the very narrow mini-band at 30 GHz.
In the case under consideration the magnetic currents in the loops dominate
in the range 0 - 30 GHz, and it leads to the dramatic transformation of the
second ("wire-medium") dispersion branch. Within the band 25 - 30 GHz
the reflection coefficient of a single grid is close to -1. One can conclude
that this dispersion branch corresponds to the Fabry-Perot resonance. In

4 For comparison: the usual thickness of a structure modelling the magnetic wall over
the ground plane is >../4.
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Figure 5. Dispersion plot for normal propagation through a pseudo-chiral lattice with
parameters of a spiral p = 0.2 mm, r = 1.5 mm , a = 50 mm, b = d = 5 mm.

this way one can obtain the very high selectivity of the frequency filtering.
The case from Fig . 6 corresponds to the relative bandwidth of transmission
0.0012.

4. SBS from small chiral particles

In order to understand better the behavior of chiral SBS from infinite spirals
let us first consider the lattices from small uniaxial chiral particles. Let the
particles be identical and oriented in parallel along the y-axis . Periods in
the plane (x - y) are a x b as it is shown in Fig. 3. Then any reference
particle has electric and magnetic dipole moments p = PYo and m = myo.
These can be expressed through the y-component of the local field:

m

P = E loe + H
loe

aee y a em y ,

E loe + H loe
ame y a m m y .

(9)

(10)

Local field is that produced by all other particles but the reference one at
the phase center of the reference particle. Electric dipoles in the chosen
geometry of the lattice do not contribute into H~oe and magnetic dipoles
do not contribute into E~oe. Then the local field can be expressed through
the known interaction factor C of the rectangular dipole lattice that has
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Figure 6. Disp ersion plot for normal propagation through a pseudo-chiral lattice with
parameters of a spiral p = 0.2 mm , r = 1.5 mm , a = 0.5 mm, b = d = 5 mm,

been calculated in [3]:

where

E 10c - Cpy - , (11)

C
. k3 fJw sinkd= a+J-- + - . (12)
671'fO 2ab cos kd - cos f3d

Here a is a real value , which can be evaluated explicitly as a series sum [4].
For this parameter a good closed-form approximation has been obtained
for the case a = b in [3]

[
cos (~) _ . (~)]

(
...!sE:..- ) sin 1.438 .
1.438

Substituting (11) into (9),(10) and taking into account an important iden­
tity derived for chiral particles in [10]

(13)

we obtain the dispersion equation in a form

( amm)1 - C a ee +7 = o.
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Substituting (12) into this equation and taking into account another im­
portant relation [12J:

(
1 ) k

3

Im = --,
aee + 7 611"100

we obtain the following dispersion equation in form

cos (3d = cos kd + 2~ sin kd. (14)

Here we have denoted

Re (aee+~) -Q'

f = 4ab '7

TJW

Equation (14) is again a classical form of dispersion equation, and it looks
like strange for chiral lattices. It is well-known that uniaxial chiral me­
dia possess two elliptically polarized eigenwaves with different propagation
factors [13J , and there is no physical reason for the mode degeneration
appearing in our case. At low frequencies our model must match with the
theory of a continuous chiral medium. Let us consider the predictions of
this theory.

The constitutive equations for a reciprocal uniaxial chiral medium are
given by [13J:

D €Of ' E + jJ€oJ-Lo~ . H,

B = J-Loll · H - jJ€oJ-Lo~' E .

(15)

(16)

1
Namm - 3N2J-LoF

J-Ly= + D 'J-Lo

If the host matrix is free space the material parameters are following dyadics

f = XoXo + ZOZo + €yYoYo , Il = XoXo + ZOzo + J-LyYoYo and ~ = XoXo +
ZOzo + ~yYoYo , where for lossless case lOy, J-Ly and ~y are real values. The
Maxwell Garnett model has been developed for this medium in [14J. It
allows express lOy, J-Ly and ~y through individual particle polarizabilities and
particles concentration N :

1
Nae e - 3N2€oF

€y= + D '
100

(17)

F = ~ aeeamm - aemame .
9 €oJ-Lo

~y = ± Nlaeml .
J€oJ.LoD

In the last equation signs + and - correspond to right and left helices,
respectively. In (17) we have denoted

D - 1 N (aee amm ) N 2 F- -- -+-- + ,
3 100 J-Lo



(18)

(19)

(21)
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Relation (13) means that F = 0 that simplifies (17).
In [13] it was shown that the propagation factor of both eigenwaves in

uniaxial chiral medium is determined by two parameters A±:

A± = ~ ± J~(J1.Z - fz)2 - ~2
The same parameters determine also the axial admittance and the ellipse
of polarization of eigenwaves. For eigenwaves propagating along the z-axis
one has from [13]

Yaxial _ H y± - j~(A )± ----- ±-fy ,
Ey± TJ

E± = G [y'A±(A± - fy)Xo + jPyo)] , (20)

where G is an arbitrary scalar value and P = ~y . From (17) one has P = I~yl

or P = -I~yl for right-handed or left-handed chiral media, respectively. Now
let us prove that one of the eigenwaves has the propagation factor which
equals simply to the free space wave-number k, and this is the wave of
left-polarization for the case of right-handed spirals (and vice versa) .

Substituting relations (17) into (18) we easily obtain A_ = 1 that proves
the first assertion. From (20) we have

E_ rv (E;xo + jE;;yo),

where E; = (l-fy ) < 0 and E;; = I~I > 0 that proves the second assertion.
For the other eigenwave one has

E+ rv (E:xo + jE:yo),

where E; = ..jfy + J1.y - 1(J1.y - 1) > 0 and E: = I~I > 0, so, its po­
larization is right-handed. This eigenwave interacts with the right-handed
chiral particles, whereas the left-handed eigenwave does not . The strange
absence of interaction can be explained in the following way: the particle
polarization by local field consists of two parts: that due to Etoe and that
due to Htoe • For eigenwave with left-handed polarization the phase relations
between Etoe and Htoe are so that these two parts cancel out. To prove it
mathematically one can use the Clausius-Mossotti equations to find the
relation between local electric and magnetic fields:

E loe E +!3J.::...z- -~ - y- 3eo
1oc - Hloe - H + M y_ '

y- y- 3/JO

together with the substitutions

Py- = (fy - I)Ey_ + j~yHy_ ,
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Figure 7. Dispersion plot for normal propagation through a chiral lattice from small
particles. Case I = 2r = 2 mm , P = 0.2 mm, a = b = d = 6 mm.

Then one can substitute (19) into (21) (taking into account that A_ = 1)
and check that two expressions in prances in both equations (following from
(9) and (10))

p = (aeeZl~c + aem) H~oc,

m (-aemZl~c + amm) H~oC

(22)

(23)

are identical zeros. So the particles are not excited by this wave in a
continuous chiral medium. The same situation is hold for chiral lattices.

In our numerical examples we used the model of a canonical chiral
particle developed in [10], which can be approximately considered as a
uniaxial particle if the length of an arm I exceeds the radius of a loop
r, We have found that the influence of chiral lattice from small particles
depends on the relation between the edge of the first pass-band WI = cn jd
and the frequency of particle resonance Woo If Wo < WI as in Fig. 7 (main
particle parameters are I = 2r = 2 mm, p = 0.2 mm, lattice parameters
are a = b = d = 6 mm) one obtains a narrow stop-band at low frequencies ,
and the lattice behaves as a rejecting filter. If Wo > WI as in Fig . 8 (main
particle parameters are 1= 2r = 1 mm, p = 0.1 mm, lattice parameters are
a = b = 4 mm, d = 12 mm) one obtains a very narrow mini-band within the
stop-band, when the lattice behaves as a high-quality transmitting filter .
The mini-band belongs to the resonant band of particles and corresponds
to the Fabry-Perot resonance.
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Figure 8. Dispersion plot for normal propagation through a chiral lattice from small
particles. Case I = 2r = 1 mm, P = 0.1 mm, d = 2a = 2b= 12 mm .

5. Chiral SBS from infinite spirals

Let us now discuss the results obtained for chiral lattices of long spirals
(see Fig . 1). In this case the theory from [8] gives two following equations
for two coupled modes (notations A± refer to the complex amplitudes of
modes with forward and backward propagation, respectively):

(1 ., T _e-j(k-13)d) . A+ - e- j kdR+ . A_ 0,

(1 - T +e-j(k+13)d) . A_ - e-j kdR_ . A+ = 0

(24)

(25)

Equating the determinant of the system (24)-(25) (which is a set of four
scalar equations) to zero we obtain a complex dispersion equation. Its solu­
tion allows find the eigenpolarizations taking into account that A+ ~ A_
when the sign of {3 is inverted.

The dispersion equation at each frequency has two different roots. It
is not surprising that one of them turns out to be trivial {3 = k at every
frequency. Corresponding eigenpolarization is the left-handed elliptical one
for right-handed spirals, the wave does not interact with the lattice. An­
other root turns out to be equal to the root of the dispersion equation (8)
obtained for a pseudo-chirallattice. Now, the frequency selectivity revealed
in pseudo-chiral lattices is combined with the polarization selectivity, and
the polarization filter-transformer mentioned above can be fulfilled in the
needed frequency bands. Note , that the lattice from small chiral particles
allows realize such the polarization transformation, too. However, the struc-
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ture with long spirals is preferable (the resonance of a small chiral particle is
a series resonance and corresponds to the high level of resistive losses which
are negligible in long spirals from copper or silver) . The part of the incident
wave field which corresponds to the eigenwave with no interaction will,
probably pass through the lattice of small spirals without losses. However,
the other part which corresponds to the interacting wave will be reflected
with big losses. Meanwhile, the stop-band in the medium from long spirals
is the usual low-frequency stop-band of wire media, when the currents in
the wires are not very high, and the losses should be insignificant. This
structure is more adequate to a lossless photonic crystal. When the radius
of the spiral is getting small (practically, smaller than p) the dispersion
plot of a chirallattice transits into corresponding plot for a wire medium
at all frequencies. The eigenpolarizations degenerate in this case into linear
ones: the right-handed transforms to the x-polarization (parallel to the
wires), and the left-handed transits to the y-polarization (orthogonal to
the wires) .

6. Conclusion

In the present paper one has developed explicit analytical models for lattices
from pseudo-chiral grids and small chiral particles and also a semi-analytical
model for a lattice from grids of parallel spirals. As a conclusion one can
simply list the main properties of these structures:

In uniaxial chirallattices from infinitely long and from very short per­
fectly conducting spirals one eigenmode propagates as in free space . If
the spirals are right-handed the polarization of this mode is left-handed
and vice versa;
Dispersion of another (interacting) eigenmode in chiral lattice from
infinitely long spirals does not differ from dispersion of an eigenwave
in the corresponding pseudo-chiral lattice;
Filtering with extremely narrow frequency band is possible due to
Fabry-Perot resonance which can be obtained in all the structures
considered above;
The interface of a lattice from infinite spirals whose step is small with
respect to its radius behaves as a magnetic wall at very low frequencies
(lattice period is 100 - 1000 times smaller than the wavelength in free
space);
If the plane wave illuminates the interfaces of a chiral lattice, and
the frequency belongs to the stop-band of the interacting mode, the
incident wave splits onto two parts with different elliptic polarizations.
The component left-handed polarization (in the case of right-handed
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spirals) propagates in the lattice without losses, whereas the right­
handed one is totally reflected.
The structures from infinite spirals are very sensitive to small devia­
tions of the spiral step. It allows to control their dispersion properties
mechanically (pulling and squeezing the spirals).
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ADVANCED COMPUTATIONAL METHODS FOR
ELECTROMAGNETIC WAVES INTERACTION WITH
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EFFECTIVE ELECTRON MODEL OF THE WIRE HELIX

EXCITATION AT MICROWAVES: FIRST STEP TO

OPTIMIZATION OF PITCH ANGLE OF HELIX

LV. SEMCHENKO, S.A. KHAKHOMOV,
and E.A. FEDOSENKO
Department of General Phys ics, Gomel State University
Sovyetskaya Str. 104, 246019, Gomel, Belarus

Abstract. A possibility to use the helical mod el of molecules for th e description of inter­
action of electromagnetic waves with the artificial chiral media is shown. An analytical
mod el, allowing to calculate elect ric dipole moment and magneti c mom ent, induced in
the helix under the act ion of the incident electromagnetic wave, is formed. On the base
of present model the evaluat ion of effect ive parameter of magneto-electric coupling for
single helix is performed . T he optimal pitch angle of loops of helix elements of artificial
composite media is ca lculate d , which ensur es the maximum values of average chirality
paramet er. It is shown, t hat optimal pitch angle strongly depends on the number of loops
of helix. For example, if t he helix consists of a few loops, the optimal pitch angle is close
to 2-5 degrees with respect to plan e which is perpendicular to axis of helix .

1. Introduction

At present time various methods for description of interaction of electro­
magnetic waves with artificial chiral media are used . One of the primary
tasks is to calculate the effective parameters of artificial composite struc­
ture, taking into account electric and magnetic properties of host media
and chiral properties of metallic helical inclusions.

The first possible method is based on using of the integral equations of
electromagnetics. This method allows to calculate distribution of current
in the single helix and to find the radiated fields [1]-[4]. Advantage of this
method is accuracy, however this method is sufficiently complex even in the
case of the single helix . It is necessary to take into account that in artificial
chiral media the helix concentration of about 70/cm3 is achieved [5]. To use
the method of integral equations in this case is much difficult.

Second possible method is based on using of mathematical model, ac­
cording to which the metallic helix can be considered as a combination
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x

Figure 1. Orientation of axes of microhelices in anisotropic chiral media.

of the rectilinear conductor and flat round loop (so called "wire and loop
model") [3,4,6] . The approximate calculation of components of a polaris­
ability tensor of single helix in electric and magnetic fields of incident wave
are possible. After an averaging procedure in the volume we can determine
the effective parameters of artificial chiral media. Defect of this method is
not taking into account a pitch angle of the helix (or angle of winding of
loops), because the helix is considered as a flat loops.

In our paper a possibility to use the helical model of molecules [7] for the
description of interaction of electromagnetic waves with the artificial chiral
media is shown. An analytical model, allowing to calculate electric dipole
moment and magnetic moment, induced in the helix under the action of
the incident electromagnetic wave, is formed . On the base of present model
the evaluation of effective parameter of magneto-electric coupling for single
helix is performed. The optimal pitch angle of loops of helix elements of
artificial composite media is calculated, which ensures the maximum values
of average chirality parameter. It is shown, that optimal pitch angle strongly
depends on the number of loops of helix. For example, if the helix consists
of a few loops , the optimal pitch angle is close to 2-5 degrees with respect
to plane which is perpendicular to axis of helix .

The obtained optimal pitch angle of helix has been compared with same
parameter of helices which were used in experimens in Technical University
of Braunschweig, Germany [10] and University of Stellenbosch, South Africa
[51·

2. Theory

Methods to design and manufacture artificial chiral media with uniaxial
structure were recently described in [5]. It was proposed to wind thin wires
around Nylon threads, to align these microhelices and then to cast them
into epoxy resin . In this case the permittivity and chirality of the effective
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Figure 2. Orientation of E vector relatively to axis of microhelix.

medium are characterized by uniaxial tensors, the axis of which is oriented
along the direction of the parallel Nylon threads (see Fig.L).

The electomagnetic field of incident wave influences on electrons of
metallic helices. The electric dipole moments which caused by magnetic
field and magnetic dipole moments which caused by electric field can be
explained by classical electron theory and helical model of molecules [7].
The equation of electron motion in this case has the form:

mil = -ks + ,V - eE cos () sin a (1)

(2)

where s is displacement of electron along helix, v = s is velosity of electron
along helix, m is electron mass, e is elementary electrical charge, k is effec­
tive coefficient describing a quasi-elastic force which effects on electrons in
the opposite direction of their displacement,

e2

1= 6ncoc3

is coefficient characterising the dissipative forces caused by radiation of
helix (radiation losses) , cO is electric constant, c is speed oflight in vacuum.
Here we consider the helix as perfectly conducting chiral particle and the
dissipative force is mainly due to radiation losses.'

The angle between a vector E of electric field of wave and axis of helix is
() (see Fig.2). Therefore the component of electric field along helix element
in any it 's point is equal to

Es = E cos()sin a, (3)

1 In [8) the Lorentz electron theory has been modified and term !dis = ')' ii for dis­
sipative force has been introduced instead of term !dis = -')'1V with other effect ive
coefficient ')'1 . The basic condition which the polarizabilities of all bi-anisotropic particles
must satisfy to has been obtained in the work [9). This condition implies the lossy term
in the Landau form , too.
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where a is angle of helix rise relatively to plane which is perpendicular to
axis of helix.

For time-harmonic fields with

E = Eoe- j wt

the solution of equation (1) has the general form

s = soe- j wt

(4)

(5)

The displacement of electron along helix is

- eEocos 0 (w5 - w2 + jw3r ) sin a -J'wt
s= e

m ((w5 - w2)2+ w6r 2)

where Wo is resonance frequency and

(6)

k 2-=wo,
m

'Y-=r.
m

(7)

The current density can be represented in the the form

J = pv = -eNv (8)

where p = - e8(r) is volume density of charge in the case of single electron,
8 is Dirac delta function, N is effective concentration of electrons of con­
ductivity which move along helix trajectories. The component of current
density which oriented perpendicularly to helix axis is

J1.. = fJV1.. = po; cos a

_ ds _ . jweEocosO (w5 - w2 + jw3r) -jwt
Vs - - - sm o ) e

dt m ((w5 - w2)2+ w6r 2

is electron velosity along helix,

(9)

(10)

(11)
rq

v1.. = Vs cos a = Vs J 2 2
r q + 1

is component of velosity which is perpendicular to axis of helix, r is radius
of loop of helix . Parameter q depends only on the geometry of the helix: it
is determined by the pitch P of the rotation along the Z axis

(12)

(13)

Magnetic moment for single electron which is caused by electric field along
X axis of helix is

1 J 1m x = -2 re8(r)vs cosadY = -2er v1..

(V)
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(15)

(16)
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Taking into account (10),(11) for single electron we obtaine

e2 r2q jw (w5 - w2 + jw3r )E () -jwt
m x = - - 2 0 cos e .

2m r2q2 + 1. (wo - w2 ) + w6r 2

The electric dipole moment induced by the electric field is equal

_ . _ e2 1 w5 - w2 + jw3r E -jwt
Px - -es sin a - - 2 2 (2 2) 6r2 0 cos (}e .m r q + 1 Wo - W + W

Let us consider the influence of magnetic field on electron motion into
helix. From Maxwell's equation

f Edl = - :t JBdS
(I) (8)

taking into account that E vector should form with ~ vector left-handed
system and magnetic field is time-harmonic H = Hoe- j wt we obtaine the
following expression

E 1 . IT {3 -jwt (17)az = "2JwrJ.tOilO cos e

where {3 is angle between H vector and helix axis, Eaz is azimuth component
ofE.

After solving the electron motion equation

mil = -ks + I'V - eEaz cos a (18)

(19)

(20)

the displacement of electron along the helix under magnetic field influence
can be found :

er w2 - w2 +J'w3r .. 0 IT {3 -Jwt
S = --JW 2 J.tOilOcosacos e

2m (w5 - w2 ) + w6r 2

The electric dipole moment for single electron excited along helix axis
under magnetic field influence has the form

Px = -essina =
2 2 2 2 + . 3re r q , Wo - W JW IT {3 -jwt- JW J.tOHO cos e

2m r2q2 + 1 (w5 _ w2 ) 2 + w6r 2

The magnetic moment induced by the magnetic field along helix axis

1
mx = -"2ervx cos a =

2 2 2 2 2 + ' 3re 2 r q 2 Wo - W JW IT {3 - jwt
-r W J.tOilOCOS e
4m r 2q2 + 1 (w5 _ w2 ) 2 + w6r 2

(21)
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The X axis projections of electric and magnetic
microhelix can be represented in the following form

S 1N VS
Px = 2 Px ,

moments of single

(22)

(23)S 1N VS
m x = 2 m x

where N is effective concentration of electrons of conductivity which move
along helix trajectories, VS is volume of single microhelix. The effective
concentration will be determined below. Factor ~ takes into account, that
the current distribution in microhelix is close to a linear function, vanishing
at the wire ends.

The single microhelix as small particles of complex shapes can be charac­
terized in the bi-anisotropic approximation by dyadic electric and magnetic
polarizabilities, which define the bi-anisotropic relations between induced
electric and magnetic dipole moments pS, m" and external electric and
magnetic fields E, H [10]-[13] :

pS = '5ee ' E + '5em . H

m " = '5m e ' E + '5m m . H
(24)

(25)

Due to the reciprocity principle, the cross-coupling coefficients '5em and
'5m e are related to each other as:

(26)

(27)

This relation is coupled with the determination of magnetic moment which
is used above (see Equation (13». Also, the dyadics '5ee and '5m m are
symmetrical:

The described model allows to calculate electric and magnetic moments
of single helix.

Let us consider, for example, dielectric material consists of 5-turn Cop­
per wire helices [10] , concentration of which in a sample is n s = 4.106 m - 3.

The helices have a nominal radius r = 0.92 mm and pitch P = 0.37 mm.
The parameter q = ~ = 16.97.103 radn/rn. The length of 5-turn helix is

£S = 5PJr2q2 + 1. (28)

In considered case £S = 28.93 mm.
The resonance exitation of current in helix takes place in case when

length of helix is approximately equal to half of wavelength of electromag­
netic field in medium

(29)
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Here e is mean value of permittivity of chiral medium, WQ is resonance
frequency of elect romagnetic waves and c is speed of light in the vacuum.
The expression (29) allows to represent a resonance frequency as function
of helix length. For material which was investigated in [10] the resonance
frequency is equal WQ = 2.64.1010 radn/s, that corresponds to the mean
value of permittivity e = 1.52.

3. Analytical results

The cur rent in the center of helix we can find as follows [15]

Here

(30)

(31)



252

is the electromotive force generated by the incident electric field at the
center of helix ,

(32)

(33)

is full height of helix , Zl and Zw are loop and wire antennas input impedances
for canonical helix [12]-[15], n is number of loops of helix.

If terms of the order (kl)5 and higher-order terms are neglected, the
input admittance of a linear wire antenna can be expressed as [14]

. kl [ 2 2 F . 3 3 1 ]
Yw = -271") 17Wdr 1 + k I 3" +Jk I 3(0 _ 3)

where the parameters are

1.08
F=1+

0_ 3,
21

0= 2log­
ro

(34)

Wdr = 2 log :0 - 2, 17 = IFf (35)

Here the current distribution function has been approximated by a second­
order polynomial. Approximate formula for the input admittance [14] :

j [1 2 2]
Yi = 7r17 Ao + Al + A2

with the first three Fourier coefficients

(36)

Ao = ~ [log ~: - 2] + ~ [0.667(ka)3 - 0.267(ka)5]

+j [0.167(ka)4 - 0.033(ka)6]

Al = (ka - :a) ~ [log ~: - 2] + ~ [-0.667(ka)3 + 0.207(ka)5]

+j [0.333(ka)2 - 0.133(ka)4 + 0.026(ka)6]

A2 = (ka - -!.) ~ [log 8a - 2.667]
ka 7r ro

+~ [-OAka + 0.21(ka)3 - 0.086(ka)5] + j [0.05(ka)4 - 0.012(ka)6] (37)

where k = wJ€ii is the wave number in the background medium, I = ~ is
a half of length of canonical helix wire, ro is a radius of wire. The wire and
loop antennas input impedances are inverses of the admittances: Zl = l/Yi ,
Zw = l/Yw.



(38)

(39)
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The comparison of relations (8) , (23) and (30) allows us to obtaine the
effective concentation of electrons of conductivity which move along the
helix trajectories.

The following relation for magnetic moment caused by electric field in
single helix is obtained

1rr2L S

Ex
4(ZI + Zw)yr2q2 + 1

where X axis is oriented along axis of helix , r is radius of loop, L S is full
length of helix.

In proposed model is assumed that the current in helix decreases from
center to ends as linear function (vanishing at the wire ends) . The following
supposition is used also: the full length of helix is approximately equal to
),,/2, where X is wave length of electromagnetic field in this medium. This
assumption allows to express the radius of canonical helix a with the help
of parameter q:

1 [).. 21r]a-- ---
- 21r 2n Iql

where n is number of loops of helix and values of q satisfy to following
inequality

I I
41rn

q >­x

4. Calculation according obtained effective electron model

(40)

The parameter of magneto-electric coupling arnein the general case can
be described as dyadic. The dependences of real and imaginary parts of
component a;;eon pitch angle are presented in Figs. 3,4. In this case the
helix consists of one loop only.

From the analysis of figures we can conclude that the dependence of
imaginary part of a;;e on pitch angle is nonmonotonic. We can see also
that at the pitch angle which is close to 18 degrees the imaginary part
of parameter a;;e changes the sign and reaches the minimal and maximal
value. The imaginary part of parameter a;;e is responsible for the turn of
polarization plane of electromagnetic waves in artificial chiral medium. The
dependence of real part of a;;e on pitch angle is also nonmonotonic but has
the same sign for all values of pitch angle . The maximal value of the real
part corresponds to the pitch angle nearly to 18 degrees. The real part
of parameter a;;eis responsible for circular dichroism of electromagnetic
waves in artificial chiral medium. We have obtained that optimal param­
eters of helices considerably depend on the number of loops of helix. The
results of analitical calculations are presented in Table 1.
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In previous experimental investigations which were performed in Tech­
nical University of Braunschweig, Germany [10] , were used the 5-loop mi­
crohelices with pitch angle nearly to 4 degrees which is close to optimal
values calculated accordingly our model.

For other hand, in experimental researshes which were performed in
University of Stellenbosch, South Africa [5] were used, for example, the
2-loop microhelices with pitch angle nearly to 20 degrees, radius of loop
about 0.6 mm, radius of Cooper wire about 20 micron, pitch about 1.5 mm
and full length of helix about 8.47 mm. However, the optimal pitch angle
for such helix according to our model is equal 8.6 degrees. This pitch angle
is far from angle which was used in experiments [5] . The value of Ima::e
according to our model is equal 5.17.10-12 o~~ for pitch angl e 20 degrees,

and optimal value is equal -4.49.10- 10o~~ for pitch angle 8.6 degrees .
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TABLE 1. Helices with various number of loops and constant
L' = ~ = 28.93 mm

Number Optimal pitch Radius Height of helix Value of

of loops angle 0, of loop , H S = LSsino, Imo:::'. ,

degrees mm mm m3

Ohm

1 18.7 4.36 9.28 5.34.10-9

2 1.7 2.3 0.85 1.44 .10-9

3 2.4 1.53 1.24 -6.6 .10-9

4 3.2 1.15 1.61 5.59 .10- 9

5 4 0.92 2.02 -4.29 .10-9

6 4.8 0.76 2.42 -7.04.10-9

5. Conclusion

A possibility to use the helical model of molecules for the description
of interaction of electromagnetic waves with the artificial chiral media is
shown. An analytical model, allowing to calculate electric dipole moment
and magnetic moment, induced in the helix under the action of the inci­
dent electromagnetic wave, is formed . On the base of present model the
evaluation of effective parameter of magneto-electric coupling for single
helix is performed. The optimal pitch angle of loops of helix elements of
artificial composite media is calculated, which ensures the maximum values
of average chirality parameter. It is shown , that optimal pitch angle strongly
depends on the number of loops of helix . For example, if the helix consists
of a few loops , the optimal pitch angle is close to 2-5 degrees with respect
to plane which is perpendicular to axis of helix .
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TRANSMISSION AND REFLECTION OF ELECTROMAGNETIC

WAVES BY THE PLANE STRATIFIED STRUCTURES

POSSESSING GYROTROPIC PROPERTIES

A. N. BORZDOV
Department of Theoretical Physics,
Belarussian State University
Fr. Skaryny avenue 4, 220050 Minsk, B elarus
Fax: + 375- 17-226 05 30; ema il: boralex@bsu.by

Abstract. An approach to introduction of effective constitutive tensors of the periodic
layered systems, bas ed on the approximate calculation of the char acteristic matrix of the
un it cell with the help of Campbell-Hausdorff series [1), is used for analysis of the plane
stratifi ed bianisotropic st ruct ures . These structures can possess gyrotropic (bianisotropic)
properties even in a case, when layers are nongyrotropic (form gyrotropy) . It is shown
that by using the presented approach, the effects of form gyrotropy (bianisotropy) can be
explained in terms of th e th eory of effective paramet ers. The possibilities of int roduction
of effective material te nsors not dependent on the param eters of incident wave, and also
the accuracy of different approxima t ions will be discussed. Previously obtained theoretical
results are ver ified by means of exte nsive computations of t ra nsmission and reflection
of plane electromagnet ic waves by systems at hand for different planes and angl es of
incidence.

1. Introduction

One of the most fruitful approaches in the theory of propagation of waves in
multilayered media is the operator formalism based on the use of intrinsic
representation of vectors and operators. It enables one to find compact
coordinate-free formulae for very complex systems and to avoid the cum­
bersome calculations required by usual components techniques and caused
mainly by the necessity of adopting a different coordinate system for each
different layer.

In this paper we use this formalism to find the effective material tensors
of the medium formed by a periodic set of plane bianisotropic layers with
different thicknesses l« (n = 1,2, . .. N, where N is the number of the layers
which constitute the unit cell). These tensors are similar to the effective
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tensors of permittivity e, permeability f.L and pseudotensors of gyrotropy a,
(3 of homogeneous medium, and coincide with them in the long wavelength
approximation. The effective tensors introduced in this paper can be very
handy, for example, for analysis transmission and reflection of electromag­
netic waves by multilayered bianisotropic systems, especially periodic ones.
In general, these tensors destine more for describing properties of systems
as a whole, rather than for analysis of propagation of waves inside the
systems.

In recent years attention has been frequently focused on the study of the
effective properties of plane stratified periodic media. In doing so most often
a long wavelength approximation is used. For example, in [2] the coordinate­
free formulae for the effective tensors of permittivity €, permeability f.L and
pseudotensors of gyrotropy a, (3 of the plane stratified periodic bianisotropic
systems of the most general type were obtained. But it is well known [3],
[4] that some systems composed from nongyrotropic layers can possess
gyrotropic (bianisotropic) properties due to their specific structure (i.e.
possess form gyrotropy). Phenomena of this kind cannot be explained in
the framework of a long wavelength approximation. To treat such problems
it is necessary to extend the wave band, in which the effective tensors can
be used: One way of doing this is to employ an approach [5] , based on the
approximate calculation of the characteristic matrix of the unit cell with
the help of Campbell-Hausdorff series (section 2). Recently it was shown
that by using this approach the effects of form gyrotropy (bianisotropy)
can be really explained in terms of the theory of effective parameters (see
[6]- [8], for example).

The main purpose of this paper is to introduce the above mentioned
effective material tensors of the medium, feasible for the use in the wide
wave band. By means of numerical calculations for the transmission and re­
flection tensors we also show that form bianisotropy can be really explained
in terms of the theory of effective parameters.

In what follows we assume for materials of the layers the following
constitutive relations, written in matrix form

(1)

where Cn , f.Ln and an, (3n are the dielectric permittivity, the magnetic perme­
ability tensors and the pseudotensors of gyrotropy, respectively. If Cn , f.Ln,
an, (3n (n = 1,2, . . . N) are complex nonsymmetric tensors, then equation
(1) describe an absorbing anisotropic and gyrotropic medium, subject to the
influence of external electric and magnetic fields and elastic deformations.
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2. Effective Material Tensors Of
Bianisotropic Multilayered Systems

A great variety of methods is used to introduce the effective material tensors
of one-dimensional structures. For example, approaches originating from
experimental methods of measurement of effective material parameters are
discussed in [9]. The characteristic matrix technique employed here is based
totally on the use of exact solutions of Maxwell equations.

The characteristic matrix P = exp (ikoIM) of a layer with thickness I
relates the six-vectors (E, H)T at the layer boundaries (ko = w/c). The
matrix M can be written in the form [10]

M = TqQx (R - Ex) Tq ,

( 0 _qX) (0 _bX )
Qx = qX 0 ,Ex = b X 0 '

(2)

(3)

i; = e - «; e = (~ ~) , Nq = R;IQ (R - Ex), Q = (q ~ q q ~ q) ,

(4)
where the operator R;;1 is the inverse to the operator

R= (eql aql ) (5)
q I3ql J.Lql '

eq = qsq, J.Lq = Qj.Lq, a q = qoq, I3q = qf3q.

Here, q Xis the antisymmetric dyadic dual to the unit normal of the bound­
aries of q, b is the tangential component of refraction vector m [12],[11]'
and q 0 q is the dyad (defined by the dyadic product 0 ) and 1 is the unit
dyadic.

In the case of a strcture formed by two alternate layers with different
thicknesses In and different sets of tensor constants en, J.Ln , an , I3n (n = 1,2) ,
the characteristic matrix of the unit cell has the form

where L = II + I2 is the system period and M is matrix, defining effective
material tensors.

Note, that matrices exp (ikoI2M2) and exp (ikoltMd in general case
do not commute. As a consequence for the left-incident and right-incident
waves we must use different material parameters. Of course, in the long
wavelength approximation, characteristic matrices commute and (6) defines
the usual constitutive tensors, the same, as obtained in [2], for example.
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The matrix (6) can be expressed in terms ofthe layers parameters with
the help of Campbell-Hausdorff series [1] as follows

M = (~ ~) = fIMI + 12M2+ ifI1T~2 [M2 ' MIl - (7)

1T2hl2
3,X2 {fI [[M2' MIl ,MIl + 12 [[Ml> M2] ,M2]} +...

where In = in/Lis the relative thickness of the n-th layer, ~;{=I In = 1,
and [M2,M I] = M2MI - MIM2. If 1Tin /'x « 1, then the series (7) converges
rapidly and one can drop the remainder of it after the k-th term. Here for
the sake of simplicity we have limited our consideration by three terms of
series. The first and the second terms correspond to the long wavelength
limit.

The tensor parameters A, B, C, D can be directly used for the analysis
of the wave propagation in the considered system, for example for finding
the reflection and transmission tensors [11] (see section 3).

For the sake of simplicity we assume q to be the left and the right
eigenvector of each of the tensors en, /Ln, D:n,{3n (enq = qen == enqq,· · ·).
Besides, we shall use in (6)-(7) the matrices MI,MlI,M2I, describing the
transformation of the tangential components of the field vectors, instead of
M , MI, M2, describing the transformation of the full six-vectors. In the ma­
jority of applications this is permissible. Under above-mentioned conditions
we have:

T = (~ ~) , I = 1 - q ® q ,

where n;q is the transpose operator, and a = bq" ,

[M2I' MlI] = Qx [n2I - .D.(a)] T,

where

(8)

(9)

(10)

(11)

(12)

and nnI = T'RnT, n = 1,2.
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In the same way one can derive formulae for the systems comprising
more than two layers in the unit cell.

2.1. CORRECT INTRODUCTION OF EFFECTIVE MATERIAL TENSORS

Though effective material tensors generally are not constitutive tensors, we
shall denote them as e, J.L and a , (3.

For the correct introduction of material tensors of the medium equiva­
lent in the considered approximation to the system at hand, the matrix M[
is bound to depend on the effective tensors, angle and plane of incidence in
the same way as in the homogeneous medium. From (7)-(12) it follows that
these conditions are met if ~(a) = O. In this case we can find the effective
material tensors in the same way as in [6]

(
C a) ( . 1f'

l
2 )R= (3 J.L =7 ftR1+hR2+zftTR21 7+RqQ,

with
u, = (ft R lq1 + h R "2n -1 . (15)

For example, ~(a) = 0 if ~L = ~R = O. That takes place provided [6]

R2IR2q = RlIR1q, R2qR2I = R1qRlI' (16)

Note that both relations (16) are equivalent if a i = (3i = O. Even so it is
rigid enough requirement, signifying that tensors ClI and C2I, J.L1I and J.L2I
are bound to have the same eigenvectors.

Of course, the above mentioned conditions need not be met exactly with
regard to approximate nature of method. We can find estimates 1I~L11 and
II R21II instead. It should be more than sufficient if II~LII , II~RII are far less
than IIR2111 . In what follows we shall use Euclidean norm

1

IIXII = [(Xxt)t] 2 , (17)

where xt is Hermitian transposed tensor and (XXt)t is a trace of tensor
XXt .

By way of an example let us consider nongyrotropic, nonmagnetic layers
with real symmetric tensors Ci. In this case

II~Lil2 = (£2+ _ £1+)2 + (£2- _ £1_) 2+2sinq? (£1+ _ £1-) (£2+ _ £2--) ,
. £lq £2q £lq £2q £lq £lq £2q £2q

(18)

IIR21112 = 2 [(C2+ - Cl+ )2 + (c2- - c1_)2 + 2sin¢2 (Cl+ - c1-) (c2+ - C2-)] ,
(19)
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where ¢ is the angle between the preferred axes of crystals, ei+, ei- (i = 1,2)
are the eigenvalues of tensors ei! = lei!' Formulae for magnetic crystals are
similar to (18),(19) . Since usually lIaill,lI.6ill « Ileill, IIJ.ti II , corresponding
formulas are valid also for analysis of the gyrotropic layers.

Inasmuch a2
rv eiq, from (18), (19), (12) it follows that for identical

layers (e1+ = e2+,el- = e2-) values 11.6. (a) II and IIR2dl are approximately
equal . The situation changes in the case of different parameters of the layers.
In this case it is possible to choose parameters of the crystals provided that
the following condition is fulfilled:

11.6. (a) II « IIR21II· (20)

Relation (20) can be provided much easier for structures comprising, for
example, three layers in the unit cell. Then we have

M = flMI + 12M2 + 13M3 + (21)
in
~ {h l2 [M3,M2l + hit [M3,MIl + fl l2 [M2 ,MIl} + .. . ,

and instead of 11.6. (a) II, IIR2111 (11)-(13) we shall have more complicated
but more versatile expressions, which can be changed by varying thicknesses
of the layers. It should be noted that sometimes the "wide wave band ap­
proximation" reduces to the long wavelength approximation. In particular,
if R 1 = R 3, II = l2 = l3 , then [M3,Mil = 0, [M3, M2] = - [M2'Mil and
the structure do not possess properties of form gyrotropy [6] .

Obviously, conditions (16) and (20) can be met only for some particular
systems. On the other hand, formulas (14), (8)-(11) are valid for arbitrary
material parameters of the layers in the case of normal incidence (a = 0)
and for a small enough angles of incidence. Therefore, it is worthwhile to
calculate terms, corresponding to the long wavelength limit , with taking
into account a, but to take a = 0 when calculating commutators. This
approach applies to the systems of general type.

2.2. CONVERGENCE OF CAMPBELL-HAUSDORFF SERIES

To compare the accuracy of different approximations, namely, long wave­
length approximation and approximations, using three and five terms of
Campbell-Hausdorff series, let us consider the most simple case of normal
incidence onto the nongyrotropic nonabsorbing layers of the same thickness
it = l2 = l. As this takes place we have

MI = ~ (Mll + M2I)+i;~ {[M2I, MlIl+i;~ [[M2I , MlI], Mll - M2I]}+"
(22)
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Generally speaking, the Campbell-Hausdorff series

1 1 1
Z = X + Y + 2" [X,Y] + 12 [X, [X,Y]] + 12 [Y, [Y, X]] + ... (23)

1

converges provided IIXII < 1~2,11Y1I < 1~2, where IIXII = [trace (xxt)] 2

is Euclidean valuation of X. In our case series converges-if

7fmax(h,l2) < ln2
A - 4 max(IIMlIlI,IIM2III)

(24)

For example, in the case of nonmagnetic crystals with IIeIIi "" 4.5 (eigen­
values of cI "" 3.0) we have >.1 ::; 0.039.

After simple calculations we find the effective material tensors of the
system at hand

(26)

(28)

(27)

(25)aI =,6} = i;~ Ra , Ra = (clIqxL\/LI - L\clqx/LlI) ,

ei = ~ (clI + c2I) + e', /LI = ~ (/L1I + /L2I) + /L',

I .7fl (. 7fl) R' , R x A A X
e = ~2A ~3A e' Re = - aq ise] - uclq Rf3,

, .7fl (. nl ) , ', X A A X
/L = ~ 2A ~ 3A RIL, RIL = Rf3q U/LI + u/LIq Ra ,

where L\cI = c2I - ClI, and L\/LI = /L21 - /L1I'
It is worth noting that third term of Campbell-Hausdorff series give

rise to the effective "tensors of gyrotropy" a/,,61 while the fourth and fifth
terms contribute only in the effective permittivity and permeability tensors
(terms e',{/ in (26)).

From (25),(27), (28) it follows that

IIRal1 ::; 2 (1lclIll IIL\/LIII + IIL\CJIIII/LlIll),

II Rf3 11 ::; 2 (1IclIlllIL\/LIIi + II L\cI II 1I/L1I11) ,

(29)

(30)

IIR~II ::; 2 lIL\cIII (IiRall + II R f3 I1 ) , (31)

IIR~II s 2 IIL\/LIII (11Rall + II Rf3 II) . (32)

From above estimations and formulae (25)-(28) it is clear that in the
convergence range the contribution of the fourth and fifth terms of Campbell­
Hausdorff series in effective tensors is far less than the contribution of third
term, and usually may be thought of as negligibly small if compared with
the contribution of the first and second terms.
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Figure 1. Ratio b/a of a short to long axis of the vibrational ellipse for one of the
eigenwaves of transmission tensor as a function of ratio .A wavelength to the total
thickness of system and angle of incidence e.Azimuth of incident wave t/J = 45°. 6-layers
periodic systems. N = 3. Exact computation by means of characteristic matrices.

3. Transmission and reflection of elecromagnetic waves by the
multilayered systems possessing gyrotropic properties

To verify the presented approximate method of introduction of effective
tensor parameters, extensive computations were carried out, both with
the use of approximate and exact formulae. To calculate transmission and
reflection tensors we employed an approach based on the characteristic
matrices and operators of impedance technique (see, for example [11]). By
means of this technique for the operators de and TE, describing transmission
and reflection of the tangential components of vector E, we obtain

de = _2 q x [(-Yo, I) P- (]N )rq X

TE = qX [(-Yo, -I) P- (iN)] [(-Yo, 1) P- (iN)rqX, (34)

where the operator P- is the pseudoinverse [14],[11] to the characteris­
tic matrix P, and "10 and "IN are the surface impedances of incident and
transmitted waves [11].

Our prime interest here is with gyrotropic properties of the systems
formed by the periodic set of identical anisotropic nongyrotropic layers
rotated at a uniform rate across the period. It is well known that such
systems possess chiral properties (see, for example, [4],[3]) . In the optical
region they are used as optical filters [13).

For the sake of simplicity we analyze the systems with the unit cell
composed of three layers. This facilitates a comparison of exact and ap-
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Figure 2. Ratio b/a of a short to long axis of the vibrational ellipse for one of the
eigenwaves of transmission tensor as a function of ratio A wavelength to the total
thickness of system and angle of incidence e. Azimuth of incident wave 1/J = 45°. 6-layers
periodic systems. N = 3. Approximate calculation of characteristic matrices with the
help of Campbell-Hausdorff series. a =f:. 0
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Figure 3. Ratio b/a of a short to long axis of the vibrational ellipse for one of the
eigenwaves of transmission tensor as a function of ratio 2l wavelength to the total
thickness of system and angle of incidence e.Azimuth of incident wave 1/J = 45°. 6-layers
periodic systems. N = 3. Approximate calculation of characteristic matrices with the
help of Campbell-Hausdorff series. a = 0 for commutators.

proximate formulae. The latter can be easily derived from the formula (21)
in the same manner as it was done in section 2.

It is necessary to differentiate the rotation of the vibration ellipse of
the propagating wave due to the permittivity (permeability) being tensors
and rotation due to the nonzero magneto-electric tensors (gyrotropy, chi­
rality) while discussing the form bianisotropy, Manifestations of gyrotropy
are often suppressed due to the permeability (permittivity) being tensors,
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especially in the optical wave region [12]. It is known that by varying the rel­
ative thicknesses and mutual orientation of the layers one can form medium
with transversely isotropic effective tensors e, J.L (see [2]). In transversely
isotropic medium one can easily observe manifestations of form gyrotropy
(form chirality, in particular).

If [1 = [2 = [3, then medium is transversely isotropic provided that each
of the identical plates rotates through a constant angle 60° with respect
to previous one over unit normal to interfaces. We computed the systems
with the following values of material constants: ex = 5, ey = ez = 3.5, J.Lx =
4.0, J.Ly = J.Lz = 3.0 (here ex, ey, ez and J.Lx, J.Ly, J.Lz are the eigenvalues of e, J.L,
one of their eigenvectors is set along z-axis ).

Figures 1-3 show the computed ratio bja of a short to long axis of the
vibrational ellipse for one of the eigenwaves of transmission tensor. In all
three cases eigenwaves have circular polarization, i.e., the system under
consideration can be viewed as a homogeneous bianisotropic media at a
short enough wavelength.

Besides, the figures illustrate very good agreement between the exact
(Figure 1) and approximate solutions (Figures 2-3) in a wide range of
angles of incidence. The same good agreement takes place for computed
eigenvalues of transmission and reflection tensors.

4 . Conclusion

In this paper, an operator formalism is employed for the introduction
of effective material tensors of bianisotropic multilayered periodic struc­
tures in a wide wave band. It is based on the approximate calculation
of the characteristic matrix of the unit cell of the system with the help
of Campbell-Hausdorff series. For a great variety of systems, the series
converges quickly.

We show that effective material tensors, not dependent on the param­
eters of incident wave, can be introduced for media of general type in the
wide wave band. That makes it possible to explain effects of form gyrotropy
(bianisotropy) in terms of the theory of effective material parameters of
multilayered anisotropic systems. By means of computations, both exact
and those based on the proposed approximate method, it was demonstrated
that some systems, composed from nongyrotropic layers, display gyrotropic
properties due to their specific structure.

Computations of parameters of the systems under consideration, carried
out by means of characteristic matrices technique, are in good agreement
with the approximate results obtained with the use of Campbell-Hausdorff
series.
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SELECTIVE REFLECTION AT AN OBLIQUE INCIDENCE

OF ELECTROMAGNETIC WAVES ONTO STRATIFIED

PERIODIC GYROTROPIC STRUCTURES
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Sovyetskaya Street 104, 246019 GomeZ, Belarus
Fax: + 3-75-232-572412; email: isemchenko@gsu.unibeZ.by

Abstract. Oblique incidence of electromagnetic waves onto st rat ified periodic gyrotropic
structures is considered. Gyrotropic prop erties of this multilayered medium are stipulated
by the effect of an external magnetic field. By means of the matrix method the dependence
of intensity of reflected and transmitted waves on the angle of incidence, number of cells
and strength of external magnetic field are obtained. Such a structure, exhibiting the
selective reflection of electromagnetic waves, can be used as the polarization converter
cont rolled by a magnetic field.

1. Introduction

Multilayer composite materials have been of great interest for many years in
the scientific community dealing with the electromagnetic properties of ma­
terials [1)-[11). Works [1)-[3) describe magneto-optics in a unique framework.
It is shown that in the thin-film limit, the Kerr effect obeys an additivity
law for a system consisting of any number of magnetic films. The prediction
is verified experimentally and in numerical calculations on an Fe/Cu/Fe 3­
layer stack grown on a Pb-substrate. An elementary formula is derived for
the magneto-optic Kerr effect from model superlattices. The features of
interaction of light with the periodic bigyrotropic media are researched in
the work [4). Coefficients of reflection and transmition, ellipticity and turn
angle of a polarization plane of a light wave in resonance and nonreso­
nance frequency bands are obtained. Method of 4 x 4 matrixes is offered
to use in paper [5) for the description of propagation of electromagnetic
waves in bianisotropic chiral stratified structures. The dependences of am­
plitudes and polarization characteristics of reflected and transmitted waves
from the angle of incidence of a wave are investigated. The reflect ion and
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transmission of light in stratified anisotropic structures containing layers
which interact in coherent and incoherent modes with a transmitted light
wave is considered in paper [6] . In paper [7] the formulas of intensity and
polarization of a reflected and transmitted light for a case of the three­
layered system are obtained. The system consists of a ferromagnetic film
and nonmagnetic layers, bounding with it. The effects of an interference and
attenuation of light are taken into account. In paper [8] the expression of
the Fresnel coefficients for a wave incident on a semi-infinite composite are
derived. In papers [9]-[11] the properties oflamellar insulator ferromagnetic
on the edge material in a microwave device under a static field are studied.

2. Theory

One of the possibilities of creation of controlled converters of electromag­
netic waves polarization is the use of stratified periodic structures, combin­
ing the properties of their components.

The additional control of an electromagnetic wave at an oblique in­
cidence on the boundary of stratified periodic structure is possible. The
wave intensity and polarization depend on the angle of wave propagation
in the multilayered structure. We take into account that the eigenmodes
propagate in gyrotropic layer at different angles with respect to boundary.

We consider a stratified periodic structure, consisting of any quantity of
elementary cells, placed in an external magnetic field. It is supposed, that
the first layer of such a cell is isotropic, and does not possess the gyrotropic
properties. The second layer is also isotropic, however it possesses the
gyrotropic properties, that leads to circular birefringence of waves inside
the layer (see fig. 1).

For a gyrotropic layer of such a structure the constitutive equations
have the form [12, 13]

{

-> -> ->->

D= coc E +ico 9 x E
-> ->

B=fLofLH
(1)

where e and fL are relative permittivity and relative permeability, 9 is the
vector of gyrotropy, dependent on crystallographic symmetry of a medium
and vector of strength of an external magnetic field.

The continuity of tangential components of electric and magnetic field
strength vector on the boundary of layers can be described by means of 4 x 4
matrix which connects the incident wave with transmitted and reflected
waves. Elements of such a matrix Iij (i, j = 1, 2, 3,4), connecting an incident
wave to transmitted and reflected waves on the boundary of nongyrotropic
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Figure 1. Schematic representation of a gyrotropic stratified periodic medium.

and gyrotropic media, are following:

I A (2)
11 = +

113 = -A~)

B (2)
121 = +

a+ cos(O+)
B(1)

123 = - +
o., cos(O+)

131 = 113

141 = - 123

143 = -121

where

112 =a_cos(OJA~2)

114 = o, cos(OJA~l)

124 = B~l)

132 = -114

134 = - 112

142 =124

144 = 122

(2)

A~) = J.L2nl COS(Ol ) + (-l)PJ.Lln± cos(O±)
2J.L2nl cos(Or)
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BY:) = J.L2 n1 COS(O±) + (-1)PJ.L1n ± cos(Od
2J.L2n1 COS(Ol)

iJ.L2gzO!± = ...,.-.....,...:,,-:c.::-,-_
(n±)2 - J.L2c2

P = 1,2, indexes + and - specify membership of parameters to left and
right circular component of waves; 0+ and 0_ are angles between an axis
z and wave vectors of left and right circular component of a wave in a
gyrotropic layer; 01 is an angle between an axis z and a wave vector of a
wave in a nongyrotropic layer; J.L1 , C1, n1 = ,jc1J.L1 are relative permeability,
relative permittivity and refraction factor of a layer, not possessing the gy­
rotropic properties; J.L2, C2 are relative permeability and relative permittivity
of gyrotropic layer . Refraction factor of gyrotropic layer equals

2J.L2c~ - J.L2g~ sin2(O±) ~ JJ.L~g~ sin4(O±) + 4J.L~c~g~ cos2(O±)

2c2

where gz is z-component of a vector of gyrotropy.
Elements of matrix J ij (i, j = 1, 2, 3, 4), connecting an incident wave

to transmitted and reflected waves on the boundary of gyrotropic and
nongyrotropic media can be expressed in a similar way:

J 11 = -D+ - C+ cos(Od J 12 = D+O!_ COS(Ol) + C+ cos2(OJO!_

J13 = D+ - C+ COS(Ol) J14 = D+O!_cos(Od - C+ cos2(OJO!_

J21 = D_ + C_cos(Od
O!_ cos(OJ

J
-D_ + C_COS(Ol)

23 = O!_ cos(OJ
J 31 =J13

J 41 = -J23

J 43 = -J21

where

J
-D+O!_ COS(Ol) - C_cos2(O+)0!+

22 =
O!_cos(OJ

J2 = -D+0!_cos(Od+C_cos2(O+)0!+

4 O!_cos(OJ

J 32 = -J14

J34 = -J12

J 42 = J24

J 44 = J22

(3)
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The matrix, describing wave propagation in a medium, Dj has a stan­
dard diagonal view [14]:

(

eikj+(Ta -Tb) 0 0 0)
o eikj-(Ta-Tb) 0 0

D·-
J - 0 0 eikl j+(ra -rb) 0

o 0 0 eik'j-(Ta-fi,)

where kj± are wave vectors of left- or righthanded circularly polarized waves
in a j-th layer, propagating with the z-direction, k'j± are wave vectors of
left- or righthanded circularly polarized waves in a j-th layer, propagating
opposite to the z-direction, ~ and fi, are radius-vectors of boundary of a
j-th layer.

Using boundary conditions for waves in each layer, we have calculated
the matrix M, which connects the incident wave with transmitted and
reflected waves [14, 15]

(5)

If the stratified periodic structure consists of N elementary cells, we have
to raise the matrix M to power N. The matrix Meff for the whole stratified
periodic structure can be written down as product

(6)

where Ia and Ib are matrixes of transmission of an electromagnetic wave
through the boundaries between air and structure.

To obtain the maximum of reflection by each cell at an oblique incidence
of waves, the thickness of layers has to satisfy to following relations

where ml and m2 are integer numbers, k1 and k2 are wave numbers of
right- or lefthanded circularly polarized waves in the first and the second
layer, 01 and 02 are angles between an axis z and wave vectors of left and
right circular component wave in the first and second layer .

Selecting the thickness of a gyrotropic layer, depending on frequency
of electromagnetic waves and strength of a magnetic field we can obtain
the maximum reflection for one circularly polarized wave and simultane­
ously minimum for opposite polarization. If we increase the number of
cells of structure the intensity of one reflected circularly polarized wave
monotonously increases and reaches the saturation. Intensity of another
circularly polarized reflected wave oscillates, periodically accepting close to
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Figure 2. Dependence of normalized intensity of a reflected wave on the number of cells
in case of incidence of lefthanded and righthanded circularly polarized waves.

the zero value (see fig. 2). It enables to obtain the polarization of a reflected
wave close to circular.

3. Numerical calculation

We calculate the intensity and polarization of transmitted and reflected
waves with the help of matrix elements.

Figures 3 and 4 show the dependence of the normalized intensities of
reflected and transmitted waves on the angle incidence in case of incidence
of lefthanded wave. Figures 5 and 6 present the similar dependence in case
of incidence on a stratified periodic structure of right handed wave.

It is visible from figures 3 and 4 that at the estimated value of an angle
of incidence (15°) for a lefthanded polarized wave the local maximum of
intensity of a reflected wave is observed and, consequently, minimum for a
transmitted wave. At the same time for an incident righthanded wave (see
figures 5 and 6) the maximum of reflection takes place under another angle
of incidences.
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Figure 3. Dependence of normalized intensity of a reflected wave on the angle of
incidence in case of incidence of lefthanded circularly polarized wave.

As you can see from the figure 7, the intensity of a reflected wave has
the maximum value in case of incidence of a lefthanded polarized wave and
intensity is close to zero in case of incidence of a righthanded wave.

The polarization selectivity as well as frequency selectivity are possible
at wave reflection from the gyrotropic stratified periodic structure in an
external magnetic field. If we change an angle of incidence or an external
magnetic field or the frequency of electromagnetic waves both transmitted
and reflected waves change their polarization properties. This allows to use
this structure, exhibiting selective reflection of electromagnetic waves, as
the polarization converter controlled by a magnetic field.

4. Conclusion

We have considered oblique incidence of electromagnetic waves onto strat­
ified periodic gyrotropic structures. Gyrotropic properties of this multilay­
ered medium are stipulated by the effect of an external magnetic field. By
means of the matrix method the dependence of intensity of reflected and
transmitted waves on the angle of incidence, number of cells and strength
of external magnetic field are obtained. The additional control of an elec­
tromagnetic wave at an oblique incidence on the boundary o.f a stratified
periodic structure is possible.
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Figure 4. Dependence of normalized intensity of a transmitted wave on the angle of
incidence in case of incidence of lefthanded circularly polarized wave.
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RESONANCES OF CLOSED MODES IN THIN ARRAYS OF

COMPLEX PARTICLES
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Abstract. Numerical analysis of the reflection properties of double-periodic thin arrays
is carried out. This analysis indicates the presence of extremely high quality band stop
and band pass resonances due to the excitation of non-symmetric current mode .

1. Introduction

Controlling the reflection and/or the transmission frequency properties of
surfaces is an important problem of applied electromagnetics. For vari­
ous microwave applications, there is a need to use active material lay­
ers with thicknesses extremely small in comparison to the wavelength.
These frequency selective surfaces (FSS) are boundary surfaces consisting
of some metal or dielectric bodies or the surfaces separated volumes in
which there is a need to obtain electromagnetic fields possessing radical
different characteristics.

There are several well known periodic arrays of different shapes (rect­
angular, circular) metal patches (e.g. [31, [4]) and the self-resonant grids
such as grids of Jerusalem conducting crosses [11 which are used as FSS.
Practically, the first low frequency resonance of such structure appears for
a wavelength a bit greater than the array period. As a consequence of this,
the transversal size of the whole FSS must be larger in comparison to the
wavelength. The quality factor of such structures resonances is not high.

However, the situation is different with the arrays of complex shape
resonating particles in that the array resonance is practically the same as
the resonance of an individual particle. Conducting particles with resonant
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size of the order A/1O are well known. So the total size of the array may
be approximately the same as a wavelength. Recently, great attention has
been paid to the study of frequency selective properties of complex shaped
particles arrays, such as for example a bianisotropic fl-shaped planar con­
ducting particle [7], [12], a plano-chiral S-shaped particle [8] and C-shaped
particle [10]. The properties of arrays of fl, S, C-shaped particles and
some other ones are well known now. In short, they have simple resonance
characteristics and low quality factors.

Ifwe want to design very thin structures having resonant band reflecting
or transmitting characteristics with a high quality factor, the next step is
to focus on the way of the structure complexity. Multi-particle arrays have
these desired properties.

The problems of producing artificial dielectric possessing higher values
of effective permittivity and photonic band gap structures are very close to
the FSS problem mentioned above.

Commonly, complex materials are fabricated by randomly embedding
most often simple metal inclusions like disks, spheres, ellipsoids or nee­
dles into a dielectric matrix. These particles have small sizes compared to
the wavelength in the host medium and are located so that the distance
between them is also small with respect to A. Such materials possess an
effective permittivity of a small value of the order of few units within a
wide frequency band. In some applications, however, one needs very high
values of effective permittivity at least within a narrow frequency band [2].
The introduction of high quality factor resonating particles in the layer is
only one of the ways allowing to solve the problem.

Besides, the required curing process of the host materials and the fixed
shape, size, and concentration of the samples are disadvantages. To avoid
these difficulties, one can use layered materials with planar periodic arrays
of conducting particles on the surface of each layer produced by inexpensive
lithography process. Thus, the main purpose of this work is the study of
resonance properties of multi-particle arrays which can possess band pass
or band stop frequency characteristics with high quality factors.

2. Resonances of Closed Modes

Generally speaking, the resonance high quality factor and the layer small
thickness are contradictory requirements. Actually, very thin open struc­
ture usually cannot have inner resonating volumes and on the other hand,
resonating inclusions are strongly coupled with free space. Consequently,
their resonance quality factor is low.

Nevertheless, there are ways to produce thin structures showing high
quality frequency resonances thanks to the use of both the field excitation
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Figure 1. A grating of narrow inclined strips.

in large resonance volume and extremely reducing the coupling between
resonating inclusions and free space . This has been achieved by a resonance
regime of a so-called closed modes.

2.1. FULL REFLECTION FROM THIN STRIP GRATING DUE TO LARGE
RESONANCE VOLUME

As an example of a very thin structure with large resonance volume, let
us consider one-periodic planar grating of very thin narrow infinitely long
metal strips (see Figure 1). Let us firstly consider the case of strips placed
in grating so that their planes are orthogonal to the grating plane. If a
normally incident plane wave polarized orthogonally impinges on the strips,
the reflection coefficient of such a knife grating is equal to zero for any
frequency.

Let us now incline the strip planes with regard to their plane in the
knife grating. The strip width is much smaller than the wavelength. There
is now weak interaction between the incident wave and the grating. If the
wavelength value is close to the grating period but the shade is larger than
it oX ;::: d, a sharp resonance of full reflection occurs . The reason behind the
resonance reflection is an indication of a standing wave along the grating
plane. The nodes of standing waves are placed in the strip positions. The
field of the standing wave occupies a large volume and it is weakly coupled
to the field of the incident wave. If the strip width or the strip plane
inclination angle decrease, the resonance quality factor of rises.

This full reflection effect was analyzed in [11]. Normal incidence is a
requirement for full reflection. Resonance reflection takes place in the case
of inclined incidence also but the value of the reflection coefficient is less
than one in this case. If we increase the angle of incidence, the first spatial
partial wave appears and the resonance reflection vanishes.

The disadvantage for a practical use of this effect is the nearness of
resonance frequency of the full reflection to the frequency of the grating
first partial waves producing side lobes.
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2.2. EIGEN MODES OF TWO-ELEMENT PARTICLES

Resonance regime of closed modes in double periodic arrays of multi-element
plane particles is more convenient for microwave applications.

There is a well known the work which analyzed resonance properties of
two-element bi-helix particle [6] . Let us mention also the work [5] which is
very close to this subject and which studied two-slot waveguide diaphragms.

A two-element particle may be considered as a reciprocal two-port
network. The properties of particle consisting of coupled elements are de­
termined by a matrix of complex impedances

(1)

where Zl and Z2 are proper impedances of first and second element respec­
tively, Zc is a mutual coupling impedance. These impedances are frequency
dependent values. Eigenfrequencies of two element particles can be found
by solving the following equation,

det(Z) = o. (2)

If the elements of particle are different and have different values of proper
impedances

Z2 = Zl + (
The solution of equation (2) can be found in the form

Zl = -(/2 ± .)((/2)2 + Z~ .

(3)

(4)

Thus, two element particle has two lower eigenfrequencies as follows from
(4).

Eigen currents in elements of particle are satisfying the set of equations

Zl11 + Zc12

z.t, + Z212

Two eigenmodes have currents

o
O.

(0)
(6)

12 = -h ( ')1 + 'TJ2 - 'TJ)

h = i. ( ')1 + 'TJ2 + 'TJ )

(7)

(8)

corresponding to upper and lower sign in expression (4). Here n = (/(2Zc) .
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If elements of particle are identical, an exact solution of equation (2)
can be obtained

(9)

Eigenmodes have currents 12 '= - hand h = h respectively.
In the case (" has a small value, the particle has eigenfrequencies and

eigenmodes close to those of particle of identical elements. The difference
between the resonant frequencies of particles consisting of two identical
elements and the resonant frequency of the same single element resides
in the fact that the latter one corresponds to the greatest value of the
mutual coupling impedance. If the coupling of identical elements is small,
the resonant frequency as for the symmetric current distribution so as for
the non-symmetric one (closed mode resonance) is approximately the same
as the resonant frequency of the single element of particle.

3. Two-Element Arrays of Complex Shaped Particles

Very sharp resonances of reflection from infinitely thin double-periodic
multi-element FSS can appear due to resonant properties of strip particles
of periodic cell. Multi-particle st ructure of array cell is essential to existence
of higher quality resonance of closed mode. For the sake of simplicity we
restrict ourselves only to the case of array of two-element particles.

The method of moments is used to solve the problem of electromagnetic
scattering by arrays of thin narrow curvilinear strips.

3.1. TWO-ELEMENT ARRAY WITH IDENTICAL ELEMENTS

For example let us consider first a double-periodic two-element array. Each
cell of this array contains two identical strip elements opposite one to an­
other. The left split between the st rips is a little different from the right
split, so that the unit cell is dissymmetric with regards to Oy axis (see
Figure 2). The frequency dependence of the reflection coefficients magni­
tudes are shown in Figure 2. In the same figure the reflection coefficients
magnitudes corresponding to an array of one-element C-shaped particles
are shown for comparison.

If a normal incident wave is polarized in y direction, a sharp reflection
resonance occurs (see curve 4). This resonance corresponds to a closed mode
(non-symmetric current mode in two-element particle) because equal and
opposite directed cur rents in the two elements complex particle radiate a
little in free space. If the incident is x-polarized wave , a symmetric current
mode is exited only. The corresponding resonance has low quality factor.
The mutual coupling between the particle elements is not large so closed
mode resonance and resonance of symmetric current distribution exited by
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Figure 2. Absolute values of the reflection coefficients of arrays without substrate :
d", = dy = 3 mm, a = 1.25 mm, 4>1 = 10°, 2w = 0.1 mm, T",,,, (curve 1) and T y y (curve
2) of an array of C-shaped particles (4)2 = 0°); T",,,, (curve 3) and T y y (curve 4) of a
two-element particles array: the elements of the unit particle are identical, (4)2 = 15° :
the unit cell is dissymmetric with regards to Oy axis).

x-polarized incident wave have approximately equal frequencies. However,
the quality factors of these resonances are essentially different . Current
distributions and maximum conventional values of current are shown above
in Figure 2. They are concerned with resonance frequencies in the case
of incident wave polarized along Oy axis. The current maximum value
corresponding to the closed mode resonant frequency largely exceeds the
current values at usual resonances.

If non-symmetry encreases , the quality factor of the closed mode reso­
nance decreases (see Figure 3).

Reflection characteristics of an array placed on a substrate are similar.
Resonant frequencies are shifted to low values. In general the level of reflec­
tion is higher in comparison to the one corresponding to an array without
substrate (see Figure 4).

3.2. TWO-ELEMENT ARRAY WITH DIFFERENT ELEMENTS

Let us now consider reflection by an array of two different length ele­
ments in each cell. They are placed symmetrically to Oy axis as shown
in Figure 5. The properties of an array with symmetrically placed different
length elements are qualitativly quite different from the array with identical
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Figure 3. Absolute values of the reflection coefficients of an array without substrate:
the elements of the unit particle are identical, d", = dy = 3 mm, a = 1.25 mm, 2w = 0.1
mm, <Pl = 10°, <P2 = 30° (the unit cell is dissymmetric with regards to Oy axis).
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Figure 4. Absolute values of the reflection coefficients of arrays on substrate:
d", = dy = 3 mm , a = 1.25 mm , <Pl = 10°, 2w = 0.1 mm, e = 3, h = 0.25 mm, r"""
(curve 1) and "vv (curve 2) of an array of C-shaped particles (<P2 = 0°); r""" (curve 3)
and ry y (curve 4) of a two-element particles array: the elements of the unit particle are
identical, (<P2 = 2.5°: the unit cell is dissymmetric with regards to Oy axis) .

elements. In these arrays non-symmetric high quality current mode can
appear against the excitation of the usual symmetric mode.

There are two closely located reflection maxima and a very sharp res­
onance of full transmittance between frequencies of full reflection. Each
reflection resonance appears, roughly speaking, due to the excitation of
one of the elements of complex particle. A full transmittance resonance
appears due to non-symmetric current mode in the two-element particle.
It is a high quality closed mode resonance. Current amplitudes in the case
of non-symmetric current mode are approximately equal in each part of
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the elements of the unit particle have different lengths, dx = dy = 3 mm, a = 1.25 mm,
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, (the unit cell is symmetric with regards to Oy

axis) .

the two-element particle. In Figure 5, resonant and non-resonant current
distributions are shown respectively by solid and dashed lines.

So one can obtain thin narrow-band filter of full transmittance. The
narrow-band transparent properties of the array of different-element parti­
cles are quite similar to the rejection properties of a two-aperture iris in a
rectangular waveguide studied in [5].

3.3. CLOSED MODES OF THE GRATING OF WAVY STRIPS

The next example of structures showing closed mode resonance is a grating
of wavy strips (see Figure 6). The scattering of electromagnetic waves by
gratings of wavy strips was analyzed in [9].

Let us note that the grating of narrow straight strips is approximately
fully transparent for incident wave orthogonally polarized with respect to
strips. In the case of gratings of wavy strips and the same y-polarization of
incident wave, the currents on the two halves of the strip in the boundaries
of the grating cell are equal in values but oppositely directed along the Ox
axis (see Figure 7) owing to the symmetry of the grating. We can consider
the grating of wavy strips as a two-element array. Actually, a current on
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Figure 7. Absolute values of th e reflection coefficients: grating of wavy strips without
substrate, dx = dy , 2w/dy = 0.05, ti./dy = 0.05 (curve 1), 0.1 (curve 2) , 0.15 (curve 3) ,
0.2 (curve 4) ,0.25 (curve 5).

the strip has zero values for such excitation in the points where a tangent
to the strip is parallel to Ox axis. We can imagine strips cut in these points.
Now the grating may be considered as a two-element array of curvilinear
dipoles. Thus, such a two-element array consists of identical elements but
placed at different locations and its reflection properties are similar to the
properties of the array considered in Section 3.1.

If half of length of stretched strip placed in the period cell of the grating
is approximately equal to half of wavelength L = >./2 a resonance reflection
appears. The set of dependencies magnitude of reflection coefficient "u»
versus normalized frequency is shown in Figure 7 for different values of
amplitude of wavy strip !:i./ dy . If the amplitude of the wavy strip decreases
the quality factor of reflection resonance increases.

4. Conclusions

Thus , two-element arrays of strip particles are very thin structures which
can possess extremely high quality reflection or transmission resonances
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due to the excitation of non-symmetric current mode . Because such cur­
rent mode weakly couples with free space, these resonances are similar
to resonances of closed modes in finite widening extension of single-mode
waveguide. If elements of stretched lengths placed in one array cell are
different from each other, very sharp transmission resonances can appear
in the rejection frequency band.

One can expect to obtain more complex resonance frequency character­
istics due to use of multi-element arrays.

Electron devices such as photo diodes and p-i-n diodes may be used
for the array properties control. Due to switching diodes one can modify a
geometry of array particle from one-element to two-element by connecting
or disconnecting elements in complex particles of array.
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SURFACE AND LEAKY MODES OF MULTILAYERED
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Abstract. We investigate the discrete real and complex solutions of the modal equation
of an asymmetric pseudochiral slab waveguide, in which both the film and the substrate
are pseudochiral medi a. When the pseudochiral parameter exceeds a certain transition
value, power leakage occurs since one of the characteristic waves ceases to be internally
reflected at the film-substrate int erface. The analysis includes a parametric study of the
effect of the media on th e propagation characteristics of multilayered omega structures.
The dependence of the propagation characteristi cs on the frequ ency is also addressed.

1. Introduction

The pseudochiral or omega medium is an artificial complex medium, which
is obtained by doping a host isotropic medium with n -shaped conducting
microstructures [1]. An external electric or magnetic field induces both
electric and magnetic polarizations, which are perpendicular to each other.
The electromagnetic properties of these media suggest its application in
the design of reciprocal devices and components for the microwave and
millimeter wave regimes [2]-[4].

The surface modes of a grounded pseudochiral slab have been analyzed
in [5] . In this paper, we investigate the discrete real and complex solutions of
the modal equation of an asymmetric pseudochiral slab waveguide, in which
both the film and the substrate are pseudochiral media with an isotropic
superstrate. The case in which both media have the same pseudochiral
parameter has been considered in [6] while, in this paper, a more general
structure where the film and the substrate have different omega parameters
is analyzed. Moreover , the dependence of the propagation characteristics on
frequency is addressed. This analysis can be extended to general open multi-
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layered omega structures, consisting of several stacked layers (pseudochiral
or not) above an omega substrate, where the upper medium is the air.

While the surface guided modes are completely bounded by the film, the
complex eigenmodes radiate energy into the substrate. These modes may
propagate in the waveguide provided that the constitutive parameters are
properly chosen. They cannot be found in common isotropic waveguides,
where only leaky unguided modes may exist, and are well known for their
role in several devices such as beam couplers that convert the energy of a
beam to the guided modes of a thin-film dielectric slab waveguide [7] . Power
leaks into the substrate because one of the two constituent characteristic
waves ceases to be totally internal reflected at the film-substrate interface.
These complex waves are usually termed semileaky waves [8] or leaky guided
modes [9], since one of the two characteristic waves still remains completely
guided by the film layer .

For the spatial orientation considered in this paper only hybrid modes
propagate in the waveguide. Each hybrid mode is a weighted combination of
two characteristic waves. Leakage occurs under the form of an exiting wave,
when one of the two composite characteristic waves ceases to be totally
reflected. In this case, the longitudinal wavenumber becomes complex, as
two real roots of the modal equation collide over the real axis and originate a
pair of conjugate complex roots. Therefore, the complete discrete spectrum
of this waveguide includes a set of complex solutions in addition to the
real guided modes. The present analysis is mainly focused on the leakage
effect and includes a parametric study of the effect of the media on the
propagation characteristics of multilayered omega structures.

2. Open Multilayered Omega Waveguides

2.1. PROBLEM FORMULATION

For the sake of generality, let us consider a multilayered omega structure,
made of an arbitrary number of layers over a semi-infinite substrate and
having the air as the upper medium. The structure is assumed to be uni­
form in the transverse direction and built with spatially nondispersive and
lossless homogeneous n layers. In this section, field expressions in a general
layer and in the substrate are derived .

For a bianisotropic n-medium the constitutive relations may be written
as [10]

1) = €·E+e ·1£
B = '·E+71·1£ '

where 1£ = ZoH, 1) = D/EO and B = ZoB/J.LO are normalized field vec­
tors. In this case, € and 7l are dimensionless relative dielectric permittivity
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y

Figure 1. Spatial orientation of the planar O-shaped perfectly conducting microstruc­
tures in the hosting isotropic medium.

and relative magnetic permeability tensors, and eand , are dimensionless
magnetoelectric coupling tensors. As the medium is assumed to be spatially
nondispersive, these relations are local.

We consider time-harmonic field variation of the form exp(jwt), and
forward plane wave propagation of the form exp( -jkz), where k is the lon­
gitudinal wavenumber given by k = ({3 - ja)ko with {3 being the normalized
phase constant and a the normalized attenuation constant.

The n-shaped microstructures doped in the isotropic host material
are oriented as depicted in Fig . 1. The normal to the plane of the loops
points in the x-direction while the stems are aligned along z and the loops
are oriented in the y-direction. Therefore tensors €, ti, eand , have the
following dyadic representation [5]:

€ = €xx XX + €yyirfi + €zzZZ
JL = J..lxxXX + J..lyyfifi + J..lzzzze jnzx
, -jnxz

(2)

where n is the dimensionless pseudochiral parameter here assumed to be
positive. This parameter would be negative if the loops were oriented in
the negative y-direction. Moreover, all the constitutive parameters are real
since the media are assumed lossless.

With the spatial orientation depicted in Fig . 1, all the propagating
modes in the waveguide are hybrid, since the two characteristic waves
propagate coupled. When n = 0 the hybrid modes degenerate into TE
and TM surface modes of the common biaxial anisotropic waveguides.

Choosing Ez and 1ix as the field supporting components, all the other
field components may be expressed as [5]
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1
~=~ &~~ W

J.L --yy € xx

E y = -~(J.LxxHx - jnEz) (4)

Hz = j_1_ax,Ey (5)
J.Lz z

where a normalized transverse distance x' = kox has been introduced, and
ax' stands for a/ax',

Moreover, the transverse wavenumbers of the two characteristic waves
ha and hb can be written as

h; = (Rll + R22) =f J(Rll + R~2)2 - 4(RllR22 - R12R2d (6)

with r = a, b and where

Ru = €zz (J.LYY _ (32)
€xx

R12 = jn (J.LYY _ (32)
€x x

R ' A €zz ( (32 ) ' A J.Lzz
21 = JH- J.Lyy - - - JH€ yy-

J.Lxx €xx J.Lxx

(
(32 ) 0.

2
( (32 )R22 = J.Lzz €yy - - - - J.Lyy - -

J.Lxx J.Lxx € xx

Therefore, in (6) one has

R ll + R22 = IL:'" {[J.Lyy(€ zzJ.Lxx - 0.2 ) + J.Lzz €yyJ.Lx x]

(7)

(8)

(9)

(10)

(11)

and

RllR22 - R12R21 = €z zJ.Lzz (J.LYY - ~) _1_ [€yy (J.LXX - 0.
2

) - (32] (12)
€ xx J.Lxx €zz

The field supporting components of the surface modes in the air , i.e.,
for x' > t' where t' = kot is the normalized total layer thickness, may be
expressed as

{ s, = Dexp[-jhd(X' - t')]
H x = Eexp[-jhd(X' - t')] , (13)
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where h~ =1- (P .
In each omega layer, the support field components can be written as

(14)

(15)

where
h~ - Rll

'Tr = = -..".--=:":--

R 12 h~ - R22

with r = a, b representing the two characteristic waves of the unbounded
omega medium.

In the substrate, i.e., for x' < 0, one has

(16)

where superscript s stands for substrate, and qa and qb are the transverse
wavenumbers in the substrate.

2.2. SEMI-LEAKY MODES

If one considers separately the contribution of the two characteristic waves
propagating in the film, one can easily see that both waves will be totally
reflected at x' = 0 as long as /3 > la and /3 > Ib, where "[r with r = a, b is
such that qr = 0 for /3 = I r' From (12), one can easily see that

and

la = (17)

Ib = J€~xJ.lty (18)

Therefore, if /3 < la or /3 < Ib, semileaky modes will occur as long as
one of the two characteristic waves is not totally internally reflected at the
substrate interface. These modes correspond to a coupled mode in which
one of the characteristic waves is bounded by the waveguide while the
other is radiating energy into the substrate, thereby forcing the longitudinal
propagation constant to become complex.
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z
•

Figure 2. Asymmetric pseudochiral slab waveguide : Both the film and the substrate
are made of f2-media and the upper medium is the air.

3. Asymmetric Omega Slab

3.1. MODAL EQUATION

In this section, the analysis is focused on an asymmetric omega slab waveg­
uide as depicted in Fig. 2. In the film, i.e., for 0 < x' < t', one has in
(14)

{
'It! = Aasin(hax') + e; cos(hax') ( )
'Itt = Absin( h'bX') + BbCOS(hbX') . 19

where superscript f stands for film. Hence, in addition to the longitudinal
normalized wavenumber {3, there are eight unknowns to be determined in
this problem: Aa, Ab, Ba, Bb, c.; Cb, D and E.

Enforcing the boundary conditions at x' = 0 and x' = t', some of these
unknowns are easily determined while the others can be obtained through
the following linear system

(20)

where

P; = (JL~y - ~2 )(Tb - T~)hr (21)
Exx

Qr = -(JLty - ~2 )[jqa(Tb - T/) - jQb(T~ - T/)
Exx (22)

-(nf - ns)(qa - qb)]

R; = "';zhr(Tb - T~)(r/ - jnf) (23)
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-[qa(T~ - jns) - %(Tt - jns)](n f - n s)}

t; = jhdhr cos(hrt') - (J-L£y _ ~2) sin(hrt')
€xx

U; = -jhdhrsin(hrt') -JJ-L£y _ ~2 )cos(hrt')
€xx

(24)

(25)

(26)

v;. = (T! - jnf)[hrcos(hrt') + jhdJ-L{zsin(hrt')] (27)

X r = -(4 - jnf)[hrsin(hrt') - jhdJ-Ltz cos(hrt')] , (28)

with r = a, b, and f stands for film .
The modal equation for the hybrid modes for this waveguide can be

derived by setting to zero the determinant of the 4 x 4 matrix in (20).

3.2. CUTOFF OF THE SURFACE MODES

Henceforth, without loss of generality, we will assume that €~xJ-L~y > €~yJ-L~x,

i.e., that "Ib > "la, with "Ia and rb given by (17) and (18), respectively. In
this case, the cutoff of the surface guided modes is reached whenever qb = 0,
or from (7) and (8), whenever

Rh=Rh=O,

which means that {3 = "lb· In this case, qa = .JR~2 with

RS _ S (s _ €~XJ-L~Y)
22 - J-Lzz €yy "s

r-xx

real and negative. Moreover, one has

and, therefore, from (15)

and

(29)

(30)

(31)

(32)

s . ns€~y
Tb = J s s s s (33)

€yyJ-Lxx - €xxJ-L yy
In this case, the modal equation at cutoff can be written as

(34)
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One should note that

(35)

so that the cutoff only depends on nj, which means that it is independent
from the value of ns '

Below this point, all hybrid modes, with the exception of the fundamen­
tal HI mode, turn into semi-leaky modes.

3.3. CUTOFF OF THE SEMI-LEAKY MODES

Rigorously speaking, the cutoff of each semi-leaky mode is only reached
whenever ~{qa} = O. However, it was seen that the odd-order semi-leaky
modes never reach cutoff. Below the cutoff of the odd-order surface modes,
the semi-leaky modes exhibit a singular behavior, never becoming improper
leaky modes. This result will be clarified in a forthcoming publication.

For the even-order semi-leaky modes, the exact cutoff condition, which
is hardly analytically implemented, can be reasonably approximated by
qa = O. In this case, from (7)-(10), one has

(36)

which means that at cutoff, one may take {3 = "[a - In the approximation {3
is taken real at cutoff. In this case,

qb = JRh + R~2

with Rh + R~2' real and positive. Moreover, one has

s R~1 R~1
T =--=--a RS R S

12 ~ "22

and

(37)

(38)

S R~2 Rh
Tb = RS = RS . (39)

12 11

Hence, for the even-order semi-leaky modes an approximate cutoff condi­
tion can be obtained by taking qa = 0 in the modal equation, in which case,
very approximate results are obtained.

One should stress the fact that the same procedure is not applicable to
the odd-order semi-leaky modes , as far as these modes never reach cutoff.
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Figure 9. The three ranges for the normalized phase constant f3 as a function of the
pseudochiral parameter 0, for the hybrid modes of the pseudochiral planar waveguide
depicted in Fig . 2: (1) Homogeneous surface modes; (2) Inhomogeneous surface modes ;
(3) Semileaky modes .

3.4. NUMERICAL RESULTS

In the numerical simulation the following values for the dimensionless con­
stitutive parameters are assumed: f.tx = f.~y = 2, f.{y = 4, f.tz = f.~z = 3,

f.~x = 1, f.Ltx = f.L~x = 1, f.L{y = f.L~z = 2 and f.Ltz = f.L~y = 3. For the time
being, we will assume that Of = Os = O.

In Fig. 3, we show the three ranges for the normalized phase constant,
as a function of the pseudochiral parameter O. Considering separately the
contribution of the two characteristic waves propagating in the film, one
has f3b > f3 > "Ib for one of the waves, where

f3b = Vf.txf.L{y (40)

is such that hb = 0 for f3 = f3b while "Ib is given by (18) . For the other
characteristic wave, one has f3a > f3 > "la, where

(41)f (f O})f3a = f.yy f.Lxx - T
f.zz

is such that ha = 0 for f3 = f3a while "[a is given by (17).
Once again, without loss of generality, we have assumed that f.txf.L{y >

f.{yJ..Ltx , i .e., that f3b > f3a. From Fig. 3, one can easily see that both waves
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Figure 4. Operational diagram: Variation of the cutoff parameter i]Ac with the
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Figure 5. Dispersion diagram: Variation of the normalized longitudinal wavenumber
{3 with t]A for the first propagating hybrid modes, when n = 0.5. The thick lines
correspond to the surface modes while the thin lines correspond to the leaky improper
and semi-leaky modes. The even-order semi-leaky modes cutoff at the lower dashed line
while the odd-order modes continue beyond that line (not represented) as they never
cutoff.
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Figure 6. Variation of the normalized phase constant f3 with n for the first propagating
hybrid modes of an asymmetric slab waveguide with t.]A = 0.5 . The thick line represents
the semileaky mode while the curved dashed line corresponds to b; = 0 and the horizontal
to qb = O.

propagate with total internal reflection at x = 0 whenever f3 > 'Yb. Within
this range, region (1) corresponds to homogeneous surface modes , while
region (2) corresponds to inhomogeneous surface modes .

If f3 < 'Yb , i.e. in region (3), semileaky modes will occur since one of the
two characteristic waves is not totally internally reflected from the film­
substrate interface. These modes correspond to a coupled mode in which
one of the characteristic waves is guided in the film while the other is radiat­
ing energy into the substrate, thereby forcing the longitudinal propagation
constant to become complex.

In Fig . 4, the variation of tj>"c with nf - where >"c denotes the cutoff
wavelength - is presented. These curves are independent of the value of
ns and were calculated using Eq. (34). For a given value of t', where t' =
2rrtj>", one can easily obtain from Fig. 4 the number of propagating modes.
Hereafter, the descriptor Hp will represent each hybrid mode, where the
subscript p, with p 2': 1, indicates the order of the mode and all the modes
are ordered after increasing cutoff frequencies.

In Fig. 5, the variation of f3 with tj>" is presented for n = 0.5. The thick
lines correspond to the surface guided modes while the thin lines correspond
to the leaky improper and semi-leaky modes. In the high-frequency regime ,
i.e. when tj>" ---+ 00, there is an aymptotic value for f3, which corresponds
to hb = O. For all modes, the dispersion curve always converges to f3b [5] .
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Figure 7. Root locus in the complex plane of the normalized longitudinal wavenumber
for the third hybrid mode, which becomes complex when n exceeds the transition value
nt = 0.71475. Arrows indicate n increasing between n t and 1.2.

When nf = ns = 0 the hybrid modes degenerate into the common TE
and TM surface modes of the biaxial anisotropic case, with the dispersion
curves crossing each other instead of displaying coupling points.

Moreover, one should stress that the fundamental surface mode HI never
leaks into the substrate, while the odd-order semi-leaky modes continue
beyond the lower horizontal dashed line since they never reach cutoff, as
explained in section 3.3.

In Fig. 6 the variation of the normalized phase constant f3 with the
pseudochiral parameter n is depicted for the first propagating hybrid modes
of an asymmetric slab waveguide with i]A = 0.5. The curved dashed line
corresponds to the asymptotic value ha = 0 while the horizontal one cor­
responds to qb = O. The semileaky mode (thick line) starts propagating for
n above some transition value nt, after the collision of two leaky unguided
modes.

In Fig . 7 we show the root locus in the complex plane of the nor­
malized longitudinal wavenumber for the same semileaky mode of Fig. 6.
The leakage starts occurring for n above the transition value nt, roughly
corresponding to f3 = lb .

Figure 8 shows the variation of the leakage constant a with n for the
second even-order semileaky mode.

The variation of the leakage constant a , in dB/A, with the normalized
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Figure 8. Leakage constant Q in dBIA versus the pseudochiral parameter 0 for the
fourth propagating hybrid mode of Fig. 8, which becomes a semileaky mode for increasing
O. The leakage starts occurring for 0 above some transition value corresponding to {3 = (3b
given by (40) for which qb = o.
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Figure 9. Leakage constant Q in dB IA versus the normalized slab thickness tlA for the
second propagating hybrid mode, for Of = 0.5 and for two different values of Os.
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Figure 10. Allowed band for the semi-leaky H 2 and H4 hybrid modes , as a function of
OJ, when Os = 0.5. The thick lines are for the H4 semi-leaky mode and the thin lines
for H2 •

slab thickness t] >. is depicted in Fig. 9 for the second propagating hybrid
mode, when n f = 0.5 and for two different values of ns ' Significant changes
are observed when a different pseudochiral n parameter in considered in
the two regions .

Finally, Fig. 10 shows the allowed bands for the first two even- order
semi-leaky hybrid modes H2 and H4, as a function of nf, when n s = 0.5.
An overlapping region is obtained, which means that, for a convenient set
of parameters, both modes will propagate as semi-leaky modes in the same
structure. For the odd-order semi-leaky modes it is not possible to define
a lower bound corresponding to the cutoff since, as seen, this modes never
reach cutoff.

4. Conclusions

The discrete complex spectrum of an asymmetric pseudochiral slab waveg­
uide was explored. It was shown that an asymmetric pseudochiral slab
waveguide, where both the film and the substrate are made of pseudochiral
n-media, can support semileaky modes radiating energy into the substrate.
Leakage may occur, as far as the pseudochiral parameter n is raised above
a certain transition value . The propagation characteristics dependence on
the frequency was analyzed. The analysis herein presented can be easily
generalized to open multilayered omega structures.
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THE COMPETITION OF BRAGG REFLECTION AND

FRESNEL'S REFLECTION OF ELECTROMAGNETIC WAVES

IN THE ARTIFICIAL HELICOIDAL BIANISOTROPIC MEDIA

WITH LOCAL CHIRALITY

1. V. SEMCHENKO and S. A. KHAKHOMOV
Department of General Physics, Gamel State University
Sovyetskaya Str. 104, 246019, Gamel, Belarus

Abstract. On the base of the exact solution of the boundary-value problem for artificial
helicoidal media with local chirality we describe the reflection of electromagnetic waves on
the periodic structure of medium as well as Fresnel's reflection from sample's boundaries.
It allows to model the transmission and reflection of electromagnetic waves in dependence
on the obtained parameters of artificial helicoidal medium and to design the device for
polarization transformation. A possibility of the minimizing of size of a structure for
transformations of the polarization state of electromagnetic waves is shown.

1. Introduction

In paper [1] was shown a possibility of the design of a structure whose mi­
crowave properties are similar to the optical properties of cholesteric liquid
crystals. This structure also exhibits local chirality because it contains the
small wire helices. Such a structure can be a multilayer anisotropic chiral
sample. When the number of layers increases, the helices turn at a constant
angle around the axis which is perpendicular to the planar (see Fig. 1).

As a result the sample as a whole acquires a macroscopic helicoidal
structure which is analogical to the structure of cholesteric liquid crystals.
Methods to design and manufacture artificial chiral media with uniaxial
homogeneous structure were described in [2] . It was proposed to wind
thin wires around Nylon threads, to align these helices and then to cast
them into epoxy resin . In this case the permittivity and chirality of the
effective medium are characterized by uniaxial tensors, the axis of which is
oriented along the direction of the parallel Nylon threads. The axis of the
macroscopic helicoidal structure is orthogonal to both the boundaries of the
layers and the Nylon lines (see Fig. 1), i.e., to the local optical axes oflayers.
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Figure 1. Geometry of the medium

The thickness of every layer is about 0.5-1 rnm. This allows to provide the
period of the macroscopic helicoidal structure close to the wavelength in
the microwave region.

Here we assume that the pitch of the macroscopic helicoidal structure
along z is much larger than the thickness of individual layers. In that
case the local properties are homogeneous in the transverse direction with
respect to the local direction of vector a . In other words, the pitch and
diameter of the wire helices in every layer are much smaller than the
pitch of macroscopic helicoidal structure along z . If the signal frequency
corresponds to resonant effects at the scale of the macroscopic helicoidal
structure along z, than the local chirality effects are weak for the case of
"infinite" wire helices in individual layers. However, these local chirality
effects can be large if the wire helices are cut into sections so that every
section resonates at a frequency close to that of the resonance of the main
crystal structure (macroscopic helicoidal structure).

Vector a rotates around the helicoidal structure axis as

where

a(z) = U(z) . a(O)

_ _ (COS(qZ) - sin(qz) O~)
U(z) = exp[qzc x II = sin(qz) cos(qz)

o 0

(1)

(2)

is the rotation dyadic (around the unit vector c) . I is the unit dyadic . Here
c is unit vector along z axis, a(O) is unit vector along x axis. Parameter q
depends only on the geometry of the macroscopic helicoidal structure: it is
determined by the pitch P of the rotation along the axis z (Iql = ~) .

The solution of the boundary-value problem [11 allows to describe both
reflection of electromagnetic waves on the macroscopic periodic structure of
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Figure 2. Transmission (T) and reflection (R) coefficients as functions of the sample
thickness. € = 3.45, A! = 0.45, «« = 0.3, q = 100 radn/rn, w = 18.6 GHz.

the medium (Bragg reflection) and wave reflection from the boundaries of
the sample (Fresnel's reflection). Such reflection of electromagnetic waves
on the macroscopic periodic structure of the medium is possible when the
frequency of the incident wave satisfies to so called "Bragg condition".
This kind of reflection of light on the macroscopic periodic structure of
the medium is well known in the optics of cholesteric liquid crystals and is
named "Bragg reflection" [3]. The other kind of interaction of electromag­
netic wave with artificial structure is the reflection from the boundaries of
the sample (so called Fresnel's reflection) .

Linearly polarized wave can be represented as a sum of two circularly
polarized waves with opposite direction of rotation of the electric field
strength vector E in space. Two different ways of propagation for circularly
polarized waves in helicoidal medium in Bragg region exist. For example,
circularly polarized wave has the direction of rotation of vector E in space,
which coincides with the direction of rotation of local axis of helicoidal
medium, i.e. vector a . This wave feels the significant reflection in Bragg
region and practically full reflection of wave from thick sample takes place .
The circular wave with the opposite direction of rotation of vector E does
not interact with the periodic helicoidal structure. Only Fresnel's reflection
of this wave from boundaries of sample is possible.
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Figure 3. Rotation of the polarization plane of the transmitted wave as a function of
the frequency. f = 3.45, t::.€ = 0.45, Ita = 0.3, q = 100 radn/m,L = 0.015 m.

Some earlier results on plane waves in helicoidal media of various phys­
ical nature have been published in [4]-[8] . For a review of other papers in
this area see [6, 9].

This study is motivated by the possibility to decrease the size of the
sample for transformations of the polarization state of electromagnetic
waves which was proposed in [1]. In contrast to the earlier proposed device
[1], this sample can have a minimal size, because its operation is based on
the phenomenon of the competition of Bragg reflection of electromagnetic
waves on the periodic helicoidal structure of medium and Fresnel's reflection
from boundaries of sample.

2. Theory

On the level of constitutive relations, this medium has locally uniaxial
permittivity and permeability dyadics, and also uniaxial reciprocal mag­
netoelectric (chirality) dyadics.
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Figure 4. Rotation of the polarization plane of the reflected wave as a function of the
frequency. € = 3.45 , Af = 0.45, Ka = 0.3, q = 100 radn/rn, L = 0.015 m.

All the helices at given z have the same direction along vector a(z), thus
Kt = O. The constitutive relations take the form

D = €o(€tI t + €aa(z)a(z)) . E + jV€OMO Kaa(z)a(z) . H (3)
= •

B MO(Mt1t + Maa(z)a(z)) . H - jV€OMO Kaa(z)a(z) . E (4)

for this specific geometry. Incid~t w~ve propagates along z axis. The trans­
verse unit dyadic is denoted by It = 1- a(z)a(z). The analysis is restricted
to the case when the magnetic effects can be neglected and set Ma = Mt = 1.

The field in the multilayer anisotropic chiral sample is excited by a plane
electromagnetic wave

Ee = (A1eb(O)+ A2ea(O))ejkoz-jwt

He = 2.(A2eb(O) - Alea(O))eikoz-jwt
'flo

where ko = WV€oMo is the vacuum wavenumber, 'flo = JMo/€o is the free­
space wave impeadance and b(O) is unit vector along y axis.
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Frequency, Hz

Figure 5. Ellipticity of the transmitted wave as a function of the frequency f = 3.45,
~f = 0.45, "a = 0.3, q = 100 radn/m, L = 0.015 m.

A reflected wave

E, = (A1rb(0) + A2ra(0))e-jkoz-jwt

H, = ~(Alra(O) - A2rb(0))e-jkoz-jwt
170

and a transmitted wave

(7)

(8)

(9)

H, = ~(A2rb(L) - Alra(L))ejkoz-jwt (10)
"10

also exist outside of the sample.
Here a(L) and b(L) are the unit vectors which have turned on the angle

qL:

b(L) = U(L) . b(O)

a(L) = U(L) . a(O)

(11)

(12)
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where L is thickness of sample,

U(L) = exp[qLc x I] (13)

is the dyadic of rotation on the angle qL.
The electric field strength vector in the sample is the sum of four plane

waves

E = t AmU(z) . a(O) + jPmb(O) ejkmz-jwt

m=l }1 + p~
(14)

where km and Pm are wavenumbers and ellipticities of eigenmodes in the
twisted coordinate system. The magnetic field strength vector is

-j = d j
H = -c x I· -dE + -~aa(z)a(z) · E

WjLo z 1)0
(15)

The wavenumbers of eigenmodes of electromagnetic field in the twisted
coordinate system for such a helicoidal medium taking into account the
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local chiral properties have been obtained [1]:

(16)

(17)

The following notations for mean values and the anisotropy character­
istics of the material parameters have been introduced: f = !(Et + Ea ) ,

~E = !(Et - Ea ) , TJ = !f + to-
The system of eight algebraic linear equations was obtained from the

condition of continuity of the tangential components of electric and mag­
netic field strength vectors on the interfaces where z = 0 and z = L [1].
All characteristics of reflected and transmitted waves near the frequency
region of Bragg reflection for various polarizations of the incident wave
were determined in [1] .
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3. Numerical results and Discussions

The solutions of the system of equations allow to describe both reflection
of electromagnetic waves on the macroscopic helicoidal structure of the
medium and wave reflection from the boundaries of sample. Calculations
have been performed for linearly polarized incident wave with polarization
along wire helices on the first boundary of the sample (along vector a(O» .
The following values of parameters have been chosen: € = 3.45, .:11: = 0.45,
"'a = 0.3, q = 100 radn/m, w = 18.6 GHz. In all cases the permeability
was assumed to be equal to flo . The dependence of the intensity of the
transmitted and reflected wave on the sample thickness is presented in
Fig. 2.

Two different ways of propagation for circularly polarized waves in
helicoidal medium in Bragg frequency region exist . For example, the right­
handed circular wave has the direction of rotation of vector E, which
coincides with the direction of rotation of local axis of helicoidal medium,
i.e. vector a. This wave feels the significant reflection in Bragg frequency
region and practically full reflection of wave from thick sample takes place.
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Figure 9. Ellipticity of the transmitted wave as a function of the frequency. f = 3.45,
~f = 0.45, K,a = 0.3, q = 100 radn/rn, L = 0.0301 m.

The circular wave with the opposite sign of polarization does not interact
with the periodic helicoidal structure. Only Fresnel's reflection of this wave
from boundaries of sample is possible. So, we can conclude that the Bragg
reflection in the macroscopic helicoidal structure is selective with respect
both to frequency and polarization of electromagnetic wave. As a result the
reflection and transmission coefficients for linearly polarized incident wave
have the behavior, which is shown in Fig. 2.

In paper [1] the intensities of reflected and transmitted waves for sam­
ple thickness L = 0.155 m were investigated. As we can see from Fig . 2
the reflection and transmission coefficients at this thickness are close to
saturation. Using competition of Bragg reflection of electromagnetic waves
on the macroscopic helicoidal structure of medium and Fresnel's reflection
from boundaries of sample can give a possibility to minimize the thickness
of sample for transformation of the polarization state of waves.

The dependence of the rotation of the polarization plane of the transmit­
ted and reflected wave on the frequency is presented in Figs. 3 and 4. The
dependence of the ellipticity of the transmitted and reflected wave on the
frequency is presented in Figs. 5 and 6. All figures are plotted for linearly
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polarized incident wave with polarization along wire helices on the first
boundary of the sample (along vector a(O)). The rotation of polarization
plane and ellipticity were calculated for the thickness L = 0.015 m which
corresponds to the first maximum on the Fig. 2. The change of the sign
of rotation of polarization plane for reflected wave is possible when the
frequency changes (see Fig . 3). In the narrow frequency region near to
the resonance the reflected wave has polarization which is close to Circular
polarization (see Fig. 6). The transmitted wave polarization is close to linear
in all region of investigated frequencies (for this thickness of the sample).

In view of possible comparisons with previous results we have calculated
characteristics of the transmitted and reflected wave for the thickness L =
0.0301 m which corresponds to the first minimum on the Fig. 2.

The dependence of the rotation of the polarization plane of the trans­
mitted and reflected wave on the frequency and the dependence of the
ellipticity of the transmitted and reflected wave on the frequency in this
case are presented in Figs. 7-10.
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4. Conclusion

On the base of the exact solution of the boundary-value problem for heli­
coidal medium with local chirality we describe the Bragg reflection of elec­
t romagnetic waves on the periodic structure of medium as well as Fresnel's
reflection from sample's boundaries. It allows to model the transmission
and reflection of electromagnetic waves in dependence on the obtained
parameters 'of artificial helicoidal medium and to design the device for
polarization transformation. Our present results demonstrate possibility of
the minimizing of thickness of sample for transformation of the polarization
state of electromagnetic waves. In contrast to the earlier proposed device [1] ,
this structure can have a minimal size, because its operation is based on the
phenomenon of the competition of Bragg reflection of electromagnetic waves
on the macroscopic helicoidal structure of medium and Fresnel's reflection
from boundaries of sample.
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Abstract. This chapter discusses optical effects in layered anisotropic systems and illustrates their
response with use ofMathematica software.

1. Introduction

The solution of the boundary problems of light propagation through crystalline
plates and layered media with due regard of its multiple reflection is considered in
a large number of works. In optically active media, these problems become rather
complicated, and the corresponding calculations and the analytical expressions are
rather cumbersome. These problems are solved by different methods. Thus, F.I.
Fedorov suggested the covariant method, which provided rather a compact solution
of this complex problem [1]. This method allowed one to solve many boundary
problems in crystal optics [2-6]. Nevertheless, in complicated cases, one has to use
computers.

Berreman [7] suggested the method of 4 x 4 matrices for studying
reflection and transmission of the polarized light incident onto planar layered
anisotropic media at a certain angle . The method is considered in detail elsewhere
[8]. However, Berreman's method did not find extensive application for solving
various problems of crystal optics. Possibly , this is partly associated with the fact
that most of the problems of crystal optics have already been solved, and, in many
practically important instances, very convenient analytical expressions have
already been derived.

At present, any problem of light propagation in plates and layered systems
with an arbitrary set of optical properties, including anisotropy, absorption, and
optical activity, can be solved by the Berreman method with the aid of the system
of computer mathematics - the application package Mathematica-4.1 or any other
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similar software package. Below, we consider just such a method for solving the
boundary problems of crystal optics.

2. Berreman's Method

First, let us formulate the problem to be solved. Let a plane monochromatic wave
with the wavelength A be incident from isotropic medium I with the refractive
index n, onto an anisotropic optically active (gyrotropic) absorbing crystal at an
angle ¢; (Fig. 1). Upon the wave refraction by medium II, two waves propagate
from the upper face of the plate toward its lower face and two waves propagate in
the backward direction from the upper and lower faces and undergo numerous
reflection processes. The light exits to medium III at an angle tPt with the refractive
index n..

Figure J. Reflection and transmission of a plane wave with due regard for multiple
reflection at the oblique incidence of light onto the system: (1) isotropic ambient
medium, (II) anisotropic plate; (III) isotropic substrate. The y-axis is normal to the
drawing plane; mj = nj nj are the refraction vectors of the incident (i) and reflected (r)
waves, the waves refracted in the forward (l, 2) and backward (3, 4) directions, and
the transmitted (t) waves, where nj are the corresponding refractive indices and nj are
the corresponding wave normals.

The transition matrix of system of the principal axes of tensors that
describe the properties of the anisotropic medium to the Cartesian coordinate
system xyz can be written with the aid of the Eulerian angles <p, e, and ur, In a
package "Mathematica-t.I" the transition from one system of coordinates to
another is carried out by three consecutive turns: on an angle <p around of an axis z,
on an angle e around of an axis x and on an angle 'II around of an axis z. The
Maxwell equations for the fields in a medium can be written in the Cartesian
coordinate system as a single matrix equation. The relationships between the
intensity vectors of electric and magnetic fields E, H and electric and magnetic
induction vectors D, B are set by the constitutive relations:

[~] =M [:l M= (~-lE.J
p"] I.l. '

(1)



(2)
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where the block matrix M is called the optical matrix; s and J.1 are the tensors of
dielectric permittivity and magnetic permeability and p and p' are the tensors which
describe the optical activity of ~rystals.

In Berreman's method the solution of a problem on definition of fields of
the reflected and transmitted waves is reduced to the solution of system of four
linear differential equations:

o . A

OZ 'II = 1 ca U 'II,

where 'II = [Ex, Hy, By, -Hx] is the generalized vector-column of the field, a is the
differential 4 x 4 propagation matrix for the given medium. Obviously, the
elements of the matrix a are the functions of the elements of the optical matrix M
and the direction of the wave normal of the incident wave, i.e., a =f(e, J.1, p, p', tp,
0, ,//, ¢;, n;). Equation (2) is the wave equation of the generalized field vector 'II.

3. The Various Constitutive Relations at the Description of Optical Activity of
Crystals

The elements of a matrix a essentially depend on the constitutive relations. Let us
consider in more details how different authors write down the constitutive
relations, which include optical activity. In the most general case, all tensors, which
appear in the constitutive relations, have 9 components.

It was shown in [1], what type of constitutive relations give the correct
description of optical activity. The same constitutive relations were received in [9].
They are used in many works [10 - 21]. We shall name them as Condon-Fedorov
relations:

(3)

In [22, 23] the following constitutive relations were used

(4)

where ejlcl is Levi-Civita tensor, nm are directing cosines of wave normals. We will
name (4) as Born-Landau relations.

In [24] the following constitutive relations (Drude's relations) were
introduced

(5)

In the given constitutive relations pseudotensors of the second rank glm, Yih
CXjk are used and differently describe optical activity. They are even named
differently in different works. As it is used to in crystal optics we will name them
as gyration tensors. These constitutive relations were also used in works [7, 8, 25].
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In a general case, the constitutive relations (3) - (5) for optically active
crystals can be written as [7, 8]:

D =eE + p H, B = I!H + p' E (6)

In [1] it was shown, that the law of preservation of energy is violated, if the
equations (4), (5) are used for solving boundary problems. Therefore theory of
optical activity based on the constitutive relations (4), (5), is called approximate,
and theory based on the constitutive relations (3) is called exact. Despite of this
fact, the constitutive relations (4), (5) are used in many works for the description of
optical activity.

In addition, in experimental research of optically active crystals, results for
calculation of gyration tensor components gjk are treated with using equations (4).
If equations (3) are used, the same experimental results are described in different
way, and this difference is substantial. Let us have a look on the interrelation of
components of gyration tensors a;k • gjk and Yik' included in constitutive relations
(3) - (5).

4. Physical Meaning of Eigenvalues and Eigenvectors of a Matrix A

We received the characteristic equation of matrix A for uniaxial optically active
crystals using constitutive relations (3). Comparing it with the exact equation of
normals in [1] it turned out, that the coefficients of both equations of the fourth
degree completely coincide. Hence, eigenvalues 1]j of a matrix A are solutions of
equation of normals. At oblique incidence of light the value 77j is projection of
refraction vectors of waves on a normal direction z to a plate. They are related with
refraction indices nj of eigenwaves by the equation

(7)

where'; = n, simA. It is obvious that at normal incidence of light on a crystal (.; =0)
the eigenvalues of matrix A completely determine refraction indices of waves
propagating through a crystal. The positive values of 1]j correspond to all waves of
a "direct course", i.e, waves going from the top side to bottom, and negative values
correspond to all waves of a "return course".

Eigenvectors 'Vi = [Exj, Hyj, Eyj, -Hxj] of matrix A are the generalized
vectors of fields of eigenwaves (refracted and reflected). The polarization of
eigenwaves is determined by mutual spatial orientation of the crystal and refraction
vector of the incident wave. At normal incidence and coincidence of axes of the
chosen system of coordinates to the main axes of tensor G j/o a j/o gjk and Yjk and
relations

(8)
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determine the state of polarization of fields Ej and llj of j-th eigenwave in the
crystal corresponding to refraction index nj (see (7» . At oblique incidence the
specified relations determine projections of ellipses of polarization of eigenwaves
to the surface of the crystal plate. Thus it is obvious, that the information on optical
properties of medium, including polarization of eigenwaves and their indices of
refraction is carried by matrix A.

5. Comparison of Refraction Indices and Polarization of Eigenwaves Obtained
Using Various Constitutive Relations

5.1. CRYSTALS OF CLASSES OF SYMMETRY 32, 422, 622

At first we shall consider optically active crystals, in which the tensor of dielectric
permittivity &jk, and gyration tensors CXjk , gjk and 'Yik' describing optical activity in
the different constitutive relations (3) - (5), all have identical diagonal type. Only
the crystals of classes 32, 422, 622 (en = e22 ;r e33, an = a22 ;r a33, gn = g22 ;rg33,
rn = Y22 ;r Y33) or crystals of cubic classes 23, 432 (en = e22 = e33 , an = a22 = a33,
gn = g22 = g33, Yn = Y22 = Y33) possess these properties.

In the majority of experimental works refraction indices ni, n: are
calculated using constitutive relations (4) and the solution of this equation is:

n2 = {en 2 + n 2) + [en 2 _ rr., 2)2 + 4 G2 ]1/2 } /21,2 01 02 - 01 ..u2 , (9)

(10)

no/, n02 are refraction indices of eigenwaves in the crystal without the account of
optical activity; G is scalar parameter of gyration:

(11)

In uniaxial crystals g22 =gn, and equation (11) can be written as:

(12)

where e is the angle between wave normal and optical axis, and thus the angle
between an optical axis and normal to the surface of a plate for a normal incidence
oflight.

Now, we will compare expressions for refraction indices ni, n2 received
using constitutive relations (3), (4) and (5) for two most important cases of normal
incidence of light, along optical axis and perpendicular to it. Let us consider at the
beginning the case of propagation of light along optical axis. The results are
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presented in the table below. It should be noticed that in results below, the
expressions of the components of eigenvectors appear without constant multiplier.

Also, it is necessary to notice, that when constitutive relations (4) are used,
tensor gjk is written down differently, than when equations (3) are used and it looks
like:

o
OJo ,

&33

(13)

TABLE. The constitutive relations offered by the different authors, refraction
indices n/,2 , generalized vectors '1'1,2 of fields of eigenwaves and kind of matrix d
at normal incidence of light in optically active crystals of classes 32, 422, 622 in
the direction of optical axis (8 =0°) and of classes 23, 432

Authors, the constitutive relations, ni» '1'1,2 Matrix A

Condon, Fedorov [9, 1]

[0
1 -i~1 o I

Dj = &]k Ek+ ilXjkHe, Bj = PikHk - i ajk Ek til 0 0 -i~,

nt.2= .J&:: +- a.ll i~, 0 0 1

'l'J.2 = [± if ..J&::' ± i , 11 ..J&::' 1] ta, til o )
11

Born, Landau [22, 23] 0 1 0

!)
Dj = (&]k + i eiuglm n"J Ek , Bj = PikHk

[ s
0 ig)J

n -~

-~33
0 01.2- Ell =+= g33

'1'1 2 = [± if ..J& + g ,± i, 1/..JEll + g33' 1] 0 &11• 11 33

Drude, Berreman [24, 7]

[1
1 0

-r"J
D,> &]kEk+ i Y.;kHk, Bj = PikHk 0 0
nl.2= ..JEll +r211/4+ Yu 12 0 0

'1'/,2= [i (±..Jc
l1

+r211 /4+yll)/cIl, ± i, 1/(..JE
II

+r2
11/ 4 +Yll), 1] irll lil

One can see that expressions for refraction indices obtained using different
constitutive relations are different even for light propagating along optical axis and
the expressions for them can be written down as:
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Let us note, that using the equations (3) nl.2 are calculated precisely, and
using the equations (4), (5) expressions given for nJ,2 are the result of the
approximate extraction of the square root. From (14) the relation between
components ofgyration tensors' 0.11, ~3 ,Yl1 follows as:

(15)

Let us note, that for any of the equations (3) - (5) ellipticity of eigenwaves
ke=Ey/Ex} =± i and thus eigenwaves are circularly polarized.

Now, let us consider the expressions for refraction indices obtained using
only equations (3) and (4), for the plate cut parallel to optical axis (8 =90°), i.e. for
light propagating perpendicular to the optical axis:

(17)

As well as in the previous case, the distinction in the description of optical
activity is well visible.

As it was shown [26], the constitutive relations (4) describe the
phenomenon of optical activity within the product of parameters of anisotropy with
parameters of gyrotropy. The expression in (16) (exact theory) passes into
expression in (17) (approximate theory) if we set:

(18)

where Bll, 33 = ~ +: M:, ~ = (ell + e33) / 2, Lle = (e33 - ell) / 2 and neglect in (16)
terms (2a.lla.33) in comparison with (ell + 633)'

However, the most important question is the basic distinction in the
description of optical activity obtained using the different constitutive relations.
The rotation of plane of polarization for light propagating along the axis is
determined by different components of gyration tensor if different constitutive
relations are used, namely:

If constitutive relations (4) are used for light propagating along an optical
axis, the distinction in refraction indices, and correspondingly the rotation of plane
of polarization, is determined by component ~3, which is different from the two
other identical components. If constitutive relations (3) are used for the description
of optical activity, the rotation of plane of polarization is determined by two



326

identical components gll. In case of light propagating in the direction,
perpendicular to the optical axis, all optical parameters, including of refraction
indices of eigenwaves, are determined by two identical components of gyration
tensor gll =g22 if equations (4) are used. If equations (3) are used the same optical
parameters are determined by the sum of components (gil + ~3). This is the basic
distinction in the description of optical activity by the different the constitutive
relations. It should be considered by experimental and theoretical consideration of
the phenomenon ofoptical activity.

Let us consider some basic features of calculation of refraction indices
obtained using the various constitutive relations for crystals of different classes of
symmetry.

5.2. CRYSTALS OF CLASSES OF SYMMETRY 3, 4, 6 AND 3m, 4mm, 6mm

There are antisymmetric components 0.21 = - al2 besides diagonal components of
gyration tensor in crystals of classes 3, 4, 6 [I, 27]. Using constitutive relations (4)
it was assumed that the gyration tensor is completely symmetric. The same was
assumed in [22, 23, 28-31]. Therefore crystals of classes 32, 422, 622 and 3, 4, 6
were described by identical diagonal gyration tensors and components 0.21 =- al2
were set equal to zero. The matrixes 11 are suitable for crystals of classes 32, 422,
622 at al2 = a2l = 0, classes 3m, 4mm, 6mm at all = 0.22 = 0.33 =0 and classes 23,
432 at all =0.22 ~ 0.33 , al2 =0.21 =o.

The matrix 11 for crystals of these classes for oblique incidence of light and
e= 0° (optical axis is perpendicular to plane of the plate), 'If = 0° and any angle <p
can be written as:

- ia.I2
E33- a. ~3 - ~ 2 i(a. lI(E33- a. ~3) + a. 33~2)

0
E33- a.~3 E33- a.~3

Ell ia.I2 0 - ia.lI11= (20)
ia.lI 0 -ia.12

0
i(a. lI(E33- a. ~3) + a. 33~2) Ell(E33-a.~3)-E33~ 2

ia. I2
E33- a. ~3 E33- 0.;3

In crystals of classes of symmetry 3, 4, 6 the component 0.12 appear in
expressions for refraction indices (expressions are done for e = 0° and e = 90°,
accordingly):

(21)

(22)
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For a long time crystals of classes 3m, 4mm, 6mm were considered as
inactive, since their gyration tensor is antisymmetric: a 21 =- a12 and all = a22 =
a33 = o. It was shown in [32] that in these crystals optical activity is manifested
only at oblique incidence of light (ellipticity of eigenwaves is distinct from zero
only in this case) . However, from expressions (21) and (22) one can see that even
for normal incidence the refraction indices depend on components al2.

5.3. CRYSTALS OF CLASSES OF SYMMETRY 4, 42m

In crystals of class 4 the components are a22 =- all , a33 =0, a21 =a\2. In addition
in crystals of class 42m components al2 = a21 =o. The type of gyration tensor in
crystals of these classes essentially differs from the type of tensor in crystals of
others uniaxial classes. This difference is that only one axis of gyration tensor a
coincides with one axis of tensor E, and they both coincide with a direction of the
optical axis of a crystal. If the direction of this axis coincides with an axis z of
laboratory system of coordinates, two other main axes of tensor E are directed
along axes x and y, and two other main axes of tensor a are rotated by some angle
in relation to axes x andy. For calculation of refraction indices of these crystals it is
necessary to rotate the system of main axes of gyration tensor a and tensor E

around axis z on an angle <po Let us emphasize, that in uniaxial crystals of other
classes both for normal, and oblique incidence of light such rotation does not
change the type of tensors a and E at e = 0° and e = 90°, whereas in crystals of
classes, 4, 42m even for normal incidence the rotation on an angle <p, while not
changing tensor E, plays determining role in calculation of refraction indices for e
= 90°.

The matrix Ii. for crystals of these classes for normal incidence at e= 'II =
0° and any value of angle <p is:

[-;a" io: 11

<a,,]Ell io: .2 0
Ii. = . 0 ia 12la ll

0 - io. 11 Ell - la 12

(23)

Refraction indices calculated from these matrixes are:

for e= 90°

(24a)
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Using constitutive relations (4) expressions for nl,2 at e = 90° can be
written as :

Comparing expressions (24) and (25) one can see which approximations
are made in this case and the relations between components in the exact and
approximate theories are clearly visible:

(26)

5.4. CRYSTALS OF ORTHORHOMBIC CLASS OF SYMMETRY 222

In the most common case in biaxial crystals all components of tensors e and a are
distinct from zero. Thus tensor e is symmetric, and tensor a is tensor .of any type.
With the help of a package IIMathematica-4.1II the matrix A can be written in the
general form. However, it looks too cumbersome and does not have much practical
use to be presented here . To obtain correct dependence of refraction indices of
eigenwaves for an angle cp for crystals of classes 1,2, m and mm2, it is necessary to
perform the calculations similarly to case of crystals of classes "4, "42m. It is clear
that the expressions will tum out very cumbersome, therefore we will not present
them here.

Let us consider in details crystals of an orthorhombic class 222. In these
crystals the main axes of tensors s and a coincide with the axes of symmetry 2. In
laboratory system of coordinates these tensors are diagonal (ejk = 0, a jk = 0, j '!: k).
For normal incidence the refraction indices are equal :

The matrix A in case cp = e= '" = 0° for oblique incidence is:

o

o

2 ~ 2
E33 - 0. 33 - ":>

E33 - a~3
o
o

i(a22(E33 - a~J + a33~2)

E33 - a~3

i( 0. 22(E 33 - a~3) + a33~
2

)

E33 - a~3
o
o

E22 (E 33 - a~J - E 33~2

E33 - a~3

o

o

(28)
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Analogous matrixes are obtained at <p =0°, e='I' =90°, and <p =e=90°, 'I'
=0°. With this consideration the approximated connection between components of
gyration tensors gii and ajj can be written as:

One can see -that in the given expressions relation between components of
S« and aij is similar to relation revealed for crystals of classes 32, 422, 622 (IS),
and is true with the same approximation.

6. Solution of Boundary Problems in Crystal Optics

Once matrix 11 is determined, one can use it to solve the boundary problem of light
propagation in a layered system. In [7, 8], it was suggested to integrate Eq. (2) by
dividing the anisotropic medium of thickness d into layers of small thicknesses so
that within each such layers the elements of the matrix 11 are independent of z. As a
result, for a layer of thickness h, the solution has the form

'I' (z + h) = exp (i OJh 11) 'I' (z) = L(h) 'I' (z) (30)

The matrix L(h) = exp (iOJ hl1), which describes the transformation of the
field of the light wave during its propagation through a plate, is called the layer
matrix. Further solution of the problem reduces to the determination of the layer
matrix L(h). It was suggested [7, 8] to expand the function L(h) into a series in
powers of 11. Obviously, this expansion is approximate. In [33], layer matrix L(h)
is determined with the use of the similarity transformation. With this aim, one has
to determine numerically the eigenvalues and eigenvectors of matrix 11 for each
layer. This method is rather cumbersome and requires considerable computational
resources. In [34] the exact calculation of the layer matrix L(h) is obtained with the
invocation ofthe Sylvester theorem.

Now, we pass on to the direct description of the ways of solving the
formulated problem. First, the form of all the tensors e, f,!, a should be set in the
principal coordinate system defined by the triad of the Eulerian angles <p, e, 'I' (cp =
0°, e= 0°, 'I' = 0°). Thanks to the interface used in the Mathematica-4.1 system and
convenient representation of input data, all the tensors can be set in a very clear
symbolic and numerical form and can be readily modified. Thus, the block optical
matrix M is readily determined. The built -in function sets the rotation matrix for
the transition from the principal coordinate system of the tensor to new coordinates
chosen in the formulation of the specific problem. Then, the form of each tensor is
determined in the new coordinate system, and the matrix M is formed.
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The next stage of the solution following the determination of all of the
tensors £, fJ and a. is the determination of the matrix Ii. In all the studies we are
aware of the matrices Ii are determined with the use of the relationships indicated
in [7, 8]. Using the package Mathematica-4.1 , one can readily obtain the expression
for the layermatrix L(h) with the aid of the built-in function called the "matrix
exponent":

L(h) =MatrixExp(i 21th Ii / A) (31)

As was indicated in [7, 8], the matrix L(h) relates the fields at the entrance
and exit surfaces of the plate (for each layer, h = d):

'lit (d) = L(d) ('IIi (0) + 'II. (0)), (32)

where the subscripts i, r and t indicate the incident, reflected, and transmitted
waves, respectively, whereas, similar to [7, 8], the generalized fields are written as

(33)

where Eip and Eis are the known components of the electric field of the incident
wave of any polarization (linear, circular, or elliptic) and Eq" Ers, Eq, and E; are the
components of the electric fields of the reflected and transmitted waves. Here the
subscript 'p' indicates the wave polarization parallel to the incidence plane (the p­
polarization) and the subscript's' indicates the polarization normal to the incidence
plane (the s-polarization).

Thus, for the linearly polarized incident wave with the azimuth fJp, the
components Eip, Eis are

Eip =cos {Jp, Eis = sin {Jp , (34-)

where {Jp=0° corresponds to the p-polarization of the incident light and {Jp= 90°,
to the s-polarization. For the circularly polarized light we have

(35)

where the upper sign corresponds to the right-hand circular polarization.
When writing Eq. (33) , we took into account that in the optically isotropic

and nonmagnetic ambient media, the components of the magnetic field are
proportional to the corresponding orthogonal components of the electric field with
the proportionality coefficient being equal to the refractive index of the medium.
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Writing the generalized vectors of the fields of the incident, reflected, and
the transmitted waves'l'j (j = t, r, t) as is suggested in [7, 8], we can solve the
system of linear algebraic equations (32) with respect to the unknown components
of the fields of the reflected and transmitted waves. To solve the boundary
problem, we introduce a new generalized field vector Q which includes the
components ofthe electric fields of the transmitted and reflected waves,

(36)

related to the generalized vectors of the fields ofthe transmitted 'l't and reflected 'l'r
waves by the relationships

'l't =Tm Q; 'l'r =Rm Q, (37)

where

[

COStjJ,

».
Tm = 0

o

o
o
1

n,costP,

o OJ [0000
o 0 ' Rm = 0

000

0 -costPj

0 nj

0 0

0 0
~ J.

- n, cos¢.

Then Eq. (32) can be rewritten as:

therefore the vector introduced earlier is determined as

Q = (Tm- L Rmrl L '1'; .

(38)

(39)

Calculating the vector Q, we can directly determine the components of the
fields of the reflected and transmitted waves. Knowing these components, we can
write the reflection and transmission matrices for the plate in the form [8]

E r = [Erp]=R E; = (;ps; sp

E = [E,p] =T E-= (Ipp
tEl I

Is sp

;')[;],
55 IS

Ips) [E. ]
Iss E:

(40a)

(40b)

The matrices Rand T are the complex amplitude reflection and
transmission matrices, respectively. Once the reflection and transmission
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coefficients are determined, one can calculate the reflection and transmission
coefficients for the intensities,

(41)

and also the reflectance and transmittance (the amplitude of the incident wave is
assumed to be unity)

R =1Erp 12 + IE,..12
, T= (I Etp 12 + 1EIS 12 ) n, cos¢, / n, cos¢; (42)

One should pay attention to the factor (n, cos¢, / n, COS¢t) in Eq. (42). If the
refractive indices of the ambient media are ' equal, n, = n.; this factor is unity and,
thus, is omitted in the formulas. Ifn, *-n.; the law of energy conservation R + T = 1
[35] is fulfilled only if this factor is also taken into account, which can be
considered as a certain criterion of the validity of the computation.

The components of the reflection and transmission matrices (40) thus
determined allow one to calculate the characteristics of the polarizations of the
reflected and transmitted waves, i. e., the azimuths Xr and the ellipticities kr" = tg
Yr" written in the form:

tg 2Xr" = 2 Re (E,.., ts / Erp,tp) / (1 -I E,.., ts / Erp,tp I2)
(43)

sin 2yr,' =2 1m (Ers, IS / Erp,tp) / (1 + 1 Ers, Is / Erp,tp I 2)

In crystal optics, one has often to study the variation in the intensity of the
light transmitted in the direction normal to the plate located between arbitrarily
oriented polarizer (j3p) and analyzer (j3 A)' In this case, the light intensity can be
written in different ways, in particular, as

J = T (1 + cos 2y, cos (2PA - 2X,)) / 2 (44)

Thus, the use of Berreman's method and the package Mathematica-4.1
allows one to solve any problems of light propagation through crystalline plates
with arbitrary sets of optical properties such as birefringence, absorption, and
optical activity. No limitations are imposed on the presence or absence of magnetic
properties. Thus, there is a possibility not only to obtain the numerical results by a
comparatively simple and clear way, but also to derive the analytical expressions
that describe various optical characteristics. It should be emphasized once again
that Berreman's method is still not widely used in crystal optics.

7. Some Examples of Solving Boundary Problems in Crystal Optics.
Discussion ofthe Results

Using all the above stated material allowed us to write an original program and
calculate, with the aid of the built-in functions of the package Mathematica-4.1, the
characteristics of the reflected and transmitted light for crystals of any class by
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setting the tensors e and a in their general, including complex, forms, and construct
the dependences of these characteristics on all the parameters of the media for
which the calculations are made. Since the present study is aimed at the
investigation of insufficiently studied optical properties of some specific classes of
crystals, we consider here only some purely illustrative examples. The detailed
study of some interesting characteristics of the light propagation in crystals will be
considered later.

It should be indicated that all the calculations were made for A = 0.6328
um, n, = 1, and n, = 1 if not specified otherwise. These curves are also constructed
using the package "Mathematica-t.I".
Figure 2 shows the change in the polarization azimuth X, (a) and ellipticity k, (b) of

the transmitted light as a function of the orientation angle of the optical axis, 8, for
the normal incidence of the p-polarized light onto the optically active plate. If the
light propagates along the optical axis (8 = 0°), the angle %' corresponds to the
rotation value of the polarization plane of the incident light. If the optical axis
deviates from the normal the change of the value X, has an oscillating character.
The oscillating amplitude first drastically decreases, then becomes zero, at 8 ::= 52°,
and, finally increases again up to a certain value. The ellipticity value of the
transmitted light k, also shimmies. Thus up to the value of 8 ::= 52° the ellipticity
sign is positive, and after this value of 8 the ellipticity sign becomes negative. This
behavior of X'and k, is associated with the fact that the components all and 0.33 of
the gyration tensor have different signs. All crystals, which have the gyration
tensor components of opposite signs, exhibit the same feature, when at the certain
value of 8 the plate behaves as inactive (X, = 0, k,=0).

Xt. deg
(a)

k t (b)0.3 0.01

0.2 0.008

0.1 0.006

0 0.004

30 0.002
-0.1

0
-0.2 30 90

- 0.002

-0.3 -0.004

Figure 2. Polarization azimuth X,(a) and ellipticity k, (b) of the light wave transmitted
through the optically active crystalline plate normally to its surface (~ = 0) as a
function of angle eof the deviation of the optical axis from the surface normal : ni =
n2= 1.97, nJ = 1.99, a ll =a22 =- 5.2.10-5

, a33 =12.10-5
, q> = 'Jl= 0°, d= 300 urn, A. =

0.4 urn.
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Figure 3 shows the intensity of reflectivity as a function of the angle of
light incidence for the plates prepared from absorbing biaxial (Fig. 3a) and
isotropic (Fig. 3b) crystals. One can clearly see the considerable difference
between the light reflection from the anisotropic and isotropic plates at small
incidence angles: the coefficients Rpp and Rss the isotropic plate have the same
values, whereas in the biaxial crystals, Rpp and Rss values are different, which is the
distinguishing sign of crystal anisotropy.

Rpp , Rss (a) Rpp , Rss (b)

1.0 1.0
0.8 0.8
0.6 0.6

0.4 0.4
0.2 0.2

¢Ii' deg IPi , deg
0 30 60 90 0 30 60 90

Figure 3. Reflectivity Rjj as a function of the angle of light incidence, (/;, for an
absorbing 2-~m-thick plate (I) Rpp, the p-polarized incident light; (2) R", the s­
polarized incident light. (a) biaxial crystal, n, = 5.12 + i 0.635, n2 = 4.37 + i 0.817, nJ
= 3.41 + i 0.723 (the refractive indices are equal to those of antimony glance, class
222), e= 90°, <P = Ijf = 0°; (b) isotropic crystal; nJ = n2= nJ = 3.41 + i 0.723.

Figure 4 compares the influence of the optical activity and the magnetic
properties on the intensity of the light transmitted by the plate of a uniaxial crystal
located between the crossed polarizer and analyzer normally to its surface for some
orientations of the optical axis. Figure 4a illustrates an increase in the intensity with
an increase in the angle of the deviation of the optic axis from the surface normal
of the plate, e.

4

lI',deg

J (a)
0.4

02 A A :l~/~~'~3-/''4~ 0

0.1~.£...l.:i.~ 0.1 / \ _/ , \__ ~;"""""""""..;;;;..!_~"""""'...,,,.....
a 45 90 135 · 180 a 45 90 135 180 a

~.deg ~,deg

0.3

Figure 4. Intensity of the light transmitted through l-mm-thick plate prepared from a
uniaxial crystal normally to its surface «(/; = 0°) placed between the crossed polarizer
and analyzer as a function of the angle <p of the plate rotation about the surface
normal: nJ = n2= 1.5, n, = 1.51, Ijf = 0°; (1) e= 0°, (2) e= 5°, (3) e= 20°, (4) e= 90°;
(a) optically inactive nonmagnetic crystal (ajj = 0, ~jj = I), (b) optically active
nonmagnetic crystal (all = a22 = -10-5, a 33 = 5.10-5

, ~jj = 1); (c) optically active
magnetic crystal (all = a22 =-10-5

, a33 = 5.10-5
, ~II = ~22 = 1.01, ~33 = 1.03).
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It is clearly seen that if the light propagates along the optical axis (8 = 0°,
lines I) in an optically active crystal , the intensity of the transmitted light has a
nonzero value (Fig . 4b, c). At small angles 8 (8 = 5°, curves 2) one can notice the
simultaneous influence of birefringence (because the intensity curve oscillates) and
the optical activity (because the intensity curve is above the abscissa in the whole
range of the rotation angles of the specimen). In magnetic crystals (Fig . 4c), with
an increase of the angle 8, the variation in the light intensity considerably increases
in comparison with the intensity in nonmagnetic crystals (Fig . 4a).

Figure 5 shows the influence of the type of polarization (circular or linear)
of the incident light on the characteristics of the reflected light . For the incident p­
polarized light, the dependence of R on the incidence angle has the minimum in the
vicinity of the Brewster angle (Fig. Sa), whereas for the circularly polarized
incident light no such minimum is observed, and the reflectivity R is much higher
(Fig.5b).

R (a) R (b)
1.0 1.0

0.8 0.8

O.S O.S

0.4 0.4

0.2

0 90 ~i . deg

Figure 5. Reflectivity, R, as a function of the angle of light incidence ¢J; for a plate
prepared from an optically active uniaxial crystal ; (a) the incident light has the p­
polarization, (b) the incident light has the right-hand circular polarization, nJ = n2 =
1.55, nj = 1.56, all =a22 =-10.10-5

, a3l =3.10-5
. <p =8 ='I' =0°, d= 20 lim.

The use of three dimensional figures allows to present complex dependencies in
easy to understand form. For example, Fig. 6 shows the dependence of reflection
coefficient for the intensities Rpp and Rsp on the angle of light incidence fPI and
simultaneously on the angle q> of the plate rotation around the surface normal plate
which is prepared from optically active uniaxial crystal. One can clearly see the
region of the Brewster angle on the dependence of diagonal reflection coefficient
Rpp on the angle fA and on the angle q> (Fig. 6a). The Fig. 6b illustrates the influence
of optical activity parameters on off-diagonal reflection coefficient Rsp• It is seen,
that at the angle q> = 0° the value of Rsp =1= 0 at any value of the angle of incidence fA
except for ¢i=0°. The dependence Rsp( ¢;) is asymmetric relatively to the plane q> =
180° unlike in optically inactive crystal.
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(a) (b)

Figure 6. Reflection coefficients from the intensities, Rpp (a) and Rsp (b), as a function
of the angle oflight incidence rA and the angle e ofthe plate rotation about the surface
normal. The optical parameters are: nJ =n2 = 1.65, nJ = 1.7, all = a22 =- 0.02, a33 =
0.005, e=60°, 'I' =0°, d= 21!m.

8. Conclusion

In this work Berreman's method and package "Mathematica-l.I" is used, with help
of which analytical form for the matrix Ii. is derived and its features for optically
active crystals of various classes of symmetry are considered. It is shown that
matrix Ii. represents independent interest in research of crystals, as its eigenvalues
are refraction indices, and the eigenvectors determine the condition of polarization
of waves, propagating through crystal.

The connection between components of gyration tensors, used for the
description of optical activity in some standard theories is established. It is shown
that the exact constitutive relations of Condon-Fedorov, more often used in
theoretical works, essentially differently describe the phenomenon of optical
activity in comparison with the approximate relations of Born-Landau, used in
experimental works. The expressions for refraction indices obtained using different
constitutive relations allow one to determine boundaries of applicability of the
approximate theory.

Thus, it is shown that the combined use of Berreman's method and the
package Mathematica-4.1 opens new opportunities for solving the problems of
crystal optics and studying any characteristics of the light propagation in crystals
with various optical properties. The method can be used for obtaining exact
solution of problems of light propagation in various layered media, including
anisotropic, absorbing, gyrotropic, magnetic, multilayer media and any arbitrary
combination of such media. The dependences considered above clearly
demonstrate the universal nature of this approach, namely, the possibility of
constructing any necessary dependences of the reflected and transmitted light with
due regard for the optical activity and the magnetic properties and absorption in the
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plate and the substrate. Moreover, it is also possible to set the functional
dependences of the optical properties of crystals (e.g., on the wavelength or the
temperature) to set any polarization of the incident light, and to consider the
dependence of the intensity and polarization of the light transmitted through the
plate placed between the arbitrarily oriented polarizer and analyzer. A more
detailed review ofthe problems described in the current article is done in [36].
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HETEROGENEOUS MATERIALS AND WAVE
LOCALIZATION



ON ELECTRODYNAMICS OF ONE-DIMENSIONAL HETEROGENEOUS
SYSTEM BEYOND HOMOGENIZATION APPROXIMATION

A. P. VINOGRADOV and A. M. MERZLIKIN
Institute of Theoretical and Applied Electromagnetism (ITAE), JIHT
Russian Academy of Sciences
Izhorskaya 13/19, Moscow , 127412, Russia

Abstract. This chapter discusses electromagnetic modelling of one-dimensionally inhomogeneous
materials. Different spatial scales are taken into account and the analysis is extended beyond the basic
homogenization approximation. The wave localization is related to the total increase of band gaps
with the infinite growth of the size and structural complexity of the cell.

1. Introduction

It is the multi-scale nature of the problem that is at the bottom of numerous effects
observed at electromagnetic waves transport in inhomogeneous media. The basic
yardstick is the wavelength A. The mutual relation of this scale with other scales
determines the phenomena that should be taken into account.

As a rule one considers two additional relevant scales. The first scale is the
inclusion size d or the correlation length ~ and the second scale is the sample size

L. Each of the scales is responsible for its own feature of the wave transport.
Since we are going to deal with phenomenon of localization, which was firstly

predicted and studied in quantum mechanics , it is necessary to make some remarks
concerning the relation of electromagnetic and quantum theories . First of all they
have a common feature because the electromagnetic fields and the wave function
are governed by wave equations. These are the Maxwell and Schrodinger
equations. In the simplest case these equations reduce to the Helmholtz equation

V 2
", + k 2

", = 0 , . (l)
An important for us difference between quantum and classical cases is that in

the quantum problem the disturbance of k2 comes additively into equation (l)

k2 =2m(E-Vo} ok2 =2mV(r}
o h2 ' h2

whereas in the classical case it does it multiplicatively

k2 _ Eool oe = OE k2
o - 2 ' 0 '

C Eo
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As a consequence, at low frequencies the role of scattering of electromagnetic
waves is of no importance. This is the reason why the quasi-static approach is so
popular in electromagnetism, begetting the whole branch of the investigations, so­
called homogenization problem. It is commonly assumed that if d« A. one can
solve the Laplace equation instead of the Maxwell ones. Being dimensionless the
Laplace equation makes the analysis easier. Namely, since there remain only two
relevant scales (d and L) any quantity may depend on their ratio only. It permits to
consider unbounded systems because tending the system size to infinity is just the
same as tending the inclusion size to zero: d / L~ 0 . Such a sight is good to some
extent only. The growth of L brings back into the problem the wavelength because
even weak effects depending on the ratio d fA. may cause qualitative changes of the
actual picture of phenomena. As an example one can consider the process of
radiation by inclusions. For perfect crystals this process results in cancellation of
the incident wave and generation of the refracted one [I] the wave number of
which can be calculated in neglecting the radiation process. If there are fluctuations
in distribution of the scatterers we should take into account the additional
polarization of the volume with fluctuation MY of inclusion concentration. The
random nature of fluctuations results in non-coherent (diffuse) character of the
waves radiated by these fluctuations . As long as fluctuations are small, one
introduces for description of the diffuse scattering the imaginary part E:ff of the

effective permittivity [2] I . But at distances greater than A. /~ almost all of

electromagnetic energy is transferred by diffusively scattered waves. This makes
senseless the description of the energy transfer in terms of the material
(macroscopic) Maxwell equations. Thus, the increase of L carries us from
homogenization range where the constitutive parameters do not depend on the
system size to mesoscopic range where a new constitutive parameter, the diffusion
coefficient may depend on system size. In particular, it can exponentially tend to
zero with increase of the system size. This phenomenon is called localization. And
the scale that characterizes the tendency is called localization length.

Surprisingly, to observe the latter phenomena the existence of a scale that is
small in terms of the wavelength is demanded. This scale is the thickness of the
transition layer between adjacent volumes with different permittivity values. If the
scale becomes greater than the wavelength (smooth disturbance) the role of
scattering becomes smaller. We pass to the range of quasi-classical description or

geometrical optics. Unlike the diffusion range where L,oc ~ A~) in this range

the localization length grows with frequency increase. The waves become
extended. Most strikingly these three ranges (the range of homogenization, the
range of localization, the range of geometrical optics) manifest themselves in one-

I The quantity e" is proportional to the damping factor (t!.N / N)2 ~ ofthe dipole moment induced in the volume

with fluctuation l!.N of inclusion concentration. Here 13 - 00' is the dipole moment damping factor of a single
inclusion [3].
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dimensional systems. Firstly, the homogenization range shrinks down to zero
frequency . It turns out that the introduction of the effective permittivity is justified
in the static case only. An attempt to take into account the effects of retardation
leads to strong dependence ofthe effective permittivity upon the system size.

2. Size dependence of effective parameters

Let us consider a finite laminated system. The parameters of layers are chosen to
satisfy the long wavelength approximation and to exclude any mesoscopic effects
[4] connected with resonances on a separate layer or period: kod« 1. Moreover, in
the case of random system the sample thickness L is chosen to be much smaller
than the localization length. The latter condition does not significantly restrict our
consideration because in the long wavelength approximation the inequalities
A. « L «L/o<: are fulfilled for a wide interval ofL-values.

For a periodic one-dimensional system the exact solution of the electrostatic
problem is well known (see review in [5]). Indeed, if the external field is applied
parallel to the layers, then the electric field is the same in all the layers due to
continuity of its tangential component. Averaging the constitutive relation D = &E ,

we obtain, that the average field and averaged displacement are connected by the
same relation, but with effective permittivity t 'f! =< e >, where the brackets denote

volume averaging. Corrections to the static solution were found by Rytov [6, 7].
Rytov exactly solved the infinite (L = co) problem for the one-dimensional system
with periodically alternating permittivity. Now this work has become classical ,
begetting a sequence of followers who apply the Rytov method to various systems
[8 - 11]. Nevertheless, some of Rytov's results look unphysical.

For the periodic system with two homogeneous layers of different substances in
the period cell Rytov derived dispersion equation (2) for the effective wavenumber
k'f! = kon'f!

and introduced the concept of the characteristic impedance Z.f! ' which was given

by the ratio < E »[« H > . Here &1 and &2 are the values of the permittivity of the

substances and the brackets denote averaging over the cell period. Ultimately,

using the common relations k'f! =ko~&'f!f.J'f! and Z.f! =~f.J'f!/&'f! one can retrieve

the effective parameters. At first sight this approach seems to be physically sound.
However, "something is rotten in the state of Denmark". Indeed , since Rytov [6]
dealt with an infinite system, he considered solutions only with a perfectly real
wavenumber. As a consequence he restricted himself to the real values of the
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permittivity. However, even in the long wavelength approximation the seff and lieff

tum out to be complex quantities:

seff = (S}(1 + i(kod 18)(s2 - s,)1v'WJ, lieff = [l-i(kod18)(s2- s.)1v'WJ (3)

Moreover, either seff or lieff has a negative imaginary part. To attribute to these

imaginary parts a physical sense one has to consider the situation where only one
of them is essential. For example, only if the whole system is placed in a loop of
magnetic field where the value of the electric field and the energy dissipation
caused by the electric field can be neglected can one definitely talk about
connection of the energy generation with a negative imaginary part of lieff ' This

situation is absolutely impossible for unbounded systems where each of the
imaginary parts cannot be separately connected by itself with the energy
dissipation/generation. It seems that this strange result (3) is due to consideration of
the infinite system.

Really we always deal with bounded systems and the present communication is
devoted to the analysis of the constitutive parameters of a bounded system. Since
any bounded system is not translation-invariant, Rytov's approach cannot be
directly applied here. In particular, Rytov's definition of the impedance is useless
for bounded systems because there exist simultaneously two waves propagating
inside the sample in the opposite directions. These waves have the ratio
< E »]< H > of the opposite sign. Thus, the characteristic impedance introduced by
Rytov depends not only on the material properties but also on the relation between
the amplitudes ofjust mentioned waves .

Let us consider another definition of the constitutive parameters. Our approach
is based on the usual experimental method of seff and lieff measurement where the

parameters are obtained from the measured values of the reflectivity rand
transmittance t [12]. First, to introduce the effective parameters we consider an
inhomogeneous sample under investigation as a uniform one made of a material
withseff and lieff' Further, we attribute to this auxiliary sample the same values of

reflectivity and transmittance as the initial composite system has. Employing well­
known expressions for r and t for a homogeneous layer [7, 13] we arrive at the
expressions for keff and Zeff:

and, ultimately, to the expressions seff = k~ff 1(koZeff), lieff = keffZeff 1ko.

In our computer simulations we have found the values of rand t by exactly
solving the microscopic problem of propagation of an electromagnetic wave within
the bounded system. As S (x) is a piecewise constant function, it is possible to

write down the solutions in each layer and then to sew them together employing the
ordinary Maxwell boundary conditions [13, p. 55]. Really , the algorithm reduces to
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multiplication of T-matrices of the layers. To unify the speculations it is convenient
to put in between the adjacent layers an auxiliary vacuum layer of zero width . Such
a consideration allows us to speak about the T-matrix of a separate layer. This
matrix links amplitude of waves in vacuum layers located on the right and left sides
of the layer. It is obvious, that the T-matrix ofthe entire system is a product of such
T-matrices of separate layers: T = TNTN_1 • • • T.To .

The results of the computer simulations are represented in Figures 1-4. The
behavior of all quantities depends upon the parity of the number of layers N . We
shall distinguish two cases . The first is the "even-layer-system" when the system
consists of an integer number of periods or an even number of layers. The second
case is the "odd-layer-system" when the number of layers is odd and the system
includes a half-integer number of periods. The difference in behavior is observed
already in the static case. The permittivity of the even-layer-system achieves its
bulk value (c) already at the first period , whereas the permittivity of the odd-Iayer­

system slowly tends to this value with the thickness increase:
ceff = (c)+O.5( C 2 -c1)(d /L).
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Figure J, on=(n.ff- d.}')I<Y as a function of

L/A.ff , &, =2, &2 = 3, kod =O.OI . The dotted

line represents the odd-layer-case, In the
even-layer-case the solid line represents
Relin , the dashed line represents Imlin .

Figure 2.The even-layer-system.
or = (Je.§/Jl.§- r::)IO' against L/ A.ff • The solid line

represents ReaY, the dashed line presents Imay.

For the same system parameters as in Fig. 1.

For time-varying fields one may expect a more serious discrepancy between the
even-Iayer- and odd-layer-systems. The reason is that the odd-layer-system is
symmetric with respect to reversal of the direction of the wave incidence whereas
the even-layer-system is not. In particular, the reflectivity of the odd-layer-system
does not depend on the direction of the wave propagation. The even-layer-system
has reflectivity dependent on the direction of wave incidence. Reversing the
direction of incidence the situation with the even-layer-system becomes equivalent
to the primary one only with a change in the order of the layers inside the period.

The behavior of the even-layer-system qualitatively differs both from that in the
static case where the bulk values are achieved at the first period and from Rytov's
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one. Despite that the effective refractive index n eff = keff / ko slowly approaches its

Rytov's value it is a complex quantity (see Fig. 1). The non-zero imaginary part
does not mean that there is any energy dissipation. During our computer simulation

we controlled the energy conservation law IRI2+Irl2= 1.0±10-14
• The non-zero

imaginary part of keff is compensated by the non-zero imaginary part of the

effective admittance Y.ff • The effective admittance, permittivity and permeability

do not tend to any limit but oscillate around certain values . Y.ff exhibits a perfectly

periodic dependence upon the sample thickness L (see Fig. 2). The real part of the
admittance oscillates around Rytov's value. The imaginary part of the admittance
oscillates around the quantity that differs from Rytov's value. The effective
parameters, being functions both of the wavenumber and of the admittance, tend to
a periodic behavior.

In the odd-layer-case the symmetry of the systems allows to introduce effective
parameters and at first sight nothing causes worry (see Fig. 1). Indeed, the
wavenumber is real and its behavior looks like one of the permittivity in the static
case. Namely , the effective wavenumber slowly tends to its bulk value k:;'
predicted by Rytov. However, the admittance (see Fig. 3) is a purely real quantity
what differs this case from Rytov's solution. The admittance as a function of the
sample thickness L exhibits periodic cusps of different intensity. What is
important is that this intensity does not decay.

0,4 SY

0,2

O,O-j,----1,----4,---1,--

31,4

31,2

-0,2

·0

·0 ,

,0 ,5 1,0 1,5

31,0

1:.=:=
-1,0 ~-~---.--~---r--r-----.--,-'--

0.0 0,5 1.0

Figure 3. The odd-layer-system. The dependence

of .sy=~&'ff/Il,.tJ -y,r against LlJ..'ff' For the

same parameters as in Fig. 1.

Figure 4. t5y = (~&,.tJ /Il,.tJ _Y,j')102 for dissipative

systems. The solid line represents the odd-layer,
dashed line the even-layer-case. The upper couple
of curves present the imaginary parts of
admittance while the lower curves pictures the real
ones. The parameters of the system are &, = 2+i ,

&2= 3+; , kod=O.OI .

These cusps are observed where the sample thickness approximately equals to
the thickness of antireflective sample (the thickness of the antireflective sample is
equal to an integer number of half-wavelengths. The observed behavior can be
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estimated in the following way. Let us represent the odd-number system as one
composed of two subsystems: the first subsystem consists of the first layer with
permittivity, say G., the second subsystem is replaced by a homogeneous system

with permittivity G3= (G. +G2) /2, which with a good accuracy describes the

effective permittivity of an even-layer-system. Since kodJ'i:« 1 and

koL~ -tf« 1 (antireflective sample) it is easy to get the following estimation of

the effective admittance ~Geff / Peff :

Geff; Peff = (G) +0.5(G. -G2){I-tf /(kodM)]

Formally, for Lodd approaching trjko/0 the admittance tends to infinity . The

values obtained during computer simulation are finite due to discreteness of the
system. The incommensurability between the effective wavelength and period
results in a random character of the maximum values. The constitutive parameters
being functions of keff and Zeff exhibit a combination behavior. They tend to a

periodic behavior.
It is worth emphasizing that the exact values of reflectivity and transmittance

slightly differ from that calculated employing Rytov's solution. The difference is
O(keffd). Nevertheless, this small difference results in a large difference in the

constitutive parameters if we try to retrieve them for antireflective sample .
The appearance of dissipation decreases the effects. The oscillations of

admittance are attenuated as the system becomes opaque. Though we cannot
directly determine the value of the wavenumber in this limit case we can still
define this value as the limit keff (L) at L~ 00 • Nevertheless ~he values of Geff and

Peff differ from the Rytov ones. We think that this is due to the existence of a

transition layer where the solution still feels the boundary . It is this transition layer
that is responsible for the input admittance of the opaque system (Fig. 4).

To conclude, we have to note that randomization of the system does not lead to
disappearance of the effects too (see Fig 5).
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Figure 5. Effective admittance of the random Figure 6. A typical distribution of field in one-
system dimensional random medium
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3. Frequency dependence of the localization length

The effect of localization of both quantum and classical waves has been intensively
studied throughout the last decade. All this time the apparent simplicity of one­
dimensional systems attracts the researchers but does not give simple answers . This
concerns, for example, the frequency dependence of the localization length
Lloc ((l)) , where Lloc ({l)) a typical distance at which the fields or wave function fall

down. On the one hand it seems that there are strong theoretical results. In the
frame of the scaling it is proved that the localization of waves is observed in any
one-dimensional random system and that at high frequencies Lloc ((l)) - (l) -2. The

Herbert-Jones-Thouless theorem [4, 14, 15] states that the high frequency limit is
equal either to infinity (the waves are delocalized) or to a constant. On the other
hand, there are random systems in which there is neither the high frequency limit
nor even localization [4, 16].

At present there exists a detailed theoretical investigation of the localization
effect in approximation of a delta-correlated-process only [17-19]. The obtained
results are in agreement with predictions of the scaling hypothesis [4]. Application
of the approximation to the one-dimensional electromagnetic problem means that
the values of permittivity at different points are independent. In other words, the
medium consists of layers of infinitesimal thickness. It is noteworthy that the
existence of a scale (in the previous example this is a layer thickness) that is much
less than the wavelength is not only a condition that makes the theoretical
consideration easy but also the key issue causing the localization. Indeed, if all the
scales including the thickness of a transition layer between layers are greater than
the wavelength (the variation of permittivity c(x) is smooth) the wave scattering is

small and the localization length tends to infinity as the frequency increases .
Below we consider an intermediate case. The layers building up the system are

of a finite thickness that differs the system from one begot by delta-correlated
process. But the thickness of the transition layer between layers is zero. It means
that we deal with sharp interfaces between layers. It is shown that in such systems
the behavior of localization length Lloc (ko) at high frequencies is determined by the

number of different types of layers building up the system. In particular, in case of
a binary system composed of two types of layers there is no high frequency limit.
Moreover, it is shown that the localization length has a high frequency limit in the
case of infinite number of different types of layers only.

The object of the present investigation is a one-dimensional, random, lossless
system. We confine our consideration to electromagnetic waves. The
electromagnetic problem differs from the quantum one [17]. This difference does
not consist only in the methods of consideration: in the quantum problem one is
usually interested in the eigenvalue problem, whereas in electromagnetics (and
acoustics) one deals with the problem of scattering. The most important difference
for us is that in the quantum mechanics there is only one random quantity, the
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.potential U (x) , whereas in electrodynamics there are two independent functions

that describe the properties of the medium and can independently fluctuate. These
are the pair, permittivity c(x) and permeability p(x), or, what is equivalent, a

pair of the wavenumber k and characteristic impedance s. The first pair of

functions is convenient for description of smooth, continuous in space distribution
of parameters, and the second one is useful at study of the piecewise continuous
system (e.g. a system of homogeneous layers). Below we shall consider the latter
case, describing the properties of the j -th layer by the pair (kj 'Sj) ' more exact by

the pair (k jdj,Sj) ' where dj is the thickness of j -th layer and kjdj is the optical

path over the layer.
In terms of the scattering problem localization of electromagnetic waves

denotes total reflection . It is supposed that in the case of a one-dimensional random
system the module of the reflection coefficient tends to unity and the transmission
coefficient exponentially vanishes with the sample thickness growth [17]. In this
connection the localization length is defined as

(4)

where 110< is the Lyapunov index.
We calculate the transmittance coefficient t by a semi-analytical solution of the

Maxwell equations employing the method of T -matrix. Because we consider a
normal incidence of the wave, the field in each layer is the sum of left-going and
right-going waves. The amplitudes Aj+l , Bj+1 and Aj_

"
Bj_1 of such waves in the

layers, which are adjacent to the j -th layer, can be related by application of the
conditions of continuity of the tangential components of electrical and magnetic
fields at the interface surfaces. To unify the speculations it is convenient to put in
between the adjacent layers an auxiliary vacuum layer of zero width . Such a
consideration allows us to speak about the T -matrix of a separate layer. This
matrix links amplitude of waves in vacuum layers located on the right and left sides
of the layer. It is obvious, that the T -matrix of the entire system is a product of
such T -matrixes of separate layers [13]: T = TNTN-1 .. .T;To, where

(5)

Here, (kjd ) and Yj are the optical path through and the admittance ofj-th layer.

Below we need an expression for the condition of the layer's transparency in
terms of the T-matrix. For this purpose the T-matrix of any sample can be
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expressed through the reflection coefficients rR and rL , corresponding to right­
incident and left-incident waves, as well as through the transmittance coefficient t
(since detT = 1, the value of t is independent of the direction of incidence [20]):

(6)

Thus, Eq. (5) with the condition of layer transparency (It\ =1) reads T =±l ,

where I is the unit diagonal matrix. For any uniform layer with Yj *1 this condition

is satisfied if and only if k .d = stn n E Z .
) '

The simplest random system is a random mixture of layers of two different
types. Below we confine ourselves to the case d, =d2 =d, PI =P2 =1, 81 * 8 2 , For
this case our computer simulations show that as frequency increases the
localization length does not tend to any limit (Fig. 7) because there exist
frequencies at which the localization length tends to infinity with the system size
growth. Until we deal with a certain finite realization of the system that is consisted
of N elementary layers it is well-known that there are O(N) resonant frequencies

at which the transmittance coefficient t is about unity. However the values of these
frequencies depend on realization and N. In accordance with the Herbert-Jones­
Thouless theorem t should only on the average tend to zero at any frequency.
Nevertheless , the smooth curve obtained after averaging of rloe = 1/ Lloe over 1000
realizations (Fig. 7) points out at existence of the frequencies where even after
averaging rloe = 0 , that means absence of localization.

2000 Lice

1000

Figure 7. The frequency dependence of LIoc {ko)ld

for random binary mixture of layers with
permittivity ~ , =2.0 and ~2 =3.0 , L =5000d . The
concentrations of layers of different types are:
P, =P2=112

2000 L,ce

1000

Figure 8. The frequency dependence of
L,«{k.a)1d for a random triple mixture of layers

with permittivity &, =2.0 , &2 =3.0 and &2 =5.0 ,

L =5000d . (PI =P2=P, =1/3).
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These frequencies could be found without computer simulation. Indeed, any
sample of a binary mixture is transparent (there is no localization) at a set of
frequencies ko ' at which one of the elementary layers is transparent. For example if

the layer ofthe first kind is transparent, i.e. kodF; =mt, n =1,2,... (in this case the

T-matrix of this layer equals ±1), then the T-matrix of the entire sample is equal ±
product of the T-matrixes of layers of the second type. This product is equal to ±T
matrix of a uniform sample consisting of the layers of the second type only. These
frequencies are defined by the parameters of the elementary layers only; they
depend on neither the entire sample thickness nor the realization of a given
stochastic process. Because these sets of frequencies are unbounded there is no
high frequency limit lim",-->oo L/oc (aJ) •

The next step of our consideration is the triple-component system
d. =d2=d) =d, P. =P2= f.JJ =I . To make the consideration non-trivial we demand
fulfillment of two conditions. First, the optical paths of any two elementary layers
of different types are incommensurable in pairs . Second, all the components are to
have different impedance. Under fulfillment of these conditions the dependence
L/oc (ko) (Fig. 8) qualitatively differs from one of a binary system (see Fig. 7).

The violation of the first condition (the optical paths of two different elementary
layers are commensurable) means that there are frequencies at which two
elementary layers are transparent. In this case the T-matrix of the total sample is
equal to ±T -matrix of the homogeneous layer consisting of layers of the third type.
It is obvious that there is no localization in this case. In violation of the second
condition (necessity of impedance dispersion) there are no reflections on interfaces
and we deal with the homogenization regime. In terms of T -matrices
delocalization of waves in systems with fixed characteristic impedance is a
consequence of T -matrix commutation. The" latter fact becomes evident after
presentation the T -matrix (5) of an elementary layer in the Jordan form

[

1+Yj Yj_l] [1+Yj Yj_l]-I
2Y 2Y (eXP(ikJd) 0 ] 2Y 2Y (7)T. = SJS-. = J J J J

J Yj-II+Yj 0 exp(-ikjd) Yj-I I+Yj
2Yj 2Yj 2Yj 2Yj

Since the S-matrix depends on the admittance only and the admittance is the same
in any layer, all the layers have the same S-matrices. The J-matrices are always
commutative J1J2 = J 2J1 • Hence the T-matrices of adjacent layers are commutative

too: 'r.T2 =SJ.J2S-· =SJ 2J1S-
1=T2'r. . As a consequence the random system is

equivalent to the system consisted of three uniform layers. Our conditions are
necessary conditions for absence of frequencies when L/oc diverges.

Unfortunately, we have no rigorously proof of the sufficiency of there
conditions. Nevertheless, keeping the sufficiency as a hypothesis which is
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confirmed by our computer simulation, we can estimate the value of the
localization length L~~3) (ko) of a triple system employing the frequency

dependence of the localization length L~~) (ko) of a binary system, which results by

removing layers of any type, e. g. of the third type, from the triple system. At
frequency k~3) where the elementary layer of the removed component is

transparent the T-matrix of the whole sample is equal to ±T -matrix of the binary
system. Tending the thickness of the whole sample to infinity we find
L~~3) (k~3») = L~~) (k~3») /(1- P3) ' Thought, the optical paths of the elementary layers

are incommensurable in pairs, the frequencies k~3) can be as close as one likes to

the frequencies, at which L~~) (ko) is infinitely large. Therefore, L~~3) (ko) can reach

very high values. More precisely VA > 0 and VO> 0 there is a frequency k~ > 0

such, that L~~3) (k~) > A. From above it follows that there is no high frequency limit

lim L lac (ko) in the triple system too. Carrying out similar speculations on induction
ko-+ oo

one can deduce that for any N-component mixture (N < (0) there is no high
frequency limit lim L(I, . ,N)/oc (ko) ' Nevertheless, since L(I, u,N) lac (ko) is strongly

ko-+oo

majorized by L(I"N-I)lac (ko)/(1 - peN»~ the incommensurability of optical paths

provides a decrease of the summit heights and the localization length should tend
to some limit as N ~ 00 •

... .. . . . .. . , . . ..
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Figure 11. The distribution function Figure 12. The reduced distribution function

To give a more rigorous prove of this statement consider a continuous
distribution of the elementary layers with respect to their optical paths IOPI = kd .

Given the corresponding distribution function f (loPI) at any frequency it is easy to

find it at any other frequency. An increase of the frequency results in a shift of the
frequency where the maximum of f(lopl) is observed and in a decrease of the value
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of this maximum (see Figures 11-12). It is obvious that the optical paths , which are
different by the value of 21tn, are absolutely equivalent in the T-matrix language.
Hence we can consider only optical paths that are smaller than 21t and deal with
reduced distribution function obtained by summing the corresponding values of

f (loPt ): J (loPI )= Ln f (loPt +21tn) . If the measure of commensurable paths is zero

the reduced distribution function J(loPI) tends to 1/27t as ko~ 00 (Fig. 12). Thus

we arrive at a situation where the optical paths distribution is independent on the
frequency. It is worth emphasizing that the T-matrix depends on the frequency
through the corresponding dependence of the optical path only . As a consequence,
if localization is observed then the localization length is independent on the
frequency. Certainly this constant value is proportional to the mean thickness of the
elementary layers and depends on the impedance distribution. In particular, this
constant value is equal to infinity if the standard deviation of the impedance
distribution is equal to zero.

If the refractive index can take any value in the interval [0, 00] and the layer

thickness is fixed the reduced distribution of the optical paths is independent of the
frequency. Hence the localization length should take a constant value at any
frequency.

For any finite-component system the reduced distribution function is a sum of
o-functions. A frequency increase results in unlimited motion of these o-functiom,
in the interval [0,2n']. As a consequence there is no high frequency limit of the

localization length.
It is worth emphasizing that simultaneously with continuous distribution of the

optical paths of the elementary layers the impedance has to be continuously
distributed too. To prove this statement let us consider the system of layers made of
two different materials (see [4D. If the thickness ofthe elementary layers made of
the first material is fixed [16], and the thickness of the elementary layers made of
the second material is continuously distributed, there are still frequencies, at which
the waves are delocalized. These frequencies are determined by transparency of the
layers of the first type.

4. Localization of the electromagnetic waves in one-dimensional system

The main troubles in the physical interpretation of localization are caused by non­
Gaussian nature of fluctuations experienced by quantities (wave amplitude,
transmittance, reflection etc.) commonly used in wave physics. The disengagement
of these concepts from the effects observed by localization invalidates developing a
harmonious view on the problem. Recently localization has been connected with
the effect of coherent backscattering [4]. The latter should be destroyed in the
presence of magnetic field because the system becomes nonreciprocal [4].
Unfortunately, consideration of ferrite layers placed in magnetic field that is
perpendicular to them shows that the mathematical formulation of the problem
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coincides with one for dielectric layers but employing circular polarization instead
of linear polarization. In other words magnetic field does not destroy localization
of electromagnetic waves. Thus, one needs developing a language for speculations .
We think that the band theory may fit this purpose. The reason is alike behavior of
waves both in random media and in regular systems if the frequency lies in a band
gap. It seems that the Bragg scattering rather than the coherent backscattering
suites to make an adequate base for comprehensive understanding of one­
dimensional localization.

To attribute to any finite realization of a random system (below called a
primitive cell) a band structure it is reasonable to consider a periodic system built
up by duplicating the primitive cell. The dispersion equation has the form (9)
where T is the T-matrix of the primitive cell and J is the Jordan form of the matrix.

Below, to simplify the discussion, we assume all the elementary layers to be of
identical thickness, say d. Then the total thickness L of the primitive cell is
proportional to the number N of elementary layers it consists of. As L tends to
infinity we arrive at an absolutely irregular system.

The simplest non-trivial primitive cell is built up of two different elementary
layers of the total thickness L == d, +d2 • The Jordan form of the T-matrix of this

primitive cell looks as

with n':;.' from (2). Eq. (2) may be written in the form

2cos(k.ffL ) == Sp(T) == Sp(J)

(8)

(9)

This is the general form of the dispersion equation. Eq. (2) predicts the existence of
frequency gaps where the wave number is a perfectly imaginary quantity and
ISp(T)I> 2 (see. Fig. 12). The wave with the frequency belonging to a frequency

gap is evanescent with the Lyapunov index ySp == kon:; == 1marccos[O.5Sp (T)]/L.
Fulfillment of the condition ySp == 0 means that the waves are delocalized.

Now consider the evolution of the band structure as the period construction
becomes more complicated. Complication of the period structure implies an
increase of the amount of elementary layers included in the primitive cell. A
complication can be achieved by various methods. We can introduce new types of
elementary layers having different values of permittivity or simply join together
several periods and arbitrary mix the existing elementary layers. To have a
possibility to compare systems with different L we follow the second way. Really,
a plane join of the neighborhood cells of regular system cannot lead to any new
physical consequences. The situation changes after mixing the order of layers in a
new joint cell (see. Fig. 13). There appear new frequency gaps where ISp(T)1
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exceeds 2. Thus, the complication of the period leads to the birth of new band gaps
(see Figs. 9-10). For sufficiently thick systems almost all frequencies lie in the
frequency gaps. It is reasonable to consider this fact as localization identifying
II y Sp with localization length.

In the case of the binary random system considered in the previous chapter each
realization of a sample built up of N elementary layers has O(N) band gaps where
the Lyapunov index is greater than zero". However, the positions of these
frequency gaps depend on realization and N (see Figures 9, 10). With an increase
of N the envelope of frequency dependence of the Lyapunov index averaged over
an ensemble is clearly seen (Fig 10). This envelope corresponds to the frequency
dependence of the localization length obtained after averaging expression (4) over
an ensemble. Hence, the entire frequency range turns in to the band gaps separated
by countable number of frequencies where the binary system is transparent.
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0,05
0,02

0,00 0,00
kd

,0

a
Figure 9. The gap structure of a particular
realization of a binary system( &, =2, &2 =10)
with L=40

b
Figure 10. The gap structure of the sequel of the
realization in Fig. 9, L=1000

It is easy to show that this definition of the localization length coincides with
the common one in the limit L~ 00 . Indeed, it follows from (6) that

Sp(T) = t+ (l-rLrR)lt . Taking into account that Sp(T) = 2cos(iySpL) we arrive at

If localization happens in a given realization then at L~ 00 we have
It 1«1 rc H rRI-I but II-rLrRI-I [19]. This means that the {p tends to Y loc from (4).

2 The graphical abilities do not permit to image the true dependence of r on the frequency in Fig. 10. Almost all

minima have zero value. In the domain kod e [0,0.8] there are more than 500 minima.
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Figure /3. The behavior ofSp(t) of the six-layer cells. In the first cell (black line) E

takes values 2,7,2,7,2,7, in the second cell (gray line) s takes values 2,7,7,2,7,2.

It is a common place that frequency gaps exist due to the Bragg reflection [20].
Since we have connected localization in one-dimensional systems with formation
of frequency gaps it is reasonable to consider the Bragg reflection as a physical
mechanism of localization. Early the influence of the frequency gaps on the value
of the localization length in a system that is periodic on the average was noted in
[21], but the frequency gaps were not identified as a reason of localization.
Moreover, in [22] the Bragg reflection and Anderson localization due to disorder
are considered as competition mechanisms of wave localization.

To verify our hypothesis we consider a system consisting of a majority of
randomly situated Bragg-reflectors. As Bragg-reflectors we employ two samples.
The first sample consists of five layers of identical thickness d and with
permittivity values equal 2, 10,4,20,6, respectively. The second sample is built up
of elementary layers of the same thickness but with the permittivity values 4, 5, 7,
10,4. The band structure of these Bragg-reflectors is shown in Fig. 14. For further
study we chose frequency kod= 0.244 that belongs to both band gaps. Next, we
construct three random samples. The first sample is built up by the Bragg-reflectors
of the first type randomly distributed in vacuum. The second sample differs from
the first one by the type of the Bragg reflectors and realization. The third sample is
built up by interpenetration of the above samples. These samples have the same
thickness of 100d. It is seen (Fig. 15) that the weakening of the field happens inside
the Bragg-reflectors while in between the Bragg-reflectors the strength of fields
may achieve high values due to resonance. It seems that usually these regions are
usually associated with localized states .
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Figure 14. The band structure ofthe periodic systems employing the five-layer Bragg­
reflectors as cells.
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The band structures of periodic systems, which have these samples as

elementary cells, are shown in Fig. 16. Comparing Fig. 14 and Fig. 18 we can see
that though the band structures become more complicated (there appear new bands)
the quote of band gaps increases making a free propagation of waves to be
improbable. Thus the complication of the cell structure leads to the localization of
waves . Unfortunately, the band structure does not exhibit a superposition. Inside
the common band gap of two first systems there exist frequencies at which the third
system is transparent. The frequency kod = 0.244 is purposely chosen to illustrate

this fact. In spite of that the two first systems still have a positive Lyapunov index
(the waves are localized) their plane sum is transparent. This situation is illustrated
in Figs. 17-19. To make it pictorially we consider samples consisting of two
elementary cells . It is seen that the wave is explicitly localized in the first two cases
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and delocalized in the third one. It seems that it is the absence of the band gap
superposition that makes one resort to vague explanations though the picture of
wave localization has long been known in regular systems .

. system 1

. system 2
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Figure 16. The band structure of the periodic systems employing the random samples as cells
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Figure 17. The distribution of intensity of left-to-right incident wave (gray line) in the
first random sample . The vertical columns mark the positions ofthe Bragg reflectors.
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Figure 18, The distribution of intensity of left-to-right incident wave (gray line) in the
second random sample. The vertical columns mark the positions of the Bragg
reflectors.
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Figure 19. The distribution of intensity ofleft-to-right incident wave (gray line) in the
third sample. The short vertical columns mark the positions of the first Bragg
reflectors and the high columns mark the second ones.
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5. Conclusions

It is shown that the interplay of different space scales (wavelength x , system size
L, the mean size of inhomogeneity a, etc.) in a one-dimensional problem can
drastically change the regime of wave propagation in heterogeneous media. At
L- ').. , the propagation is of mesoscopic character even if d« ').. and the
homogenization regime could be expected. At d- ').., the anticipated localization of
waves may not happen even if L» ')... The cause is the existence of a non-zero
portion of layers with commensurable optical paths. It is the Bragg reflection rather
than coherent backscattering that determines the localization in one-dimensional
electromagnetic problems. We relate localization to the total increase of band gaps
with the infinite growth of the size and structure complexity ofthe cell.
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LOCALIZED ELECTROMAGNETIC AND ELASTIC FIELDS

WITH APPLICATIONS TO CONTROL LASER RADIATION

G.N. BORZDOV
Department of Theoretical Physics
Belarusian State University
Fr. Skaryny avenue 4
220050 Minsk, Belarus

Abstract. The localized electromagnetic and elastic fields, defined by the spherical
harmonics, have a very small (about several wavelengths) core region with maximum
intensity of field oscillations and unique space distributions of polarization states, energy
densities, and energy fluxes. The three-dimensional localization makes it possible to use
these fields as structural elements to form various complex electromagnetic and elastic
fields. In particular, localized fields can be combined into a complex field structure, such
as a diffraction grating. This makes them promising tools to control laser radiation.

1. Introduction

During the last two decades, a number of so-called localized wave solu­
tions to the scalar and vector homogeneous wave equations has been found
(see, for example, [1-22] and references therein) . In particular, these ex­
act solutions include focus wave modes [1, 2], moving Gaussian [3] and
Bessel-Gauss [4] pulses, electromagnetic missiles [5] , Bessel and Bessel­
Gauss beams [6-9], acoustic [10] and electromagnetic [11, 12] directed en­
ergy pulse trains, etc . They describe localized , slowly decaying transmission
of electromagnetic and acoustic energy and appear to have great potential
for numerous applications.

It is of prime importance that finite-energy and finite-aperture localized
fields can be realized physically [11, 12, 18]. To this end , Ziolkowski pro­
posed to use an array composed of independently addressable elements [15] .
The existence of acoustic directed energy pulse trains was confirmed for
ultrasonic waves in water [10, 13]. Recently, Saari and Reivelt proposed an
approach to optical implementing of localized wave fields [21, 22] .

Of the mathematical techniques which are used now in the analysis of
various localized fields, plane wave expansions occupy a prominent place.
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They provide a very convenient and general approach to both constructing
and investigating localized solutions. In particular, by using the space­
time Fourier transform, Donnely and Ziolkowski developed a method for
obtaining separable and non-separable localized solutions of constant coef­
ficient homogeneous partial differential equations [16, 17]. It is essential
that many types of localized fields in a source-free space, such as the
focus wave modes [19], are composed of backward and forward propagating
homogeneous plane waves.

The above-mentioned solutions have been much investigated, mainly,
in connection with the problem of localized transmission of electromag­
netic and acoustic energy. However, a different type of localized fields ­
three-dimensional standing waves - also may have important practical
applications.

By using expansions in plane waves, we have proposed [23, 24] an ap­
proach for obtaining families of orthonormal beams and various localized
fields, defined by a given set of orthonormal scalar functions on a two­
or three-dimensional manifold (beam manifold). This approach makes it
possible to obtain exact solutions to the corresponding homogeneous wave
equat ions for any linear field. Its potentialities have been illustrated for the
cases of electromagnetic waves in free space [23-29] and complex media [24­
27], elastic waves in isotropic and anisotropic solids [30-33], sound waves
in an ideal liquid [34] , and weak gravitational fields [28] . In all these cases,
we have treated the fields defined by the spherical harmonics.

The presented families of orthonormal electromagnetic beams can be
applied, in particular, to characterizing electromagnetic fields and complex
media [26, 29]. The localized fields, defined by the spherical harmonics,
have a very small (about several wavelengths) core region with maximum
intensity of field oscillations and unique space distributions of polarization
states, energy densities, and energy fluxes. Outside the core, the intensity
of oscillations rapidly decreases in all directions.

In Ref. [35] , we have proposed another technique for obtaining localized
exact solutions oflinear field equations. It can be considered as a generaliza­
tion of the earlier presented approach [24], that has extended potentialities
for characterizing and designing localized fields.

The three-dimensional localization makes it possible to use these fields
as structural elements to form various complex electromagnetic and elastic
fields. In particular, it was shown [30] that localized elastic fields can be
combined into a complex field structure, such as an ultrasonic diffraction
grating. This makes them promising tools to control laser radiation.

In this paper, we illustrate this approach by calculating optical proper­
ties of an isotropic medium subjected to localized elastic fields composed of
transverse eigenwaves. Since such elastic fields bear some similarities [33] to
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the electromagnetic fields, localized microwave fields can be used similarly
in electro-optics.

2. Basic Equations

2.1. ELASTIC EIGENWAVES IN AN ISOTROPIC MEDIUM

In an isotropic elastic medium with Lame modules AL and ILL, the Hooke
law takes the form [36]

a = AL (divu) 1 + 2ILL/ , (1)

where a is the stress tensor, / is the deformation tensor, u is the displace­
ment vector, and 1 is the unit dyadic. In a Cartesian basis (e.) , / has the
components

/ ij = ~ (::; + ~:~) . (2)

In the case of time-harmonic elastic fields, the time average kinetic WK

and elastic WE energy densities, and the time average energy flux density
vector S are given by [36]

w .
S = "2 Re(za*u) , (3)

where e is the medium density, w is the angular frequency, and a" is the
complex conjugate to a.

To compose time-harmonic orthonormal beams, normalized to the en­
ergy flux through a plane ao, and various localized fields in isotropic and
anisotropic elastic media, we use the six-dimensional eigenwave ampli­
tude [30, 31]

w, = (~) , f = oq = i(q·c·k)u, (4)

(5)

where q is the unit normal to ao, k is the wave vector, (a·c·b)im = a jCijlmbl ,

(Cijlm) are the elastic modules, and summation over repeated indices is
carried out from 1 to 3.

For an eigenwave in isotropic medium, Eqs. (1) , (2) and (4) result in

ik A A

/ = "2 (k0U + ucok),

a = ik [AL (k . u)l + ILL (k(6)ll + u0k)],

f = ik [AL (k. u)q + ILL (u- q)k + ILL(k. q)u],

(6)

(7)
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where k = k/k is the unit wave normal, and k = 2rr/A = w/v is the wave
number, A is the wavelength, v is the phase velocity, and 0 is the tensor
product. Longitudinal and transverse elastic eigenwaves have the phase
velocities VI = J(AL + 2J.Ld/{! and V2 = J J.LL/ {!, respectively.

2.2. ELASTIC BEAMS DEFINED BY THE SPHERICAL HARMONICS

In Refs. [3D-33}, we have presented various families of time-harmonic or­
thonormal beams and localized fields in an isotropic solid medium. They
are defined by the spherical harmonics Y/ as

r r82
Wj(r, t) = exp(- iwt) J

o
dcp J

o
exp[ir · k(O, cp)]

xYl(O, cp)v(O, cp)W(O, cp) sinOdO, (8)

where

0' = /'\,00, o< K,Q ::; 1.

(9)

(10)

Here, e, = er ( 0', cp) is the radial basis vector of the spherical coordinate
system, 0' and ip are the polar and the azimuthal angles, /'\,0 is some given
parameter.

For the fields under consideration, the value Y/(O, cp) of function Y/ at
given 0 and sp specifies the intensity and the phase of the partial eigenwave
with the unit wave normal k(O, cp) = er{O', cp) . These fields are composed
of plane waves propagating into the solid angle n = 2rr(1 - cos /'\,0(2) '

The amplitude function for beams composed of longitudinal waves is
given as [30, 32]

(11)

where k = W/VI and q = e3.
Transverse eigenwaves propagating in an isotropic medium have two­

dimensional amplitude subspaces, thus providing a great scope for designing
various localized fields. In particular, one can set two linearly independent
amplitude functions by [30,33]

W(O ) = ( ecp ),cp ikJ.LL cos 0'eep ,

(12)

(13)
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where
eo' = cos ()'(el cos ip + e2 sin ep) - e3 sin e,

eep = -el sin ep + e2 cos ep,

(14)

(15)

and k = W/V2. This gives two different families of beams (UM beams and
UA beams), composed of eigenwaves with the meridional and the azimuthal
orientations of the displacement vector u, respectively.

Similarly, in the case of electromagnetic plane-wave superpositions in
an isotropic medium, two independent amplitude functions can be set as

W((), ep) = ( Z~:o' ),
W((), ep) = (zoeep ) ,

-eo,

(16)

(17)

where Zo = J J.L/ 10, 10 is the dielectric permittivity and J.L is the magnetic
permeability.

3. Optical properties of an isotropic medium subjected to
a localized elastic field

3.1. CLASSIFICATION OF BEAMS DEFINED BY THE SPHERlCAL
HARMONICS

It follows from Eqs. (8)-(10) that the set of plane waves forming the beam
Wj - the beam base - is prescribed by the parameters ()2 , 11:0 and the
normalized amplitude function W = W((), ep). The latter specifies the
polarizations of partial eigenwaves. The beam state function v = v( (), ep)
plays an important role in setting the contribution of each eigenwave to the
total field. By assigning all these parameters and functions in various ways,
one can obtain a multitude of orthonormal beams and localized fields. The
major types of these plane-wave superpositions can be classified as follows.

1. Orthonormal beams with ()2 = 1r/2, 11:0 = 1, and n = 21r. They
are composed of plane waves propagating into a given half space and
comprise two separate sets of orthonormal beams, defined by the spher­
ical harmonics ~s with even and odd i , respectively. These beams are
normalized to the time average energy flux NQ through the plane 0"0 .

In this case, the beam state function v((), ep) reduces to a constant

(18)
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2. Orthonormal beams with 02 = 1r, and 11:0 :::; 1/2. These beams
are composed of plane waves propagating into the solid angle n =
21r(1-cosII:01r) :::; 21r. They comprise a complete system of orthonormal
beams, defined by the whole set of spherical harmonics. In this case,
the beam state function depends only on 0 as

(19)v(O) = V2
11:0 sin 11:00

2sinO .

3. Three-dimensional standing waves with O2 = 1r, 11:0 = 1, n = 41r,
and v = v2l,;2. They are formed from plane waves of all possible
propagation directions. This family consists of " storms" , defined by
the zonal spherical harmonics Yjo, and "whirls" defined by the other
Yjs (8 # 0). For the storms, the time average energy flux is identically
zero at all points. The whirls have circular energy flux lines lying in
the planes orthogonal to e3.

4. Localized fields with 1r/2 < O2 < tt ; 11:0 = 1, 21r < n < 41r, and
v = const. These fields are highly localized and have non-vanishing
normal and radial components of S. They include localized fields with
spiral lines of energy flux - "tornadoes". The later are defined by
Yjs with 8 # O.

5. Finite-energy evolving sound storms, whirls, and tornadoes.
They can be obtained by the frequency integration as

v 1 l w
+W j(r, t) = W j(r, t)dw.

w+ -w_ w_
(20)

The solutions, which are defined by the spherical harmonics Yjs with a
non-zero 8, describe rotating elastic fields.

A similar classification is valid for electromagnetic plane-wave superpo­
sitions.

3.2. PHOTOELASTICITY IN AN ISOTROPIC MEDIUM

Let us consider a homogeneous isotropic solid medium with refractive index
no. Owing to the photoelastic effect, this medium becomes inhomogeneous
non-stationary and anisotropic. It is described by the dielectric permittivity
tensor field E= E(r, t) . Usually, the induced optical anisotropy is very small,
and c 1 is defined as [37]

-1 1
E = -21+A,

no
(21)

where
A = P12 (div u) 1 + 2P44 "Y, (22)
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P12 and P44 are the photoelastic constants.
In the case of shear waves, i.e., superpositions of transverse elastic

eigenwaves, div u = ')'11 + ')'22 + ')'33 = O. Hence, Eq. (21) becomes

1 1
€- = -21 + 2P44')'.

no

The tensors € and')' have the same system of eigenvectors, and their eigen­
values €i and ')'i are related as

i = 1,2,3. (24)

Since the perturbation of the dielectric permittivity tensor caused by
the elastic field is small, the local values of refractive indices can be ap­
proximated as

n± = no - no3p44f3± ,

where f3± are the eigenvalues of the tensor

(25)

(26)

Here, n X is antisymmetric tensor dual to the unit wave normal n. Since
n XE = nxE and 1 = ei®ei , n " can also be denoted by nx 1 == (nxei)®ei.

4. Complex field structures

4.1. FIELD GRATINGS

The three-dimensional localization makes it possible to use the presented
fields as structural elements to form various complex electromagnetic and
elastic fields. By way of illustration, let us consider a field defined as

Nl N2 N3

W'(r, t) = L L L Wj(r - anml, t - Tnml), (27)
n=Ml m=M2 I=M3

anml = nal + ma2 + la3, (28)

Tnml = nTl + mT2 + lT3, (29)

where Wj(r, t) is set by Eq. (8), aj and Ti are some given spatial and
temporal shifts.

The translated fields Wj(r - anml, t - Tnml) form a family of wavelets
with Wj(r, t) as the mother wavelet. If the lengths of the shift vectors a j

(j = 1,2,3) are sufficiently large , the field W' will constitute a field grating,
where each element has only reasonably small deviations from its initial
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form. Moreover , the prior investigation of a single localized field permits
to use copies of this field with small spatial and time shifts in designing
complex electromagnetic and elastic fields.

4.2. LOCALIZED SHEAR WAVES IN THE FUSED QUARTZ

In Appendix, we present some graphic illustrations for the case of local­
ized shear waves in the fused quartz that has parameters no = 1.46,
V1 = 5969 mIs, V2 = 3753 xu]», {! = 2.203 g/cm3 , P12 = 0.27, and
P44 = -0.0745. In all illustrations, the elastic waves are time-harmonic
fields of frequency 0.5 GHz. They are described in terms of the dimension­
less coordinates x' = xl I>', y' = x2I>. and z' = x3I>', where r = xiei and
>. = 21fV21w is the wavelength.

Figs . 1 and 2 (Appendix I) illustrate the distinctions between variations
of refractive indices, induced by the UM and UA orthonormal beams. Com­
ponents of the tensor A = 10- 1 - I1no2 induced by the UM and UA elastic
storms are presented in Figs . 3-6 (Appendix II) and 7-8 (Appendix III),
respectively. Figs. 9-14 (Appendix IV) illustrate the properties of a cubic
grating composed of UM elastic beams.

Parameter "'0 (10) exerts control over the beam divergence and the
dimensions of the beam cross-section at the plane z' = O. The smaller "'0

is, the more collimated is the beam, but the cross-section becomes larger
(see Figs . 15 and 16, Appendix V) .

The beams defined by the zonal spherical harmonics Yjo (j = 0, 1, .. .)
have axially symmetric instantaneous fields, whereas other beams, defined
by Yjs with s f= 0, comprise a family of rotating fields [24, 30-34]. Some of
such electromagnetic and elastic fields have spiral energy flux lines. They
can induce chiral inhomogeneities in isotropic media. Figs. 17-21 and 22
(Appendix VI) illustrate chiral structures induced by a single orthonormal
elastic beam with j = s = 1 and a two-dimensional grating composed of
such beams, respectively.

5. Conclusion

The electromagnetic and elastic plane-wave superpositions under consid­
eration have a number of distinguishing features. Owing to a wide angular
spectrum, they possess a very high degree of three-dimensional localization.
This makes it possible to obtain large values of induced inhomogeneities
(variations of the dielectric permittivity tensor) in small domains about
several wavelengths by using beams of moderate energy flux. The proposed
approach provides a broad spectrum of tools to design localized fields,
i.e., to build-in symmetry properties of oscillating fields, to govern both
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size and form of localization domains. Localized fields can be combined as
constructive elements to obtain complex field structures, such as induced
chiral structures and one-, two-, or three-dimensional field gratings. All
this makes electromagnetic and elastic localized fields promising tools to
control laser radiation.
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Appendix

I. Refractive index variations in the central cross-section of the
UM and UA orthonormal elastic beams

0 .001
dN

0.0005

x'

y'

Figure 1. Refr active index variation dN = n+ - noj U M beam defined by the spherical
harmonics YoOj (h = 7r/ 2; "0 = I: v = V2 j "NQ = 0.5W; n = e3; z ' = OJ wt = 7r/ 2.

0.001
dN

0.0005

x'

y'

Figure 2. Refractive index vari ation dN = n + - no: UA elast ic beam defined by the
sp herical harmonics YoOj t he par ameters are the sa me as those in Fig . 1.
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II. Non-vanishing components of the tensorA = C 1-l/no2 induced
by the UM elastic storm

2

Figure 3. Component All = (t - 1)1l - l/n02
j U M storm defined by the spherical

harmonics YoO j 82 = '7T j " 0 = I; v = V2/v'2j NQ = 0.5Wj y' = OJ t = O.

0.0005
A22 a

-0.0005

x'

z'

Figure 4. Component A 22 = (t- 1)22 - l/n02
j the parameters are th e same as those in

Fig . 3.
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Figure 5. Component A 33 = (f - 1h 3 - 1/no2
j the parameters are the same as those in

Fig . 3.

0 .0005
A l3

Figure 6. Component A 13 = A 3 1 = (f-1 h 3; the parameters are the same as those in
Fig . 3.
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III. Non-vanishing components of the tensor A = C 1 - 1/no2

induced by the UA elastic storm

0.001

A12 0 .0005

Figure 7. Component A 12 = A 21 = (f - 1}t2; UA storm defined by the spherical
harmonics YoOj 92 = rr; K O = 1; £1= V2/v'2; NQ = 0.5W; y' =0; wt = 'Ir/2.

Figure 8. Component A 23 = A 3 2 = (f-1 h 3; the param eters are t he same as those in
Fig. 7.
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IV. Non-vanishing components of the tensor A = C 1-l/no2 and
refractive index variations in the central cross-section of the
cubic grating composed of UM elastic beams

Figure 9. Component All = (f-1)ll - l/n02
; Cubic grating composed of UM elai

tic beams defined by the spherical harmonic yoO; (h = 'Ir; 1>,0 = 0.5; v = v(B) (1£
NQ = 0.5W ; z' = 0; wt = 'Ir/2; M 1 = M 2 = M 3 = -7; N 1 = N2 = N3 = 7; a, = 2>'£
WTi = 'Ir ; i = 1, 2, 3.

Figure 10. Component A22 = (f-1h2-1/n02; the parameters ar e the same as those in
Fig. 9.
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0.0005

A33 0
-0.0005

-0.001

x'

y'

Figure 11. Component A33 = (e- 1
)J3 -1/no2

j the parameters are the same as those in
Fig . 9.
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Figure 12. Component A 12 = A 2 1 = (e- 1h2; the parameters are the same as those in
Fig. 9.
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Figure 13. Refractive index variation dN = n., - no; the parameters are the same as
those in Fig. 9.
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Figure 14. Refractive index variation dN = n+ - no; the parameters are the same as
those in Fig. 9.
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v. Non-vanishing components of the tensor A = C 1 - l / n 02 induced
by the UA orthonormal beam with "'0 = 0.15

Figure 15. Component A 12 = A21 = (€ - l h 2j UA ort hono rma l beam defined by t he
spherical harmonics YoO j 82 = 1T j KO = 0.15; 1/= 1/(8) (19) j NQ = 5W j y' = 0; t = o.
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Figure 16. Component A 23 = A 3 2 = (€-1) 23 ; the parameters are the same as those in
Fig. 15.
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VI. Induced chiral structures
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y'

Figure 17. Refractive index vari ation dN = n+ - no in the plane z' = 0; UA elast ic beam
defined by the spherical harmonics yl ; 82 = 71" ; 1>0 = 0.15; v = v (8) (19) ; NQ = 5W;
n =e3; t = O.
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Figure 18. Refractive index variation dN = n+ - no in t he plane z' = 0.125; the other
parameters are t he same as those in Fig. 17.
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Figure 1g. Refractive index variation dN = n+ - no in the plane Z ' = 0.25; the other
parameters are the same as those in Fig . 17.
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Figure 20. Refractive index variation dN = n+ - no in the plane z' = 0.375; the other
parameters are the same as those in Fig. 17.
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Figure 21. Refractive index variation dN = n+ - no in the plane Z ' = 2.375; the other
parameters are the sam e as those in Fig. 17.
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Figure 22. Refractive index variation dN = n+ - no; two-dimensional grating com­
posed of UA elastic beams defined by the spherical harmonics Yh (h = 71"; "0 = 0.15;
II = 11(0) (19) ; NQ = 5 W ; z ' = 0; t = 0; M1 = M 2 = -1; N 1 = N2 = 1; Mg = N g = 0;
a, = 6),.ei ; W Ti = 71"/ 4; i = 1, 2; a2 = 0; Tg = O.
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Abstract. A new class of composite materials, excitonic composite, has been considered
by the example of a collection of identical semiconductor quantum dots (QDs). The QD is
modeled by a spatially confined exciton interacting with external electromagnetic field. A
self-consistent microscopic local-field theory for an isolated arbitrary shaped QD has been
developed. A Hamiltonian of the system has been formulated in terms of the acting field
with a separate term responsible for the effect of depolarization. Relations between local
and acting fields in QD have been derived in the dipole approximation for both strong
and weak confinement regimes with the account for pronounced spatial nonlocality of
the electromagnetic response in the latter regime . Homogenezation procedures have been
carried out for both cases and expressions for the effective dielectric function have been
derived. It has been shown that the nonlocality changes components of the polarizability
tensor but does not change the general representation of the scattering operators as
compared to the strong confinement regime.

1. Introduction

Fascinating electronic and optical properties of spatially confined nanos­
tructures irreducible to properties of bulk media, and great potentiality
of such structures in engineering applications have motivated permanent
extension of their study. Among a variety of new results in this field,
the recent progress in the synthesis of sheets of nano-scale 3D confined
narrow-gap insertions in a host semiconductor, quantum dots (QDs), is of
a special interest. Indeed, QD-based structures provide practical realization
of the idea proposed by Dingle and Henry [1] to use structures with size
quantization of charge carriers in one or more directions as active media
of double heterostructure laser. Such a laser will show radically changed
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characteristics as compared to conventional quantum well (QW) lasers
[2,3] . Kirstaedter et al. [4] demonstrated very low threshold current density
and its practically complete temperature insensitivity in InGaAs/GaAs
QD laser up to 180 K. Ultrahigh material and differential gain, orders of
magnitude exceeding those in QW lasers in a spectral range far beyond
those available for conventional strained InGaAs-GaAs QWs , has been
experimentally confirmed [5]. The large body of recent results on physical
properties of QDs and their utilization for the QD laser design has been
accumulated in Ref. [5] . Recently QDs have been proposed to serve as nodes
of a quantum network that store and process quantum information being
transmitted between nodes by entangled states of photons (see, e.g. , [6] and
references therein) .

The key peculiarities of QD heterostructures are related to spatial con­
finement of the charge carrier motion and intrinsic spatial inhomogeneity.
Since the inhomogeneity scale is much less than the optical wavelength,
inclusions (QDs) can be treated as electrically small objects and electro­
magnetic response of such heterogeneous structures, composites, can be
evaluated by means of effective medium theory [7]. Application of effec­
tive medium approach to 3D arrays of QDs has been presented in Refs.
[8, 9, 10, 11]. In many cases, however, a planar array of QDs with intrinsic
2D periodicity of characteristic period much less than the optical wave­
length, can be treated as more adequate and realistic model [5] ; a general
method for evaluation of electromagnetic response of planar arrays of QDs
has been presented in Ref. [12]. This method, conventionally referred to as
the effective boundary condition method, has been originally developed for
microwaves and antenna theory (see, e.g., [13] and references therein), .and
has found a wide application in these fields.

Effective medium theory must be modified to include specific properties
of exciton!" coupled electron-hole states, which define the QD response
(by this reason, further we speak about excitonic composites). First, the
excitonic composite is constituted by resonant particles and, consequently,
is characterized by a resonant response; moreover, inverse population is
possible owing to the discrete energy spectrum of excitons. Thus, excitonic
composite is a resonant active system. Another specific property of exci­
tonic composites is appeared owing to the quantum nature of excitons:
the exciton Bohr radius can either exceed the QD radius (aB » Ro, strong
confinement regtime) or be much less (aB « Ro, weak confinement regime) .
In the later case, often realized in experiments, the QD electromagnetic
response becomes nonlocal: constitutive relations for the polarization of
the QD medium takes the form of integral operators. Peculiarities of the
excitonic composite are in the focus of the presented paper. Constitutive
relations for a QD accounting for the nonlocality have been derived in



387

Refs. [14, 15, 16]. In our paper we solve the Maxwell equations imposed to
constitutive relations of such a type.

2. Excitonic composite in the strong confinement regime

2.1. LIGHT-MATTER INTERACTION HAMILTONIAN FOR A SINGLE QD

Let an isolated QD be exposed to classical electromagnetic field. Further
such a QD is modeled as a strongly confined in space two-level quan­
tum oscillator. Obviously, QD is essentially multilevel system. However,
contribution of transitions lying far away from a given resonance can be
approximated by a nonresonant dielectric function Ch. We shell assume
Ch to be equal to the dielectric function of host semiconductor. Thus, in
our model interaction of quantum oscillator with external electromagnetic
field occurs inside a homogeneous boundless medium characterized by the
dielectric function Ch. For our consideration it is essential that €h can be
assumed to be frequency independent and real-valued. This allows us to
put Ch = 1 without loss of generality. Substitutions in final expressions
c --+ c]J€h and JL --+ JLIJ€h for the speed of light and the oscillator dipole
moment, respectively, will restore the case €h =J 1.

In the strong confinement regime the Coulomb interaction is assumed
to be negligible, so that electrons and holes in QD are moved independently
and spatial quantization is entailed by the interaction of the particles with
the QD boundary. In this section we aim at the development of the Hamil­
ton formalism , which would describe the system "QD + electromagnetic
field" taking into account the role of QD boundaries. Apparently, the most
sequential and rigorous approach to the problem is based on the concept
of spatially varying interaction coefficient [17]. However, utilization of the
approach for systems with the stepwise interaction coefficient meets the
problem that the Hamilton equations are inapplicable at the discontinuity.
The same problem exists in macroscopic electrodynamics of stratified me­
dia . By analogy, introducing a transient layer and reducing its thickness, one
can obtain boundary conditions complimentary to the Hamilton equations.
However, in practical use, the approach described turned out to be too
complicated and was realized for the only simplest case: interaction of a
material layer with normally incident light [17]. Note that even in this
simplest case the local field effects are left beyond the consideration.

As applied to QDs, in our paper we develop a more constructive ap­
proach which utilizes the property of QDs to be electrically small. This
property allows us to assume local and acting fields to be homogeneous
inside the QD. In fact, this implies that we introduce a spatial averaging
of the electric field over the QD volume . The approach enables us to solve
the problem considering fields only inside the QD. Moreover , it proves to
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be possible to examine separately, to a certain extent, the electromagnetic
field and the particles. On the other hand, the simplification restricts the
analysis to the strong confinement regime; the theory should be drastically
modified to include inhomogeneity and nonlocality into consideration.

In the framework of the above stated approximation, the system" QD
+ electromagnetic field" is described by the Hamiltonian H = Ho + HIL,
where Ho = €ealae + €ga~ag is the Hamiltonian of the carriers motion,
€g,e are the energy eigenvalues, a~,e and ag,e stand for the creation and
annihilation operators (here and below indices e and 9 correspond to the
excited and ground states of electron, respectively). These operators satisfy
the anticommutative relations usual for fermions. The term HIL describes
interaction with the electromagnetic field. In this paper we use a 3D Carte­
sian coordinate system u, (i = x, y, z) with the unit vector U x parallel to
the electron-hole pair dipole moment: JL = /-LUx . In the chosen coordinates
the term HIL takes the form as follows:

(1)

where fix = V- 1( -/-Lbt + /-L*b) is the polarization operator, the operators
bt = agal and b = a~ae are the creation and annihilation operators for
electron-hole pairs, V is the QD volume . Thus, we define the light-matter
interaction Hamiltonian in the dipole approximation [18], i.e., we reject a
negligibly small term proportional to A 2 . Such an approximation is valid ,
at least, in the vicinity of the exciton resonance [19]) . Here and below
we mark operators by the label "~,, if it is necessary to distinguish them
from their macroscopically averaged values denoted by the same letters. We
use underlined letters to mark tensors. Note that our model also describes
higher excitonic modes ; in that case operators bt and b move up the exciton
into the next energy level and return it back.

The field inside QD, EL, involved in Eq. (1), is different from the exter­
nal acting field Eo(see Fig. 1). Since we postulate the QD to be electrically
small , and, as consequence, the field inside QD to be homogeneous, this
difference is determined by the depolarization field [20] . To evaluate the
depolarization field, we start with the frequency-domain integral relation
defined inside the QD [21],

EL(r) = Eo(r) + (V'V' . +k 2 ) JP(r')G(r - r') d3r' (2)
v

which follows from the Maxwell equations. Here G(r) = exp(iklrl)j47flrl is
the vacuum Green function, P = (P) is the macroscopic polarization. This
relation couples the local EL(r) and the acting Eo(r) fields inside the QD.
Letting the QD to be electrically small, we can neglect retardation in this
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Figure 1. Correlation between acting and local fields in electrically small scatterer.
Local field is assumed to be homogeneous.

equation and reduce it to

f d3r'
EL(r) = Eo(r) + \l\l . P(r') Ir _ r'l .

v
Also, the above made approximation allows us to suppose the acting field
and, consequently, the polarization P to be constant over the QD volume.
As a result, Eq. (3) is transformed to

(4)

(5)

Here N is the depolarization tensor with its components defined by

1 EJ2 f d3r'
Nol3 = - 471" 8ro8r13 [r - r'l '

v

where r o = x, y, z. This tensor is symmetrical [21] and depends only on the
shape of the scattering object, i.e., QD. For instance, for a sphere N = !/3.
For an spheroid the tensor N is diagonal in a basis related to the spheroid's
axes [20] :

e2 + 1Nez = --3- (e - arctan e) ,
e

1
Nxx = Nvv = 2" (1- Nzz) , (6)
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where e = j a~db~l - 1 is the spheroid eccentricity, ael and bel are the
spheroid semiaxes in the XOY plane and the Z-direction, respectively.
These formulae hold true for both disklike (ael > bel) and cigarlike spheroids
(ael < bel)' Infinite stretching of the spheroid (ael/bel --t 0) results in
Nzz --t 0, Nxx --t 1/2 and Eq . (6) reproduce the polarizabilities of the
cylinders (see, e.g., [8]). It should be noted that for an arbitrary three-axis
ellipsoid, the tensor N does not depend on the coordinates. Consequently,
the local field EL(r) is also constant over the QD volume. For non-ellipsoidal
QDs, the tensor N and, thus, the local field become spatially inhomogeneous
what contradicts to the basic assumption used under formulation of the
Hamiltonian. To eliminate the contradiction, we should average relation (4)
over the QD volume. This leads us again to Eq. (4) with EL, Eo, P = const
and

1 If 8
2

d
3rd3r'

Na{3 = - 47rV 8ra8r{3 [r - r'l .
vv

Returning to the co-ordinate system related to the QD dipole momen­
tum, Eq. (4) can be rewritten by

(8)

where the depolarization coefficient Nx is as follows: Nx = (J-L ' NJ,t)/1J.L1 2 ==
(u, . Nux). In view of the above consideration, the total Hamiltonian is
represented by

H = Ho+HIO+!:lH ,
where

HIO -vAEox
and

!:lH = 47rNxPx(-J.Lbt + J.L*b)

~ Nx(J.L*b - J.Lbt)(J.L* (b) - J.L(bt)) .

(9)

(10)

(11)

Thus, in the total Hamiltonian we have separated contribution of the in­
teraction of electron-hole pairs with acting field, HIO' from contribution of
depolarization, !:lH. Such a separation allows us to include the local field
effects into consideration without explicit solution of the electrodynami­
cal boundary-value problem. This is of special importance when we come
to the quantization of the electromagnetic field. Note that the quantity
!:lH is expressed in terms of dynamic variables of the particle motion.
Thus, coefficient Nx contains complete information about electromagnetic
interaction.
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2.2. EQUATIONS OF MOTION

Let I~(t)) be the wavefunction of the system" QD + electromagnetic field" .
In the interaction representation this system is described by the Schrodinger
equation

'Ii81'I/J) - H 1-") (12)
Z ec : mt'f/

with Hint =: exp(iHotjli)(HIO + tlH) exp( -iHotjli) and I'I/J(t)) =
exp(iHotjli)I'I/J(t)) . We represent then I'I/J(t)) by the sum as follows

I'I/J(t)) = A(t)le) + B(t)lg) ,

where A(t) and B(t) are coefficients to be found, Ig) and [e) are the wave­
functions of QD in ground and excited states, respectively. Taking into
account the well-known identities btle) = big) = 0 and ble) = Ig), btlg) =
-Ie) , from Eq . (12) we obtain the set of equations of motion

ili~~ = (4TiNxPx - Eox)f1.Beiwot,

' f; 8B _ (4 N P E) *A -iwotzn7!it - Ti x x - Ox f1. e ,

with macroscopic polarization determined by

- ~ - 1 .
Px = ('l/JlPxl'I/J) = Vf1.* A(t)B*(t)e-tWot + c.c. . (14)

FUrther we restrict ourselves to the slow-varying amplitude approxima­
tion. For that aim, we present the acting field by Eox = Re[£(t) exp( -iwt)]
with £(t) as a slow-varying amplitude. Then, taking relation (14) into
account and neglecting the fast-oscillating terms in Eq. (13), we derive
final expressions for equations of motion:

iliC;: = IitlwAIBI2 - ~£(t)f1.Bei(WO-W)t ,

ili~~ = IitlwBIAI2 - ~£*(t)f1.*Ae-i(wo-w)t ,
(15)

where
4Ti 2

tlw = IiVNx1f1.1 . (16)

These equations constitute a basic self-consistent system describing the
interaction of QD with electromagnetic field. The consistency is provided
by the depolarization-induced first terms in the right-hand parts of the
equations. Physically, system (15) is analogous to the Bloch equations
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for optically dense media derived in Ref. [22]. The relaxation can easily
be included into Eqs. (15) either by introduction of the phenomenologi­
cal transverse and longitudinal relaxation times [22] or by corresponding
modification of initial Hamiltonian (9).

2.3. POLARIZABILITY OF A SINGLE QD IN THE STRONG
CONFINEMENT REGIME

(17)

The case of excited QD can be analyzed using equations (15) with the initial
conditions A(O) = 1 and B(O) = 0 imposed. In linear approximation with
respect to electromagnetic field we can put A(t) ~ 1. Physically, this means
that we restrict the analysis to temporal intervals essentially less than the
relaxation time of the given resonant state. In such a situation, Eqs . (15)
are simplified and reduced to

ili~~ = liD..wB - ~£*(t)JL*ei(WO-W)t .

For time-harmonic excitation, i.e., for £(t) = £ =const, thi s equation is
exactly integrable:

(18)B(t) ~
£* *~...,...-_...:JL..,......_--:- [e-i(wo-W)t _ e-i~wt]

2li(wo - D..w - w)

with D..w determined by Eq. (16). Thus, one can see that the local fields
(depolarization) leads to the shift D..w of the resonant frequency. This shift
was predicted in a number of papers [23, 24, 10] on the basis of different
phenomenological models . In Refs. [8, 9] it has been predicted and exper­
imentally verified that this shift in anisotropically shaped QDs provides
polarization splitting of the gain band. Note also that the depolarization
effect has been proposed by Gammon et al. [25] as a hypothesis explain­
ing the experimentally observed polarization-dependent splitting of the PL
spectrum of single anisotropically shaped QD.

Eq. (16) is identical to that obtained in Refs. [8, 9]. In order to demon­
strate it we should make a substitution IJLI 2 --+ IJLo1 2 / 3 where JLo is the"
matrix element of the dipole moment of a corresponding bulk sample (coeffi­
cient 1/3 is appeared as a result of orientational averaging in bulk samples).
We should also take into account the spin degeneracy of electron-hole pairs
which results in duplication of D..w . This is because the total polariza­
tion of the system is provided by superposition of two partial polariza­
tions corresponding to two spin components. Then, expressing macroscopic
polarization in terms of B(t), we find



393

where

(20)

is the component of the QD polarizability tensor. Phenomenological con­
sideration for QD modeled as single-resonance medium with the Lorentz
dispersion c(w) = Ch + 90/(W - wo) [8, 9] gives the same result if we put
90 = 41T1 J.t 12 /liV. This means that the Hamiltonian defined by Eqs. (9)-(11)
comprises that phenomenological model as a particular case.

For a ground-state QD, the initial conditions has the form as follows:
A(O) = 0, B(O) = 1. Applying to this case the above presented procedure,
we obtain

A(t) ~ EJ.t [ei(wo-W)t _ e-iD.wt] .
2li(wo+!:i.w - w)

(21)

Thus, for the ground state the local field effects manifest themselves in the
same shift !:i.w of the resonance but with the opposite sign. If we introduce
now into consideration a finite radiation linewidth, interaction of a ground­
state QD with the electromagnetic field corresponds to the absorption,
while interaction with an excited QD corresponds to the case of stimulated
emission. In other words, the optical absorption and gain of an isolated QD
could be distinguished owing to the depolarization shift, blue in the former
case and red in the latter one.

2.4. HOMOGENIZATION PROCEDURE

In the strong confinement regime the homogenization procedure for ex­
citonic composites is carried out in ordinary way with the account for
the depolarization. Electromagnetic properties of composites are usually
modeled in the framework of the effective-medium approach, which im­
plies electromagnetic field averaging over material inhomogeneities. Thus,
a homogeneous medium with effective constitutive parameters, such as
conductivity, susceptibility, permittivity, instead a composite is being con­
sidered. The effective parameters are expressed in terms of the generic and
the geometrical parameters of the inclusions and the host medium. The
general approach for estimating the effective constitutive parameters of a
composite material is as follows: First, the field scattered by a single inclu­
sion in the host medium is found; then, the scattering contributions from
all inclusions are summed and averaged over a vanishingly small region. For
this approach to hold, all inclusions must be electrically small, i.e., their
linear size must be small comparing with the wavelength. Having linear
extension of the spatial inhomogeneity of the order of several nanometers,
QD-based structures completely satisfy the above condition in the visible
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range. This justifies applicability of the effective medium approach to the
description of the electromagnetic response properties of QD arrays.

There is a large number of different modifications of the effective medium
theory [7] . Among them, we choose the Maxwell Garnett approach as
it is based on rigorous solution of the integral equations of macroscopic
electrodynamics for composites with small volume fraction of inclusions
(Iv < 0.4-0.5, [7)); i.e., a weak modification of the electronic spectrum and
the gain of QD ensemble is assumed as compared to that of individual QD.
In the framework of the Maxwell Garnett approach a composite medium
comprising a regular ensemble of uniform in size, electrically small dielectric
inclusions dispersed in a host dielectric material is characterized by the
effective permittivity tensor as follows [26] :

Seff(W) = 1+ fvn(w) [I - fv 6n(w)r1
, (22)

where 1 is the unit tensor, n(w) is the polarizability tensor of single QD
with components defined by Eq. (20), and ~ is the lattice tensor completely
determined by geometry of the array. The notation ~ n stands for the inner
tensor product, (~n){ = 8Io:~.

Eq. (22) states that the QD ensemble comprises an optically anisotropic
medium even if both QD and host materials are isotropic. Thus, we predict
electromagnetic anisotropy of the electromagnetic response in QD arrays
due to diffraction of the electromagnetic field by inclusions. In Ref. [26]
it has been shown that, assuming linear size of the lattice elementary cell
to be much less than the wavelength, components of the lattice tensor are
given by the integrals over the elementary cell volume n as follows:

Here r is the radius vector of a point inside the elementary cell and r = [r];
indices i and j stand for the Cartesian components x, y, z. Note that the
lattice tensor (23) is found without any reference to specific properties of
QDs as quantum-mechanical objects.

3. Excitonic composite in the weak confinement regime

3.1. POLARIZABILITY OF A SINGLE QD

Let us now study the role of nonlocality in electromagnetic response of an
isolated QD. Again, we decompose the total Hamiltonian of the system
"QD+electromagnetic field" into two parts, H = Ho + HIL , with HIL
responsible for the light-matter interaction. As different from the previous
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case, in the weak confinement regime Coloumb interaction contributes to
the Hamiltonian Ho. The Hamiltonian H IL contains an external field av­
eraged over the crystalline lattice of the QD material. Here we apply the
Coloumb calibration for the the vector potential \l . A = 0 which implies
electromagnetic field to be transverse. In that case, HIL = -iAp/mc,
where e, m are the electron charge and mass, respectively, p = -ili\l is the
momentum operator. The charge carrier motion in QD is described by the
Liuwille equation iMp/at = [H, pI for the density matrix p, which we will
solve to the linear approximation with respect to electromagnetic field. For
complex-valued amplitudes one finds:

where

Xa{3(r, r', w)

JXa{3(r , r', w)E{3(r')d3r' ,
v

( _eli ) 2~)POn _ POp) [ 1 _-:---1_]
mw !iw + En - Ep lua - En + Epp,n

(24)

(25)

En ,p and '11n,p(r) stand for the eigenvalues and eigenfunctions of the Hamil­
tonian Ho, respectively, while quantities POn,p(r) are the eigenvalues of the
unperturbed density matrix.

Let us estimate contribution of excitons to the QD polarizability. For
that aim, we put POn = 0 and POp = 1 into Eq. (25) assuming thus that
n-th state is an exciton while p-th one is the ground state. Exciton and
ground-state wavefunctions are as follows [271

'11n = L:Fj(J)1>(jr)Wj(rj) IT Wnri) ,
j',j ii'j

'11p = '11 9 = IT Wnri) , (26)
i

with WJ,V(rj) as the Wannier functions of the conduction and valence
bands, respectively. The function 1>(jr) describes the electron-hole relative
motion with jr == j - j' while Fj (J) characterizes the center-of-mass motion
of the exciton with J == (mej +mhj')/(me + mh); me,h are the electron and
hole effective masses, respectively.

Carrying out averaging over the infinitesimal volume in the atomic scale,
from Eq. (24) one can obtain

(pex(r)) = ~(J.L ® J.L)1>2(O) [ !iw + ~n - E9- !iw - ~n + EJ

xFn(r)JFn(r')E(r')d3r' , (27)
v
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where the symbol ® marks a diadic product of vectors. If QD comprises an
isotropic material, orientational averaging in it leads to the change (J,L ®
J,L) --t lJ,LoI28i j / 3 , where 8i j is the Kronecker symbol. In that case, anisotropy
of the QD electromagnetic response arises as a result of anisotropy of the
QD shape (or, in composites, as result of anisotropy of array).

Consider scattering of an initial electromagnetic field Eo(r) by an iso­
lated QD assuming the background permittivity of the QD to be equal
to the permittivity of the host medium Ch. Thus, we neglect the image­
potential effects. For the analysis we make use again Eqs. (2)-(3) with
the substitution k --t k1 = k..j€h. However, unlike the strong confinement
regime, now polarization of QD is related to the local electric field EL(r)
by means of a linear integral operator. Restricting ourselves to the exciton
component of polarization, one come to the following relation [16]

where

per) ~ DF(r)A,

D~~1J,L12 <1>2(0) ,
3 1iw + € - €g

A = ! F(r)EL(r)d3r .
v

(28)

(29)

Index n of the excitonic mode in the coefficient D is omitted for simplicity.
Multiplier 2 in the expression for D takes into account spin degenerating of
excitonic modes. Note that Eq. (28) defines very special type of nonlocality:
the integral operator in it has degenerated kernel with degeneration order
equal to unit. In view of that, integral differential equations (2) and (3) turn
out to be equivalent to the integral Fredholm equations with degenerated
kernels. For arbitrary degenerating order, such equations are reduced to
systems of algebraic equations [28]; in our case, presence of a degenerated
kernel makes possible analytical consideration of the nonlocality problem.
First, Eq. (3) allows us to find vector A omitting the procedure of evalu­
ation of the local electromagnetic field EL(r) inside QD; to do this, let us
multiply Eq. (3) by the function F(r) and integrate it over the QD volume.
Then, solving Eq. (2) by the method presented in Ref. [12], we derive the
expression for the Hertz potential in the far zone:

where polarizability tensor of an isolated QD 0: is expressed by

0: = 411" DM2 (1 _ D~)-l- V - - ,

(30)

(31)



(33)
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with M = Iv F(r)d3r. The tensor ~, which describes the role of the QD
depolarization, is given by its components as

CSo/3 = 411" JJF(rf)F(r) 8r~~r/3G(r - r')d3r'd3r. (32)
vv

Using the Puasson equation for the Green function G(r) , we obtain the
important normalization condition

CSxx + CSyy + CSzz = 411" JF 2(r)d3r.

v
This equality can be used to control the accuracy of numerical integration
of complicated expressions (32).

Thus, we have shown that the special law of the nonlocality (28) inherent
to an isolated QD admits description of the electromagnetic field scattering
by the QD using the polarizability tensor independent on the incident field
structure. In other words, the nonlocality changes values of the polarizabil­
ity tensor components but does not change the general representation of
the scattering operators as compared to the strong confinement regime .This
result allows extension of the Maxwell Garnett approach to 3D composites
constituted by QDs in the weak confinement regime.

3.2. EFFECTIVE CONSTITUTIVE RELATIONS FOR EXCITONIC
COMPOSITES

Let the composite comprises a regular 3D lattice of identical QDs with h;
as the lattice vector. As before , the starting point of the analysis is the
integral equations for the electric field inside the QD:

where

J
eikllr-h.,.-r'l

II~(r) = DAr Ir _ h
r

_ r'l F(r')d3r' ,
V ,

E~r)(r + h-) = Eo(r + h.) + 1)V'V" +ki)II~(r) ,
v

(35)

(36)

prime in the summation excludes the term with v = T, Eo(r) is the incident
field. The quantity A r is given by

s; = JF(r + hr)EL(r + hr)d3r = JF(r)EL(r + hr)d3r .
v v
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Under derivation of this equation we made use the property of the excitonic
wavefunction of the composite to be periodical F(r + h r ) = F(r). We also
neglect overlapping of excitonic wavefunctions. Then we come to the infinite
system of integral equations for infinite set of lattice vectors h.;

Electromagnetic field outside the QD, in the region r i V , is presented
by:

E(r) Eo + L:C'V'\7 . +kf)n~(r) ,
v

(37)
H(r) = H o - ik1ch L: \7 x n~(r),

v

where
eikIir-hvl V eikllr-hvl

n~(r) = DM I h I (1 - D~)-lAv = -M I h I aAv ·r - v 411" r - v

No we can apply the Maxwell Garnett procedure to the excitonic composite.
For that aim, we introduce mean fields by averaging of microscopic fields
over the elementary cell volume f2. For mean fields we obtain expressions
analogous to expressions (37) with

n e ( ) -t n-e ( ) = JL A Jexp{ik1lr - h v -11I}d3
v r v r M a v I h I 11 ·411" r - v-11

n

(38)

To complete the procedure we should couple the mean field with the local
one acting inside the QD. We found

Multiplying this equation by F(r), after integration over the QD volume
we derive the equality

(40)

where 51 is the tensor given by its components:

(41)

FUrther we follow to the conventional procedure of the electrodynamics of
composite media: Eq. (40) obtained for a discrete set of points r = h, is
extended to all space. After that, this equation presents a generalization of
the Mossotti-Clausius factor to the excitonic composite. Peculiar property
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of such composites is that the relation between mean and acting fields is
nonlocal. Note that the condition kn1/3 « 1 allows us the change

fie ( ) -t _1_1 f A(h ) exp{ ik1lr - h/l - 7]1}d3
N r 47rM va /I + 7] [r _ h/l _ 7]1 7].

n

In this case , macroscopic polarization of the excitonic composite is ex­
pressed by P = (~ff/ch - 1)(E)/47r with ~ff determined by equation
(22) and tensors a and ~ given by Eqs . (31) and (41), respectively. This
allows us to conclude that the excitonic composite in the weak confine­
ment regime is equivalent to a homogeneous anisotropic medium with the
tensorial dielectric function ~ff and unit permeability.

4. Cubic lattice of spherical QDs: comparison of the weak and
strong confinement regimes

Let a collection ofv uniform spherical QDs of the radius Ro constitutes a
cubic lattice. Exciton wavefunction for an isolated spherical QD is as follows
(see, e.g., [23]):

F(r) = Fn1m(r) = Cn1Yim(f) , CP)J1+l/2 ("-nl f:o) ~,
where Yim(tJ, cp) is the spherical harmonics, J/I(x) is the Bessel function,
p, (), cp are the spherical co-ordinates, "-nl is the n-th root of the Bessel
function J1+1/2(X), indices n and l define the working mode in the oscillator
spectrum. Coefficient Cnl = V2[RoJ1+3/2("-nl)t 1 provides orthonormaliza­
tion of functions Fn1m. FUrther we restrict ourselves to the case l = m = 0;
in this case Yoo((), cp) = 1/2VJr. Let the dipole moment of the QD is oriented
along the x-axis; in this case polarizability tensor is characterized by the
xx-component. By integration in Eqs. (32) we obtain M 2 = 327rR~/"-;0'
~xx = 47r/3 . Since for a sphere all directions are equivalent, identical results
are obtained for zz - and yy-components. It can easily be shown that
the components satisfy the equality (33). Choosing excitonic mode with
another set of numbers n,l, m we obviously obtain another magnitude of
components ~a:a: and, consequently, another magnitude of the polarizability
tensor a (31). Thus, we come to peculiar property of the weak confinement
regime: depolarization depends on the excitonic mode number. This prop­
erty follows from the nonlocality of the exciton polarization. Unlike that,
in the strong confinement regime depolarization tensor (5) is completely
determined by the QD geometry.

For the particular case of the cubic lattice, a special approach based on
the the trace theorem (~)xx + (~}yy + (~)zz = 1 can be applied. Taking into
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account isotropy of cubic lattice we find (~)xx = (~)yy = (~)zz = J = 1/3.
This result, together with the previous ones, allows us to evaluate depo­
larization shift of the exciton resonant frequency in the weak confinement
regime:

tlw = _~ (Ro)3 go.
9 aB

(42)

The formula iJ>(r) = (1/1ra1)1/2 exp( -r/aB) [27] has been utilized under
derivation of the shift; aB is the exciton Bohr radius. This shift is different
from that given by Eq. (16) for spherical QDs in the strong confinement
regime: tlw = -90/3E:h. Thus we state another peculiar property of the
weak confinement regime: radial dependence of the depolarization shift.

5. Conclusion

In our paper we have developed effective medium theory of 3D inhomo­
geneous semiconductor heterostructure - excitonic composite, constituted
by QDs imbedded in a transparent host medium. We have started with the
self-consistent microscopic local-field theory for an isolated arbitrary shaped
QD. In our approach we introduce into Schrodinger equation depolarization
field induced by an external electromagnetic field, and combine this idea
with the second quantization technique for electron-hole pairs. As a result,
we succeeded in deriving of general self-consistent nonlinear equations for
the system" QD + classical electromagnetic field" . In the linear approxima­
tion, our approach reproduces microscopically the depolarization shift of the
QD gain band and, in anisotropically shaped QDs, polarization dependent
splitting of this band.

Both types of the exciton localization, strong and weak confinement
regimes have been considered. Pronounced nonlocality is characteristic of
the latter regimes . The basic result is that in both cases excitonic composite
is described by spatially local constitutive relations although electromag­
netic response of an isolated QD in the weak confinement regime is spatially
nonlocal . The nonlocality manifests itself in specific dependence of the ef­
fective constitutive parameters on the geometry and electronic properties
of single QD.

To conclude, let us dwell on possible ways of the further development
of the theory presented. In our consideration we have restricted ourselves
to a simplest model of the excitonic composite: perfect lattice of identical
QDs, whereas experimentally available structures show intrinsic size dis­
persion and periodicity violation. These effects may be characterized by
a distribution function and taken into account by a theory of irregular
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excitonic composites, Elaboration of such a theory is the topical question.
Another essential restriction of the analysis presented is that nonclassical
light-matter interaction has been left beyond the analysis. Quantum nature
of the light interacting with an excitonic composite is expected to be of
importance for many problems where collections of excitons are involved:
quantum computing, electromagnetic fluctuations, etc. In general, quan­
tum electrodynamics provides necessary formalism for investigation of the
problem. However, since QDs are electrically small inhomogeneities with
inherent energy dissipation (absorption or gain) and dispersion, canonical
quantization scheme of the electromagnetic field becomes invalid : dissipa­
tion results in that the operators corresponding to the Maxwell equations
turn out to be non-Hermitian. To avoid this difficulty, a quantization scheme
which involves auxiliary fields has been proposed in Ref. [18]. The theory
elaborated in our paper allows synthesis with that quantization scheme
and, thus, creates necessary basis for investigation of quantum optics of
excitonic composites.
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OPTICAL ANISOTROPY OF THE CRYSTALS AT THE NONUNIFORM
FIELDS

R. VLOKH and M. KOSTYRKO
Institute ofPhysical Optics
23 Dragomanov Str., 79005, L'viv, Ukraine
E-mail: vlokh@ifo.lviv.ua

Abstract. In this paper a review of the pararnetrical crystallooptical effects at the influence of the
nonhomogeneous fields is presented. It is shown that the pararnetrical crystallooptics at the static
nonhomogeneous fields is the particular branch of the nonlinear optics in which spatial dispersion is
taken into account. The coupling spatial dispersion phenomena and gradient crystallooptical effects
are shown on the phenomenological level as well as description of the influence of the
multicomponent fields on the behavior of the optical indicatrix is realized. It is shown that the
mechanical bending and twisting deformations could be described as axial second rank tensor. The
experimental investigations of the influence of the nonuniform mechanical strain and temperature
field on the refractive and gyrotropy properties of LiNb03 and NaBi(Mo04h crystals are presented.

1. Introduction

Last time special interest displays to factors, which takes into account a real media
structure. Complex approach to this problem enables to explain nature and
mechanisms of already known phenomena, to obtain scientific information, bearing
upon interaction of electromagnetic radiation with media of diverse structure
(distant from idealized models). Firstly it was believed that the nonlinear optical
phenomena arise in media only at sufficiently high field power of the light wave.
However, from the point of view of nonlinear electrodynamics, to them one can
attribute also effects, which appear in sufficiently weak light fields. This is so
called parametrical nonlinear phenomena, which arise in media, the parameters of
which change under the action of external influences (electric and magnetic field,
mechanical strain, etc.) [1]. Among them can be pointed out so called gradient
effects - that is - effects, caused by the presence of spatial dispersion. Today
gradient crystallooptics comes forward as partial branch of nonlinear optics.
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2. Phenomenological analysis of the influence of the nonhomogeneous actions
on optical properties of crystals

2.1. SYMMETRY ASPECTS OF PARAMETRIC OPTICAL PHENOMENA AT
NONHOMOGENEOUS INFLUENCE

Possibility of existence of different effects into first tum follows from symmetry
transformations. We shall model some possible types of nonhomogeneities, for
example , of the electric field .

1. Spiral distribution of equal on absolute value vectors of electric field E will
possess 002 symmetry. Axial tensor of second rank possesses such symmetry. So,
the lowering of crystals symmetry at propagating through them of intensive
circular polarized wave can be represented as superposition of symmetry elements
of axial-tensor action with symmetry elements of crystal.

2. Spiral distribution of polar vectors, which gradually changes on absolute
value, possesses symmetry of rotative cone - 00. This action always can cause the
optical activity in medium.

3. A nonhomogeneous vector field, that is not changed in direction, but evenly
changes in absolute value, will possess symmetry m (E vector and direction of its
change is in plane m). At such action optical activity can arise, crystal symmetry
will lower to group m or 1. Then the optical indicatrix will have a view of ellipsoid
of general type and can rotate around crystalophysical axis , which is perpendicular
to plane of symmetry in m group, or around all axes in 1 group. Regarding optical
activity at twisting, its appearing admits in crystals of all symmetry groups .
Actually axial-tensor action always leads to lowering of crystal symmetry to
optically active state. It may be noticed, that at any nonhomogeneous actions the
optical activity, that is ellipticity of eigen waves, is ought to arise [2].

2.2. POLARIZATION CHARACTERISTICS OF CRYSTALLINE MEDIUM
WITH THE ACCOUNT OF FIELDS' GRADIENTS

In presence of effects of spatial dispersion the correlation for polarization of
crystalline medium could be written in the form:

Pi=XijEj+djjkEjEk+yijkoE/8xk+RijkIEloE/8xk+... (1)

Two last terms in expression (1) describe the optical activity and electrogyration
effect [3, 4]. The optical activity may be represented as bilinear effect , whereas
electrogyration is, perhaps, first known effect of gradient nonlinear optics [5].
Taking into account different gradient invariants in correlation (1) one can foresee
and define the existence conditions of new gradient effects, connected with spatial
dispersion [6, 7]. Medium polarization at linear electrogyration effect can be
represented as follows :

nlptl=RijkIEloE/8xk = ieikmYmjlEj°Ek~I (2)
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where Ymil is axial tensor of the third rank, eikm is Levi-Civita tensor. Then we get:

and

(3)

(4)

So-called electrogyration light diffraction is possible:

nip oillL· E roE Oki -leikmYmjl k :i I· (5)

Phenomena of gradient parametrical crystal optics can appear also in fields of
another nature. So, for example, well-known piezogyration effect [8-10] is
described by following expression:

(6)

(7)

At the propagation of acoustic wave with frequency n in acentric medium, a light
diffraction on the grate, formed on the imaginary part of dielectric permitivity,
must arise :

(8)

This effect was for the first time observed in quartz crystals and called
acoustogyration light diffraction [11].

The effect of optical activity appearance in centrosymmetrical NaBi(Mo04) 2

crystals under the influence of twisting deformation was also observed [12]. This
effect is connected with arising of nonhomogeneous mechanical strains in crystal
because piezogyration can not appear in centrosymmetrical crystals:

and (10)

where tensor krnklm, according to its symmetry E[y2][y2]y, differs from zero even
in isotropic medium. So, optical activity is a suitable tool for control and
investigation of nonuniformly strained state of media [13, 14].

Nonhomogeneous mechanical strains also lead to the changes of refractive
properties of crystals . This phenomenon was called gradient piezooptics effect and
it can be described by the expression [7]:

L\aij = KijkImOcrk/Oxm,

where Kijklm is polar tensor of 5-th rank.

(11)
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2.3. INFLUENCE OF THE MULTICOMPONENT FIELDS ON OPTICAL
INmCATRIX

For the description of effects of parametric crystallooptics (electro- and
piezooptics) usually optical indicatrix is used. External influences can cause
turnings of optical indicatrix around its axes. As far as we know, cases of inducing
by external influence the turning of indicatrix around only one axis were
considered up-to-now. This may be explained by the circumstance, that to bring
ellipsoid equation to canonical view (to obtain correlation for changed principal
refraction indexes) at the turnings of indicatrix around two or three axes in extant
view is practically impossible. But the turning around the third coordinate axis
must be observed at turnings presence of any geometrical figure around two
coordinate axes. In crystallooptics, the turning of indicatrix around the third
coordinate axis can be unconnected with the existence of a respective field
component, which should induced it, or tensor components, for example,
electrooptics or piezooptics tensor constants. Then such indicatrix turning is
reasonable to describe as non-direct turning, so far as it must be described over its
turnings around two other axes.

As we established, at inducing of the turning of characteristic refraction
indexes surface around two axes by external influence always the turning around
the third axis appears . So, for example, at the turning of optical indicatrix around y
and z axes the axis x' does not belong to the plane xy, neither to the plane xz (as in
the case of turning around one axis), that one can describe with the help of
correlation for angles between projection of axis x' on the plane yz and axis z:

(12)

The angle a' may be used for quantitative description of non-direct turning of
optical indicatrix around the third axis [15].

Let us consider some possible cases of correlation between angles ~2 and ~3 in
the formula (12): 1) ~2 = ~3, then a',=31t/4;2) ~2« ~3, then a'2';::!1t/2; 3) ~2» ~3,

then a'3';::!1t. All of these cases are depicted on figure 1. It is visible, that non-direct
turning is most essential at close values of the angles ~2 and ~3; if one of the angles
is far from the other, then non-direct turning is insignificant.
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z

y

Figure 1. Non-direct turning for diverse correlations between angles ~2 and ~3 '

2.4. TENSOR DESCRIPTION OF GRADIENT PIEZOGYRATION AND
PIEZOOPTICS

The phenomena of gradient piezooptics and piezogyration consist in changing of
polarization (aij) and gyration (gij) constants proportional to the gradient of
mechanical strain and are described by the correlations [7]:

~a.j =Kijklm8crkI!Oxm , ~gij =kijklm8crkI!8xm (13)

As we established, some simplifications are possible in the case of twisting
and bending. The tensor of gradient piezooptics at twisting and bending with
internal symmetry rv'iv' llijln has the fourth rank. Then we can write down

(14)

(analogous correlation just for ~gij).

As one can see, antisymmetrical tensor Rot(cr)nJ contains only the diagonal
components of tensor of strains, which are connected with bending and does not
contain strains, which are connected with twisting. In this case we shall once more
lower the rank of tensor, which is used for the link between polar vector, which
describes the two-coordinate bending, and tensor of polarization constants:

~aij =8ijpap.

So, twisting and bending deformation can be described by axial tensor of
second rank [16]. The diagonal components of this tensor describe crystal twisting
around crystallophysical axes, and nondiagonal ones - bending. Antisymmetrical
part of axial tensor of second rank describes so-called two-coordinate bending.
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3. Light interaction in crystals at static nonuniform influences

3.1. INFLUENCE OF NONUNIFORM MECHANICAL ACTIONS ON
OPTICAL PROPERTIES OF CRYSTALS

3.1.1. Distribution ofoptical indicatrix turning in LiNbO] crystals at twisting
The turning of optical indicatrix at scanning by laser ray in xy-crossing in the
LiNb03 crystal was investigated at the application of the torsion moment around z
axis [13]. The distribution of optical indicatrix turnings (fig. 2) possesses special
directions, which coincides with crystallophysical axes x and y. Obtained results
coincide with theoretically predicted but an interesting peculiarity exists: at
transition from the xy and x-y quadrants to -xy and -x-y, respectively, optical
indicatrix turns to angle 90° with the saving of the orientation of long axis (fig . 2,
on insert). This situation corresponds to the crystallophysical x axis interchanging
with y axis , because in the unity system of coordinates the turning angle of optical
indicatrix can not be more, than 45°.

3.1.2. Neutral birefringence point and neutral birefringence line in LiNbO]
crystals at twisting

The twisting of the crystals was realized by the pair of forces applied to the
opposite faces of the samples. The measuring of birefringence was carried out by
Senarmont method.

From the equation of optical indicatrix for LiNb03 crystals, which belong to
symmetry group 3m, at presence of shift strains a31 and an (it corresponds to the
configuration of experiment k!lZ, M!lz), one can derive:

(16)

Obviously, the dependence of induced birefringence on coordinates is determined
by dependences of strains a32 and a310n coordinates, which are proportional to x
and y, respectively. Because a 32=a31=0 only in the point x=O, y=O, then ~n=O only
in this point (fig. 3).

From the equation of optical indicatrix for LiNb03 crystals at presence of
shift strains an and a31 (it corresponds to the configuration of experiment kHz,
Ml[x), one can write down induced birefringence for optical ray, which propagates
above (y>O) and below (y<0) plane y=O, as:

(17)
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Figure 2. Distribution of optical indicatrix turnings at constant twisting moment on
xy - crossing of LiNb03 crystal. Theoretically calculated orientations of optical
indicatrix are marked by strokes. On the insert - the turn of optical indicatrix to angle
90°with the saving of orientation of long axis at transition from quadrants xy and x-y
to quadrants -xy and -x-y, respectively . x and y axes orientation of undeformed
crystal is marked by arrows.
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It is visible, that the dependence of induced birefringence on coordinate is
determined by the dependence of strain cr31 on coordinate. Because at y=O cr31=0,
then ~n=O, that is observed on the experiment (fig. 4).

ll.o o l 0-6

8

6

4

2

-I o

Figure 3. Distribution of the birefringence induced by constant twisting moment
M=1.68xl03 N/m on xy-crossing ofLiNb03 crystal (A,=632.8 nm), (k I Iz, M IIz).

In the result of carried out investigations we obtain dependencies of
birefringence on the twisting moment (fig. 5 - for the configuration of experiment
kllz, Mllx; for the configuration of experiment k\lz, M\lz dependencies were
qualitatively similar) and distributions of induced birefringence on samples
crossing (fig. 3 and 4). It was established that birefringence does not arise only in
the case, when an optical ray propagates through the geometrical center of square
crossing - neutral birefringence point (fig. 3) or in plane y=O - neutral birefringence
line (fig. 4) in dependence of configuration of experiment, in all other cases the
birefringence induced by twisting increases at displacement of optical ray from
crystal crossing center [13, 17].

3.1.3. Distribution ofbirefringence in LiNb03 crystals at bending

Bending deformation is as well as twisting deformation one of the simplest
nonhomogeneous deformations. Firstly bending moment was applied to the
samples by a three-point method. Obtained results for the turning of indicatrix and
induced birefringence essentially distinguish from theoretically calculated ones .



Figure 4. Distribution of induced by constant twisting moment M=3.008xI03 N/m
birefringence on xy-crossing ofthe LiNb03 crystal (A,=632.8 nm), (k II z, M IIx).
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In connection with this we used a so-called single-ann method of the bending
application and thinner sample. The turning of optical indicatrix was not observed;
obtained distribution of induced birefringence (fig.6) corresponds to our
calculation, especially a so-called neutral birefringence line (line of absence of
induced birefringence) was observed. It is necessary to note, that the essential
deviations from theoretically predicted dependencies were observed on sample
edges - in places of pasting up and loading, and thus in these regions additional
strains exist.

In the result of carried out study the distribution of induced birefringence on
samples crossing (fig. 6) was obtained [18, 19]. Birefringence does not arise in
that case, when an optical ray propagates in the plane y=O - neutral birefringence
line, as well as at displacement of optical ray from plane y=O induced by bending
birefringence increases.

3.1.4. Torsion-gyrational effect (gradient piezogyration) in NaBi(Mo04h crystals
From the symmetry point of view the lowering of crystal symmetry to the
noncentrosymmetrical group causes the appearing of gyration in the
centrosymmetrical crystals. The change or appearing of the gyration at crystals
twisting (torsion-gyrational effect) can be described by the correlation

(18)

where ~ijkl is a polar tensor of 4-th rank, Mk1 is a symmetrical axial tensor of 2-nd
rank. Most comfortable from the point of view of founding of the torsion­
gyrational effect is an experiment with using single-axis centrosymmetrical
crystals at light propagation along optical axis and twisting crystal around it,
because under such twisting neutral birefringence point should exist and linear
birefringence should not mask an investigated effect.

Torsion-gyrational effect was observed in NaBi(Mo04) 2 crystals, which belong
to the group of the symmetry 4/m, at propagation of linearly-polarized light along
optical axis. As it was found out, the dependence of component of gyration tensor
g33 on the value of applied moment is linear and its sign changes at the change of
twisting direction (fig. 7). On the base of obtained experimental results the
component oftorsion-gyration tensor was calculated - ~3333=3.7xlO-1I mIN [12].

As well as data about twisting-polarization tensor coefficients is absent, it is
impossible to estimate the role of a secondary electrogyration in torsion-gyrational
effect.
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Figure 6. Distribution of induced birefringence on xy-crossing of LiNb03 crystal at
mechanical bending (case ofthe single-arm bending).

3.2. INFLUENCE OF THE TEMPERATURE GRADIENT ON THE
REFRACTIVE PROPERTIES OF THE LiNb03 CRYSTALS

The study of the influence of nonhomogeneous temperature distribution on the
crystallooptical properties is very interesting from the point of view of the stability
of operating elements of different optoelectronical devices in the natural
environment. Gradient thermooptical effect is described by third rank polar tensor .
Other gradient phenomena such as gradient electrooptical and gradient piezooptical
effects are described by the fourth and fifth rank tensors respectively and therefore
should be smaller than the gradient thermooptical effect.

There are only some reports about the experimental study of this effect [20­
22]. The authors [22] have observed the appearance of a birefringence in LiNb03

crystals with light being propagated and a thermal gradient applied along the Z­
axis. However, as it follows from the point group of symmetry for LiNb03 crystal,
such a thermal gradient cannot induce the birefringence along the optical axis.
Therefore, the origin of the thermal gradient effect is not clearly understood yet. It
is obvious that thermal flows should exist in different directions in the case of a
temperature gradient. It means that this experiment possesses time dynamics as
well as the appearance of non-homogeneous mechanical strains.
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Figure 7. Dependence of gyration tensor component g33 on value of twisting moment
Mij for NaBi(Mo04) 2 crystals for configurations of experiment k I Iz, M I Iz.

Thus, we have used a CCD camera to study the gradient thermooptical
effect. In this paper we study the gradient thermooptical effect in LiNb03 crystals
by the imaging polarimetry technique described in [23]. Temperature gradient was
created by the Peltier semiconductor cooler and electrical heater. To provide uni­
form temperature on the sample faces thermo conductive paste was used. Using
this paste also allows to avoid the sample gripping as well as an appearance of
additional stresses caused by thermal expansion. The magnitude of temperature
gradient was 2.25.104 KIm and the magnitude of temperature difference was
68.5 K.

Two samples were studied in this work (x=4.10mm, y=3.85mm and
z=5.46mm and x=4.91mm, y=2.31mm and z=5.00mm). In both cases light was
propagated along the Z-axis. Temperature gradient was created in the X- and the Y­
direction respectively. The topographical maps of induced birefringence across the
sample aperture at the different values of thermal gradient iJI'/t3y and iJI'/t3x were
obtained and the dependencies of induced birefringence on temperature gradient
were calculated (fig. 8 and 9) [24]. The calculated coefficients are
r22=(4.61±0.49)xl0· 12 m/K for the iJI'/t3x case and r22=(4.85±0.43)xI0·12 m/K for
the iJI'/t3y case.

Thus, the phenomenological description of gradient thermooptical effect is
proposed. The gradient thermooptical effect in LiNb03 crystal was studied
experimentally. The topographical maps of induced phase differences at the
different temperature gradients are obtained using the imaging polarimetry
technique. The change of phase difference at the different thermal gradient was
observed. The dependencies of induced birefringence Ltnz on thermal gradients
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iJI'/iJx and iJI'/CJy were obtained and the coefficients of gradient thennooptical effect
were calculated .
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Figure 8. Dependence of induced birefringence on thermal gradient 8I'/ilx (first
sample) .
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Figure 9. Dependence of induced birefringence on thermal gradient 8I'/0-' (second
sample).

4. Conclusion

Phenomenological analysis of nonlinear optical phenomena caused by
nonhomogeneous fields (so called gradient effects) was made. On the base of
relation between crystal medium polarization on the optical frequency and gradient
of the field with different nature as well as on the base of the symmetry approach it
was shown that the electrogyration effect was the first founded phenomena of the
gradient nonlinear optics. The existence condition of the new different
crystallooptical effects induced by the gradients of fields was analyzed.
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It was shown that bending and torsion strains could be described by the axial
tensor of the second rank. The presentation of the turning of the optical indicatrix
at the multicomponent field influence by the axial vector permits to show, that at
the presence of turning of the indicatrix around two crystallophysical axes there
always should exist the turning around the third axis. The relation that describes the
angle of this turning was derivated and analyzed .

The experimental investigations of mechanical twisting and bending influence
on optical properties of crystals were made and the distributions of optical
indicatrix , conoscopic pictures and birefringence in LiNb03 crystals were analyzed.
The experimental study permits to find out and to investigate predicted by theory
gradient piezogyration effects on the example of NaBi(Mo04h crystals. These
investigations testify that the optical topography method of investigation of the
distribution of the gyrotropy induced by the gradient strains allows determining
peculiarities of nonuniform strained state. The gradient crystallooptical effects
could be applied in the operation of optical radiation and in the optical method of
the orientation of crystal.

The gradient thermooptical effect in LiNb03 crystal was studied
experimentally. The topographical maps of induced phase differences at the
different temperature gradients are obtained using the imaging polarimetry
technique. The change of phase difference at the different thermal gradient was
observed . The dependencies of induced birefringence Llnz on thermal gradients
8I'/& and 8I'/CJy were obtained and the coefficients of gradient thermooptical effect
were calculated.
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APPLICATIONS OF COMPLEX MEDIA AND OTHER META­
MATERIALS



SELF-ADAPTIVE MATERIAL SYSTEMS *

L. R. ARNAUT
National Phys ical Labomtory
Center for Electromagnetic and Time Metrology
Queens Road, Teddington TWll OLW
United Kingdom

Abstract. The concept, realization and properties of self-adaptive material (SAM) sys­
tems are presented. Reflection, transmission and radiation characteristics are analyzed
using array techniques and effective medium theory. Optimal control techniques are used
to yield the transfer function of the SAM controller for a specified cost function.

Key words : multi-functional materials, structured materials, adaptive control.

1. Introduction

Important new developments continue to be made in the field of micro- and
nanostructured passive electromagnetic (EM) materials and surfaces. While
this progress increases the potential of such 'metamaterials' ever further ,
inherent and fundamental restrictions exist on their practical performance
and applicability. The limitations on available and suitable candidate con­
stituent materials, the fixation of the effective constitutive parameters of the
medium once realized, the inevitable tolerances and uncertainties associated
with parameters and dimensions of the host medium and inclusions, etc.,
suggest that one could search for yet more versatile types of EM materials,
or new ways to implement them and adjust their properties.

With advances in micro-electronics, signal processing, adaptive antenna
methods, etc., adaptive engineered materials become feasible that exhibit
unusual or adjustable reflection, transmission, absorption or polarization
transformation properties. One possible realization is a hybrid passive/active
material system, in which sensors , T /R modules, power hybrids, beam­
formers , micro-actuators, etc. are integrated with control logic into a single
system that presents itself as a single self-adaptive material (SAM) system

• This work was supported by the NPL Strategic Research Programme (project nr.
9SRPE040) .
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to a distant observer. Its characteristics can be changed according to differ­
ent needs, variable circumstances or multiple observers separated in space,
frequency or time (Fig. 1). Such a system no longer restricts a material to
its physico-chemical, geometrical and configurational properties at the time
of implementation. Instead, the incorporation of controllers, microsensors
and microactuators results in a system with a user-specified response that
can be treated as an effective medium. Moreover, the transfer function
(i.e., excitation vs. response characteristic) of a SAM is no longer fixed or
manually controlled by the user or designer, but automatically adjusted in
accordance with the characteristics of the incident wave, so as to yield the
desired macroscopic response (object function) . This function becomes an
integral part of the constitutive description. This concept of a SAM holds
the prospect of the ultimate tailored or multi-functional material. Of course,
the interest is mainly in the implemention of response functions that are
otherwise difficult or impossible to achieve with conventional materials at
the wavelengths and field strengths of interest.

!iJ ',lit ',t '

.>:

____~~~!b'~
'- "- ...

Figure 1. Concept of a self-adaptive material (SAM) system. The naturally scattered
wave (Et, Hpkt) (solid outward arrow) , for the SAM in its passive state, if! suppressed
by its controlled active sources. The artificially stimulated EM response (.!l!..t', H t',kt')
(other outgoing arrows) can be adapted to different observers and is a function of the
properties of the incident wave (Ei' Hi,ki).

Conventional passive materials typically exhibit a linear response for
sufficiently weak excitation fields. By combining active and passive inclu­
sions into a single entity, the constitutive properties of the SAM become
dependent on the incident field itself. Thus, to the external observer a
SAM is a fundamentally nonlinear medium. Such a system has the ability
to reduce its local entropy (information contents) [2] . Interpreted in an
electromagnetic context, a SAM cannot be a single, homogeneous material,
because the latter can only respond to its environment without reducing its
information contents, viz., scattering properties. Thus, SAMs are necessar­
ily mixtures of electromagnetically different compounds. As will be shown,
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the self-adaptivity is maximally efficient at low frequencies (kL « 1). This
complements passive media, whose ability to transform or condition inci­
dent waves based on interaction with a (micro)structured medium is most
prominent only at sufficiently high frequencies (kL rv 1).

2. Adaptive control of radiation by pair of sources

2.1. COUPLED SOURCES

Fundamental to SAM operation is the response of a pair of coupled dipole
sources . A primary (master) source s generates an 'unwanted' radiated field,
e.g., an incident wave excites a Rx antenna (sensor) and scatters part of
the incident field. The impressed or induced current or voltage in s is then
used to drive a Tx antenna (slave source or actuator a) to yield the desired
overall , i.e., combined field (Fig. 2).

To this end, a control and optimization strategy can be formulated by
defining a cost function for an EM quantity of interest. This function is
then evaluated at a specified location and distance of observation, or across
some spatial region of interest. In one important case, the cost function is
specified for the radiated power at a given field point or through a spherical
surface in the far field of the sfa pair. Other object functions can often also
be expressed in the form of the minimization of an energy functional.

2.2. SINGLE DIRECTION OF OBSERVATION

For two small sources of volumes Va (a = s , a) and electric current densities
L, which are spaced a distance !1 = db apart, the radiated fields follow
as (E.a , li..a) = J JJv(G , G ) . LdV.=eeQ =mea:

Consider first the minimization of the radiated power in a single direc-
tion, at arbitrary distance from the sources . The complex Poynting vector
§.. = Uk, + E..s) x (Ha + lL)* for the instantaneous power of the pair is

(1)

where the superscripts T and * denote transposition and complex conjuga­
tion, respectively. For dipole radiation, (1) can be re-expressed as

(2)
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Figure 2, (a) Adaptive control of radiation by primary (master) source shy secondary
(slave) source a, with relative source spacing d and observation point at distance r; (b)
adaptive control of scattering.

with A ~ GT X G* as defined in [1] . Instead of directly minimizing=a{3 =ee" =me{j
8 == II~I \, it is generally easier to minimize

82 - T B * + T B * + T B * + T B *- l!.s .= 8S ' l!.s P.s · =sa . P.a P.a' =8 ' P.s P.a '=a ' P.a '

where

(3)

(4)

A exp[-jk(Ta - T{3)] ['k (1 'k )]
=a{3 = (4rr)2(TaT{3)3foVJ.Lofo J T{3 - J T{3 X

{[3(1 + jkTa ) + (jkTa )2]X a{3 - [1 + jkTa + (jkTa )2]Y{3}' (5)

(6)

(7)
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in which I,. and.L are Cartesian unit vectors. For given l!.s and la, (3) is
quadrilinear in the complex control variable Pa = IPal exp(j<pa). Local and
absolute extremes of 8 2 are reached for the roots Pa,opt of 88218pa = O.
For far-field radiation observed in the direction of r. with arbitrary Oan
coplanar l!.s and l!.a located at r.s and La, it follows after calculation that the
magnitude W of W = (1/2)~ [E x H*J is minimum provided

Asa sin 0sr ( . ) Il
Pa,opt = --A Ps = --'-0- exp -JkdcosOxr Ps = Has,optPs,

aa SIn ar

where cos Ouv ~ l u . Iv and Oas ~ Oar + Ors ' The oriented angles Ouv are
measured from l u to I v' The reference direction lx is taken as being parallel
to the line connecting the centers of both dipoles and is directed from a to s .
The mutual coupling between s and a, which is of paramount importance,
can be explicitly taken into account [IJ.

The transfer function Has,opt in (8), which links Ps with Pa (Fig. 3a),
specifies a two-stage optimum serial or parallel PID controller Has,opt (a)
= Kc(O')(1 + 0'71)21 (1 + 0'72)2, where 0'= jw and 71 < 72 or 71> 72

for a low-pass or high-pass implementation, respectively, and Kc(O) =
- sinOsrl sin Oar . For parallel j, and L, (8) defines two nearly anti-parallel
complex vectors, i.e., two identical polarization ellipses whose phasors are
separated in phase by kdcosOxr + 7r. Fig. 4a shows IHas,opt! as a function
of the orientations of the dipoles with respect to lx . The phase of Has,opt
is near 180 deg for all angles of orientation. As expected, Has,opt ~ -1 for
Oax = Osx and for Oax + Osx = 7r.

l2a,opt

Has,opt= - (sin Bsr / sin Bar)

-expt-jkdcos Ox,)

(a)

Ii= = ..,J(£oIll<J) VJ"e+1lem)
• (Q",e+llmmr '

lim. = ..,J(l!oI£o) Vlm e+/bnm}
.~e+Remrl

(b)

Figure 3. (a) Transfer function between pair of linked dipoles; (b) bianisotropic particle
modelled as an intrinsically coupled pair of dipoles, using forward and backward coupling
dyadics H me and !!.em'

The minimum cumulative radiated power Wmin (r.), as observed in the
direction of observation l r is found to be zero, regardless -of the values of
Oan Osr, kd and Oxn although the P t required to achieve this minimum

~,op
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Figure 4. (a) Magnitude of transfer function IHas ,opt I (dB), optimized for a single
direction of observation, as a function of eax and esx ; (b) transfer function H~s,oPt (linear)
for total integrated radiated power as a function of eax and esx with kd =0.02. .

does depend on each one of these quantities. Thus, perfect active field
cancellation (zero total radiated power) is possible for the far field in an
arbitrary single direction.

For near-field and boundary-zone fields, the optimization is consider­
ably more complex. For the special case of isotropic sensors and actuators,
minimization of the near-field power in a single direction is now achieved
for

Parenthetically, the use of transfer functions to describe material cou­
pling effects is not limited to the extrinsic (explicit) coupling of separate
active and passive sources. For example, for plane-wave excitation (i.e.,
E = J /-Lo/ EoH) of a single bianisotropic particle, which is characterized in
the dipolarizability approximation by

P = EoP . E + V/-LoEoP . H , P = V/-LoEoP . E + /-LoP . H, (10)
~ =ee =em -m =me =mm

the intrinsic magneto-electric coupling can be formally described by dyadics
Hand H specified in Fig. 3b. In this case, however, the description is
-lite =em
purely formal because the fields, rather than P or P , are the true sources

-m ~

of excitation for P or P , respectively.
~ -lit
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2.3. TOTAL INTEGRATED RADIATED POWER

Without additional precautions, the decrease of radiated power in one di­
rection Ir usually comes at the expense of an increase in another one. This
is in general undesirable because it reduces the overall self-adaptivity and,
hence, the SAM efficiency. However, it is possible to obtain a reduction of
radiated power across an entire user-specified solid angle . For example, for
the 2D problem of a circular boundary of observation of radius r » d in
the plane of two collinear dipoles (Oax = Osx = 0 or rr) centered around
(La +r..s)j2 (Fig. 2a), the total power crossing this boundary and associated
transfer function are obtained as

Wfot,min = 1 9 [jl(kd)]2 = (kd)2 _ (kd)4
W

s
+ kd 5 100 + ...,

, _3 j 1(kd) = _ [1 _(kd)2 ]
Has,opt = kd 10 +... ,

(11)

(12)

where JI(x) = sin(x)jx2 - cos(x)jx is the spherical Bessel function of the
first kind and first order. Thus, to leading order, a quadratic dependence
of Wfot,minjWs on kd is found . Parallel arrangements constitute, in effect,
quadrupole SAMs. Unlike strictly parallel dipoles (doublets), the collinear
arrangement does not produce an additional magnetic moment and, hence ,
yields a lower total radiated power. For either case, zero backscattering in
the retro-direction occurs.

Fig. 4b shows H~s,oPt(Oax,(}sx) for kd = 0.02. On a linear scale, small
deviations from (anti-)parallelism are seen to be not critical to the optimal
tuning of ~[H~s,oPtJ. Fig. 5a shows the associated Wfot,min(Oax,Osx)jWs'
The superiority of strictly parallel and anti-parallel dipoles, and the worst
case of perpendicular dipoles are clearly noticed. The near-minima for
Osx = Oax are seen to be stable with respect to misalignment errors for
the dipoles. Plotting H~s,oPt(kd) for a few relative orientations shows that
most (although not all) cases require the optimum controller to steer in
anti-phase when kd ---t 0 [H~s,oPt (kd) ---t -1]. As kd increases , the con­
troller gradually switches off in the mean [IH~s,oPt(kd)1 ---t OJ, i.e., active
control becomes increasingly ineffective at shorter wavelengths. Fig. 5b
shows Wfot min(kd)jWs. For kd ---t 0, collinear parallel dipoles yield a power
reduction by a factor 3 ('" 4.77 dB) better than strictly parallel dipoles.

2.4. OMNIDIRECTIONAL POWER REDUCTION

A reduction of radiated power in a chosen direction should preferably not
increase the power radiated in other directions. For an arbitrary far-field
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Figure 5. Normalized density of total radiated power W:ot,min/Ws associated with
H~s,oPt (a) as a function of (}ax, (}sx and (b) as a function of kd .

location t' = T'lr ' relative to a primary source whose radiation has been
minimized for the single direction lr' it can be shown [IJ that the criterion
o ::; kd < kdmax = (1/2)cos-1 [sinOsr/(2sinOar)J guarantees for such an
increase not to occur for any direction away from the optimization direction
(omnidirectional power reduction) . For parallel dipoles, this limit is inde­
pendent of the relative direction of lr: in this case, 0 ::; kd < 1f/6. Then,
the maximum power ratio for radiation in any direction, viz., 2[I-cos(2kd)J,
is smaller than 1 and decreasing for increasing kd. The power is increasingly
being diverted via the actuator towards the T /R module of the SAM, or
converted to reactive power.

3. Arrays of interleaved sources

3.1. ADAPTIVE CONTROL FOR SAM ARRAYS

The results for a single source pair can be extended to an arbitrary config­
uration of multiple sources. For NOt sources Ea;, each type a forming source

vectors [Ea], the far-field power radiated in a single direction is minimized

for rp t] = - rA ]-1 . rA ] . rp ] , where [A ] is an NOt x NJ3-matrix
l~,op l£za ~a l<-s =J3

of tryads A (i = 1, ... , NOt, j = 1, ... , NJ3, a, (3 = s or a).
=i,J3j

By configuring thes and a elements in a spatially symmetric way, equal
flexibility is achieved in scanning and beamforming (wave conditioning) for
both incident and radiated waves, allowing for a reciprocal SAM. To this
end, the lay-out can be chosen, for example, as a 2D array of size 2M x 2N
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Figure 6. Planar chequered array of interleaved primary and secondary sources.

having a 'chessboard' pattern, in which a 'black' subarray of active elements
a is interleaved with a 'whit e' subarray of sensors s (Fig. 6).

If ls, la 1:- d then details of the current distribution along the elements
affect the mutual coupling. If ls, la « d < k-1 then the SAM operates as an
effective medium in quasi-static regime. In view of the results for a source
pair, this ensures efficient control but inefficient radiation, unless element
loading is introduced. Based on the single-element fields ~, the total field
for the actuator array is

sin(MkTaxdx) sin(NkTaydy) { [ . ( )]}
E..a,tot = . (kT. d) . (kT. d) 1 + exp]k Taxdx + Taydy x

Sin ax x Sin ay y

exp [jk (Tax(M - l)dx + Tay(N - l)dy)]E..a ~ fa (Tax, Tay)E..a . (13)

The corresponding expression for E.s,tot = fs(Tsx,Tsy)E.s follows by replac­
ing Tax,y by Tsx,y and {I + exp[jk(Taxdx + Taydy)]} by [exp(jkTsxdx) +
exp(jkTsydy)] in (13), respectively. The direction cosines Tax and Tay are
taken with reference to the 'look' directions (i.e., the axes of the main beams
for the s and a arrays), and linear phase tapers <Pax and <Pay control these
directions.

The far-field radiated power in a direction defined by (JXT is minimized
by a controller now defined by

r ] __ J; Asa r ] ~ H r ]lEa,opt - t: Aaa lRs - as ,opt,array lRs . (14)
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The associated minimum power is 11s12 times the value of Wmin ,pair for a
source pair. For kdx, kdy « 1:

1
Wmin,array = 2: (A ss - AsaAas/Aaa) 11sPsl2 ~ (MN)2 [4 + (kTsxdx+

kTsydy)2] sinc2(MkTsxdx)sinc2(NkTsydy)Wmin,pair. (15)

3.2. SPECTRAL-DOMAIN GREEN FUNCTION

If the spatial distribution of the current loo(l) == Ioo(l).L in the reference
sensor element at x = y = 0 is accurately known , then the radiated field
can be calculated from the vector potential of the individual active and
passive arrays [3, 4]. For the chequered configuration, the field scattered
and radiated by both subarrays is thus obtained as

E.t(r) =

(16)

(18)

with

Has ~ (Sz/s~ )Has exp(jkdxs~) exp [- jkr· (1~± - L±)] , (17)

where 1n= (s~) , s~) , ±sy) ) is the unit vector in the forward (upper sign)
or specular (lower sign) scattering direction w.r.t. the incident wave for the
subarray of sources s (unprimed) or a (primed). Equation (17) character­
izes the SAM electric-electric Green dyadic function g;:M(rlr") through

E (r) = rl GSAM(r lr") . I [r" (l )]dl and GSAM(rlr") follows in a similar£t - JO=ee -- ~o - , =me--
manner. Thus, the array control is accounted for by the field coupling factor
Has between the Rx. and Tx subarrays. Special cases include the control of
radiation in the forward dir ection (1~ = L+), retro-direction (1~ = -ls+)
and specular direction (1~ = l s_ ) .

3.3. SAM IMPEDANCE AND EQUIVALENT PERMITTIVITY

The self-impedance ZA of the SAM array for the main Rx. and Tx beams
with no grating lobes is

ZA = Zoppt .L . [(l: - L±L±) + H~s (l: - ~±~±)] ..L
2dxdy s z '
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where 1-l~s == 1-l~~ - j1-l~~ ~ 1-la s(lr.I = 0) and Zs is the impedance of the s

subarray. Equation (18) can be written as ZA ~ Zs(1 + Kas) , where

(19)

is a coupling factor between both subarrays which depends on their resp ec­

tive 'look' directions. The cur rent shape factors pet) ~ Iix} (ro) fL 1M] (l)dl
depend on the details of the current distribution along the array elements in
question, for the Rx (Tx) mode [41. For nonmagnetic homogenizable SAM
arrays, (18) can be formally equated to VJ1-o/(EoEr) for z < 0, whence the
equivalent refractive index of the SAM is

y'f; = 2dxdysz . (20)
ppt 1L . [(l: - L±L±) + 1-l~s (l: -1~±1~±)] ·1

For retro-radiation and specular radiation, assuming z-directed linear ele­
ments, we have ZA = ZoPpt(1 - si )(1 + 1-l~s)/(2dxdysz) and

. (2dxdysz)2exp {j 2 tan- l [1-l~~ / (1 + 1-l~~)]}
E = E' - JE" = (21)

r - r r (ppt f (1 _ s~) 2 [(1 + 1-l~~)2 + (1-l~~)2)

For collinear p and p , we obtain for (8) Has = - exp (-jkdxsxsinBnr)
O-S ~

= - exp (- j kdx sin Bnr cos c/>nr) . Consequently, for retro-r adiation, 1-l~s =
- Hasexp(- j kdxsx) = exp[- jkdxsx(1 + sinBnrco s c/>nr)], and for specular
radiation, 1-l~s = -Has exp(j kdxsx).

3.4. SAM RADIATION AND REFLECTION COEFFICIENTS

By expressing the excit ation of the s array in terms of the incident field E i
instead of the induced current 100 , the vector radiation! coefficient EdE, of
the array can be calculated based on (16) . In the Appendix, the coefficient
of specular reflection for passive arrays [41 is generalized to radiation and
scattering by hybrid active/passive arrays. This can be done for arbitrary
directions of observation in the principal planes. In the absence of adap­
tive control [Has = + exp(j kd)], the radiated fields are the usual reflect ed
(scattered) fields. For retro-radiation (1~ = - L , i.e., l~ = -11. ,1

11
= +111):

E ( )
_ Zo (1 + 1-las) exp (-jkr. .L)

t r - - x
- - 2dxdysz(ZA + Zd

1 Since space waves can be radiated by SAMs in any direct ion , not just in sp ecular
direct ion , the term 'radiat ion coefficient ' is int roduced here, as a generalization of the
not ions of reflect ion and t ransmiss ion coefficients.
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[(1 - 'Has) Ei,l.p 1.pill. + (1 - 'Has) Ei,l.p 1.PI~ll1

+ (1 + 'Has) Ei,lI PIlPill. + (1 + 'Has) Ei,IIPIIP"ll1] . (22)

In this case, the retro-reflection matrix is

[
r1.,1. r1.,11] _ Zo (1+ 'Has) ppt

X

rll,l. rll ,1I - - 2dxdysz(ZA + ZL)

[
(1 -'Has) (11. ·1)2 (1+ 'Has) (11. ·1)(111 ·1 ) ] (23)
(1 - 'Has) (11. ·1)(111 ·1) (1+ 'Has) (111 ·1 )2 .

For TE incidence in the principal plane (11. ·11 = ±I, 111 ·1 = 0), at an
angle of incidence (}i = cos- 1(sz):

Zo (1 -'H~s) ppt
rl.l.=-, 2dxdy(ZA + ZL) cos (}i '

whereas for TM polarization:

(24)

(25)
Zo (1+ 'Has)2 Ppt(ll1 ·1)2

rll,1I = - 2dxdy(ZA + ZL) COS(}i

For forward radiation u; = +ls), the coefficients (1 -'Has) in (23) are to
be replaced by (1 + 'Has) .

3.5. NUMERICAL RESULTS

Fig . 7 shows the dependencies of the TE reflection coefficient of an infinite
chequered SAM array on s/ a-spacing kd, angle of incidence (}i , and element
load impedance ZL, all for the case of specular radiation. Strictly parallel
interconnections are confirmed to yield slightly larger magnitudes of the
reflection coefficients compared to collinear arrangements, on average . El­
ement loading profoundly affects the obtainable minimum reflected power .
Further analytical and numerical results are given in [11 .

4. Adaptive control of scattering

If the primary source s is one of scattering of an external incident plane
wave, this wave is usually incident onto a as well, causing additional par­
asitic scattering and mutual coupling which must be accounted for. In
general, P t t consists of several contributions, viz., P tl impressed by the

=-a, 0 ~,c

controller, p . induced by the plane wave and p induced by the nearby
~,lnc ~,s

sensors (s/a mutual coupling): p t t = P tl +p. + p . Likewise, P t t
~, 0 =-a,e ~,lnc =-a,s - 8 , 0
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Figure 7. TE reflection coefficient for specular radiation off chequered sensor/actuator
array, for collinear and parallel interconnections, (a) as a function of spacing kd for
0.1:::; kd:::; 10, ZL = 0, Oi = OJ (b) as a function of incidence angle Oi for 0 :::; Oi < 7r/2,
kd = 0.5, ZL = RA/2j and (c) as a function of element load impedance ZL for
10-6 fl s ZL s 10-1 n, kd = 0.5, o, = O.

consists of three contributions, although an impressed source moment p
:-.s,src

is usually absent in the adaptive control of scattering here considered, i.e.,
p t t = p . + P . Since lip II « lip II in SAMs, the contribution of p- 8, 0 -s,lne :-S,a :...s :...a :...a,S

is usually negligible, but p can be significant. If p and p are blind to
~,a -8 ~

one another, then

sin ()sr . )
p - --.-()-exp(-Jkdcos()xr x
::-a,etl - SIn ar

{
sin ()ar sin ()ar' [ ( )]}1 + . () . () exp jkd cos ()xr + cos ()xr' p .
SIn sr sIn sr' - s,me

~ sin ()sr . ) ( )
= --.-()-exp(-Jkdcos()xr p" 26

sin ar o...s

which may be interpreted as an actively controlled perturbed scatterer 8',
with nonlocal perturbation due to the presence of the nearby source a. The
associated minimum radiated power in the direction Ir is again zero, as for
uncoupled sources. For zero retro-reflection «()xr' = ()xr),

[
sin ()sr . sin ()ar . ]

Eaetl = - - .-()-exp(-Jkdcos()xr) + - .-()-exp(Jkdcos()xr') Ps,ine, (27)
, SIn ar sIn sr

which for parallel dipoles further reduces to Paetl = -2 cos (kd cos ()xr) p . ,, ::...s ,IDe
i.e., a purely real Has,se. For zero specular reflection «()xr' = 71' - ()xr),

(
sin ()sr sin ()ar' ) ( . )

P tl = - -.-()- + . () exp Jkdcos()xr p . .
::-a,e SIn ar sIn sr' -s,me

(28)
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If the dipoles are parallel, then Pa ,ed = -2 exp (jkd cos ()xr) Ps ,ine·

Fig. 8 shows the optimum Has ,se(()xr, ()xr') as defined by (26) for collinear
dipoles (()ar(t) = ()sr(t») with kd = 5rr/4. Both its in-phase and quadrature
components now maximally vary between -2 and +2, i.e., covering double
the range of Has ,opt for a single radiating source (cf. Fig. 5), because the
controller must now account for scattering by both sand a.

1:
"10..
J:
Q;'
II:

-2

e.,. (deg) o 0

2 .

1:....
~o..

J:

I
-2 ."

ext' (deg) o 0

Figure 8. Real and imaginary parts of optimum control t ransfer function H a s•sc for adap­
tive control of scattering as a function of (Jxr and (Jxr' for parallel dipol es «(Jar (' ) = (Jsr (' »

and kd = 51T/4.

5. Effective medium theory for random SAMs

5.1. MICROSCOPIC CONSTITUTIVE MODELLING OF SOURCE PAIR

We return to the s]« pair to determine its dipolarizability. The induced

electric dipole moment is P = (jw)-l fL 1(l)dl g toP . Ei . With p(t) as
~ =ee

defined above and 1oo(ro) = V/(Zoo + ZL) for an induced voltage V :

P . ==ee,palr

ppt

jWto (Zoo + Zd
(29)

For example, for randomly oriented pairs of short identical dipoles, i.e. ,
p(t) = l/2 , Zoo = (jwC)-l and (li')l~)) = (.L.L) = I/3 , this yields an
average dipolarizability -

/p ) =
\=ee,pair

(1+ 'H.as )l 2C I

12to{1 .+ jwZL)-'
(30)

where C is the equivalent capacitance of the dipole element.
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5.2. EFFECTIVE PERMITTIVITY

(31)(i = x,y,z),

Since a SAM was found to operate most efficiently in the quasi-static regime
(kla , kd « 1), a description in the framework of effective medium theory
(EMT) is feasible. When considering each s/ a pair to form a single SAM
particle of specific orientation and dipolarizability (29), &If may be calcu­
lated directly from the Lorenz-Lorentz formula . However, this formulation
is known to be sufficiently accurate only for relatively low particle densities.
On the other hand, the two-phase asymmetric Bruggeman formula for felf
[5] appears to be well suited to high-density mixtures of conducting parti­
cles, which are typical for efficient implementations of SAMs, but requires
the individual particle permittivities to be known. The latter formulation
has been extended in [1] to deal with multi-phase mixtures. The SAM
can be considered as a three-phase mixture of particles with respective
dipolarizabilities P and H t . P inside a host medium. In order to

=ee =S,op =ee
apply the result , the relationship between the particle's dipolarizability
and its equivalent permittivity is needed. To this end, consider spherically
symmetric s and a of equal size l as particles with isotropic dipolarizabilities
(p = Pa,eeI). The principal components of their permittivity follow from
=a ee -
Pa,~e = 3Va{f a - fo)/{fa + 2fo) as:

f a ii = Va + {I - NaiJfA ,r)Pa,ee
Va - (Na iJfA,r) Pa,ee '

valid for l « Ah/{21r) , i.e. V « AV{481r2 ) , where Ah is the ambient
wavelength, NQii = 1/3 are depolarization factors and fA,r is the apparent
permittivity. With P = foP . E i and P = foHasp . E i , it follows that

-8 = s,ee ~ =S ,ee

los = ~ + [1- (NsiJfelf,r)]Ps,ee, fa = Va + [1 - (NaiJfelf,r)] HasPs ,ee , (32)
fh Vs - (NsiJfelf,r)Ps,ee fh Va - (NaiJfelf,r) HasPs,ee

for Pa,ee < 3Va < 2IHasIPs,ee . Equation (32) can then be used with the
three-phase Bruggeman formula to yield felf.

Fig. 9 shows (felf/fo) and (felf/fh) as a function of the volume loading
fraction vp == 2vs == 2va , for a mixture of spherical isotropic sl« particles
forming an effective composite SAM. In this example, Ps,ee = (7.5 - jO.1) x
10-8 m3 , ~ = Va = 10-7 m3 and kd = 0.02. The particles are encapsulated
by a Kapton matrix for which fh/fo = 3.48{1- jO.008). Both the Maxwell­
Garnett (MG) and asymmetric Bruggeman (AB) results are shown. For
comparison, the effective permittivity for the same SAM in its passive state
(Has --+ 1) is also shown. The effective permittivity shifts from (fh/fo) or 1
at vp = 0 to 1 or {fh/fo)-l at vp = 1.
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Figure 9. (a) Real and (b) imaginary parts of complex effective permittivity as a
function of volume loading fraction vp of sensor/actuator pairs for kd -> 0 relative to
host medium or free space, for passive and active SAM, using Maxwell-Garnett (MG)
and asymmetric Bruggeman (AB) mixing rules.

Fig. 10 shows the reflection coefficient for a free-standing single layer of
effective SAM at normal incidence, compared to the corresponding reflec­
tion for the passive SAM and host medium only. This confirms the result in
Fig. 7 that high particle densities (implying small s/ a spacings) are required
to obtain a substantial reduction in reflection . For example, a reduction by
20 dB compared to the reflection at Vp = 0 requires vp = 0.87.
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Figure 10. Reflection coefficient as a function of loading fraction of sensor/actuator pairs
for kd -> 0, for passive and active SAM, using Maxwell-Garnett (MG) or asymmetric
Bruggeman (AB) mixing rules .

A scattering-matrix formalism has been developed [1] that enables the
frequency dependence of the reflection and transmission a SAM layer to
be calculated. At long wavelengths, the contribution of scattering by an
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efficient s/ a pair is negligible compared to that by absorption in the overall
attenuation (extinction) budget. The formalism is valid because we consider
complex scattering coefficients, provided that each particle can be assumed
to be excited by the external incident wave. Details on practical aspects of
the implementation of SAMs based on antenna array technology can also
be found in [1] .

6. Conclusions

In this paper, we discussed the mechanism and implementation of a self­
adaptive material (SAM) system, by considering adaptive control of a
primary (master) source of uncontrolled radiation by a juxtaposed sec­
ondary (slave) source. The system was found to have its highest control
efficiency, but lowest radiation efficiency when operated at relatively low
frequencies . Only one but fundamental aspect, viz ., the minimization of
radiated power according to a user-specified criterion was analyzed in detail.
This primary action is needed in order to suppress the natural (passive) EM
response for a conventional material or scatterer. Any chosen secondary
function may then be further added, through superposition or modulation
of the secondary sources, using standard adaptive array techniques. In this
way, SAMs may find application as an enhancement of conventional VHF,
RF, microwave or millimeter-wave materials (e.g., tunable, wide-band or
adaptive absorbing or shielding media), by adding new capabilities (e.g.,
Raman surfaces, nonspecular reflection, retro-directive glory, etc.) or by
extending their capabilities to handle different signals simultaneously or in
distinct manners (e.g., dual polarization or frequency, adaptive anisotropy,
spectral or angular filtering, etc.) .

The present analysis can also be used in connection with purely passive
or purely active linear media consisting of paired elements that are con­
nected via general transfer functions Has (e.g, by introducing microscopic
feedback in a pair of particles).

Appendix: SAM radiation coefficients

Based on the electric field integral and the reciprocity theorem, the field
radiation coefficient can be expressed in terms of the control and configu­
rational characteristics of the SAM array. We decompose Et(r.) in (16) in
components parallel and perpendicular to the plane of incidence [4]:

E ()
_ PI('£o) Zoexp[-jk(:c-'£o)·l.s]

£t r - - x
- 2dxdysz

[(IsIs -l) + 'Has (l~l~ -l)] ·lz
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v z, exp [-jk(r. - r.o) ' l s ]
= - X

2dxdysz(ZA + ZL)

[(p1.11. + P1l111) + Has (p1.1'1. + PIl111)] , (33)

where we have omitted the subscripts '±' for simplicity. Here, 11. ~ u, X

ls)/11n Xlsl,111 ~ 11. x1s and 111,1. = (1~~ -1:)' (i.i, -I:) -1'111,1. are unit
vectors parallel and perpendicular to the plane of incidence for the sensors
and to the plane of secondary radiation for the actuators, respectively,
and 1n == -lz is the unit vector along the inward normal to the SAM
array. The array impedance ZA is given by (18) and we furthermore allowed
for a load impedance ZL per array element. The total field (33) can be
expressed in terms of P for general 3D incidence and radiation [1]. When
specialized to radiation and scattering in the same plane as the plane of
incidence , i.e., 1~ = 11. and 111 = 111' then the components of the total field
E..t = Et.L11. + Etll111 are

E (r) = _ Zo (1 + Has)2ppt
exp (-jkr. ' ls ) (E- . 1 ) (1 . 1) (34)

t.L,1I - 2d
xdysz(ZA

+ ZL) -t -I -1. ,11 l,.l ,

which implicitly defines the radiation coefficients Et.L / e. and Etll /e; Im­
portant special cases such as specular, forward and retro-radiation are
discussed in Sec. 3.
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ELECTROMAGNETIC FIELD SOLUTION IN CURVED STRUCTURES
WITH LOCAL BIANISOTROPIC LOADING MEDIA

L.VEGNI, A. ALD, and F. BILOTTI
University ofRoma Tre - Department ofElectronic Engineering
Via della Vasca Navale, 84 - 00146 - Rome - Italy

Abstract. This contribution addresses the solution of the electromagnetic field in conformal
geometries with local bianisotropic loading materials. The electromagnetic field solution is
investigated both in the spatial and in the spectral domain in the generalized orthogonal curvilinear
reference system. Finally, a novel set of transmission line equations are carried out to solve the
electromagnetic field in integrated conformal structures involving bianisotropic media.

1. Introduction

The employment of unconventional media (inhomogeneous, chiral, bianisotropic,
etc.) as substrates for integrated circuits has been deeply investigated in the last few
years. Both theoretical and technological aspects concerning such materials have
been considered and a lot of interesting features in the microwave frequency range
have been pointed out. More in detail, a special interest has been focused by the
authors on the possibility to improve antenna and circuit compactness for a fixed
working frequency by employing chiral and bianisotropic materials [1]-[3].

On the other hand, in several research fields, including aircraft, spacecraft and
land vehicle applications, integrated circuits have to be mounted on curved
surfaces, in order to improve both aerodynamical and electrical performances. For
this reason, conformal antennas and transmission lines have received recently
much attention in the open technical literature and a lot of work has been
performed from both the theoretical and the experimental point of view ([4] and
references therein).

Complex geometries, even if they can be properly modelled in one of the
orthogonal reference systems, introduce some analytical difficulties in the solution
of the electromagnetic field [5]-[6]. Particularly, to decouple differential equations
and derive closed form solutions for the electromagnetic field is not a
straightforward matter. Moreover, if we want to investigate the electromagnetic
features of conformal structures in presence of bianisotropic media, analytical
difficulties increase very much, due to the presence of the magneto-electric effect.
Differential equations to be solved in such a case are coupled equations (containing
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more than one field component) and some mathematical tricks must be used to
obtain closed-form expressions for the electromagnetic field.

In this paper, we will present in a unified formulation some new theoretical
developments on the solution of the electromagnetic field in conformal structures .
The general formulation here derived in the case of bianisotropic media and
generalized orthogonal geometries, can be used as an useful tool when particular
structures and, thus, particular combinations of material and geometry have to be
analyzed. The structure of the paper is given in the following. In section 2 a brief
description of the generalized orthogonal curvilinear reference system and a
detailed justification for its employment in -the present analysis will be discussed.
In section 3 the solution of the electromagnetic field in the spatial domain in
presence of linear, isotropic, homogeneous media will be treated and discussed
showing in which reference systems it is possible to find closed form solutions and
in which ones a numerical solution is unavoidable. In section 4 the latter problem
will be overcome and the possibility to find out closed form solutions in the
spectral domain will be investigated and further discussed giving a generalization
of the Fourier transform in curvilinear coordinates. In section 5 the presence of
complex materials will be considered and a new set of transmission line equations
in the generalized orthogonal curvilinear reference system will be derived showing
their successful application in the analysis of conformal structures both in the
spatial and in the spectral domain.

2. Generalized Orthogonal Curvilinear Reference System

Conformal structures are usually mounted on curved surfaces. Sometimes it is
possible to approximate a generally curved finite surface by means of a portion of a
single or a double curvature canonical surface (cylindrical or spherical). In many
cases, instead, when the component dimensions are comparable with the surface
curvature , in order to obtain good results, it is no longer possible to simplify the
problem reducing the curvature to a canonical one. In such cases, a general and
rigorous theory is needed.

Limiting our analysis to surfaces which can be described in orthogonal
geometries, we can consider such surfaces as coordinate ones in the generalized
orthogonal curvilinear reference system . The orthogonal unit vectors iII, i12 ,ib
describing this reference system are depicted in Figure I. As shown in [7], if the
spatial coordinates associated with the reference system are expressed as qI' qz ,q3 ,

the volume element (see Figure 1) is given by dV =hlhzh3dqldqzdq3' where

h1,hz,h3 are the so called metric factors (functions of all the three spatial

coordinates qi- qz,q3).
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Figure 1 Generalized orthogonal curvilinear reference system

It is very convenient to develop a general theory for conformal integrated structures
in the generalized orthogonal curvilinear reference system now presented. Such
system, in fact, contains as particular cases sixteen reference systems, among
which there are some very common and canonical ones, as reported in Table 1.
Spatial variables and scale factors associated to each reference system are also
reported in the table. It has to be observed that some reference systems require also
the assignment of some geometrical parameters indicated as a, b, and c [7].

3. Spatial Domain Field Solntion in Linear, Isotropic and Homogeneous
Media

Assuming a time harmonic dependence expljcot] , and considering a source free

region, Maxwell's equations in a linear, isotropic, homogeneous medium can be
written as:

Vx E = - j rollH

VxH = jroEE

V·E=O

V·B=O

Vectorial wave equations for the electric and magnetic fields are, in this case, of
the Helmholtz kind:

V2E+k2E = 0

V2H+k2H = 0

The main goal, now, is to solve analytically these vectorial equations in order to
express in a closed form the electromagnetic field inside the conformal structure.
To this end, the first problem to be considered is the reduction of the vectorial
Helmholtz equation to scalar uncoupled differential equations . The next one, then,
is to find an analytical solution for the obtained scalar equations. The solutions of
these two problems here proposed are summarized in Table II.
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TABLE 1. Reference systems contained in the generalized orthogonal curvilinear
reference system.

Reference System Spatial Variables Metric Factors

ql q, q, hi h, h,

Cartesian x y

Circular Cylindrical p ~ p

Parabolic Cylindrical u v .JU1+V1 .JU 1+V1

Elliptic Cylindrical u v a.Jsi n1v+sinh2u a.Jsin2v+sinh2u

Spherical 9 ~ r sin e

Prolate Spheroidal ~ '1 ~ a.Jsin21J+si nh2~ a~si n211+sinh2~ a sin '1 sinh~

Oblate Sphero idal ~ '1 ~ a~sin'~+si nh' '1 a~sin'~+sinh''1 a cos~ cosh '1

Paraboli c v ~ J U1+V1 J U1+V1 uv

Conic A
~,u' -V'IAI ~,u' -V'IAI

I" v
~.J' , .Jv2 _0

2 .Jv2 _ b2,u -a b - ,u

Paraboloi dal A
~(,u - A}(V- A) J(A-,u}(v-,u) J(A- V}( ,u-V)

I" v
2Ja' - AJb'- A 2~a' - ,u ~b ' - ,u 2Ja' - vJb' - v

Ellipsoid al )"
J(,u - A}(V- A) J(A- ,u}(v-,u) J(A- V}(,u - V)

I" v
2Ja' - AJb' -A JC' -A 2~a' - ,u ~b' - ,u~c' - ,u 2Ja' - vJb' -vJc' -v

a a
Bipolar u v

cosh v - cosucosh v· cosu

a a asinu
Bispherical u v ~ cosh v - cos u cosh v · cos IIcosh v -cosu

a a asinh u
Toroida l ~ cosh u -COSy cos h u -cos v cosh II · cos V

( 2 2f3f 2 ( 2 2f 3/2
Cardio id Cylinder I" v z P +v P +v

p
Tangent Sphere I" v 'I' p' +v' p '+ v' p' +v'
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TABLE II. Solution of the vectorial Helmholtz equation in the reference systems
reported inTableI.

Reference System

Cartesian
Circular Cylindrical
Parabolic Cylindrical
Elliptic Cylindrical
Spherical
Prolate Spheroidal
Oblate Spheroidal
Parabolic
Conic
Paraboloidal
Ellipsoidal
Bipolar
Bispherical
Toroidal
Cardioid Cylinder
Tangent Sphere

1st Problem:
Scalar Equation

Direct Borgnis'
Projection Potentials

YES YES
YES YES
YES YES
YES YES
NO YES
NO YES
NO YES
NO YES
NO YES
NO YES
NO YES
YES NO
NO NO
NO NO
NO NO
NO NO

2nd Problem:
Analytical Solution

Solution by
Factorization

YES
YES
YES
YES
YES
NO
NO
NO
YES
NO
NO
YES
NO
NO
NO
YES

The first problem can be solved either by direct projection of the vectorial equation
on the three coordinate directions (it has solution in five reference systems only) or
by following the more general Borgnis' potentials theory (scalar equations to be
solved can be found in eleven reference systems, including the previous five ones).
As shown in [8], the Borgnis' potential functions U and V can be successfully
introduced in those reference systems whose metric factors satisfy the following
two conditions:

(2)

It can be proved that in such reference systems (see Table I and Table II) the
overall electromagnetic field can be expressed in terms of the Borgnis ' potentials U
and V as follows:
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(3)

while the Borgnis' potentials satisfy the following two equations:

V2U + 02U + k2U =0
t :::l 2

uq)

o2y
V2y + __ +k2y =0

t 8q:
2 1 [0 (h2 0) a (hI 0)]

where V, = h
lh2

oql ~ oql + oq2 ~ oq2 .

The last column on the right side of Table II shows the reference systems in
which a closed-form solution, obtained through the separation of variables (i.e.
factorization), is possible.

4. Spectral Domain Field Solution in Conventional Materials

According to the theory up to now developed, separable closed-form solutions for
the electromagnetic field can be found in the spatial domain in five reference
systems only. In order to extend the family of orthogonal curvilinear reference
systems for which closed forms are available, it is convenient to continue our
analysis in the spectral domain.

Given a conformal integrated structure in the generalized reference system as in
Figure 2, in the following we will explore the possibility to define a 20 spectral
integral transform on the coordinate surface orthogonal to the el) direction. Such a

transform, in the general case, is not of the Fourier kind (as in Cartesian reference
system) and depends on the specific reference system we are considering.
A convenient integral representation in an unbounded region can be expressed
using a continuous set of solutions of the scalar Helmholtz equation in those
reference systems (the eleven ones previously mentioned) where it is possible to
solve analytically such an equation. The solutions of the scalar Helmholtz
equations, in fact, satisfy the completeness and orthogonality requirements we need
for an integral transform. The general expression of this spectral transform is
reported below, where the integration limits are not indicated, since their values
depend on the particular reference system we are considering.
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\jf(kql'kq2,q.) =J J",(ql' q2' qJK(ql' q2' kql' kq2)h.h2dq.dq2 . (4)

In the Cartesian case (where solutions of the scalar Helmholtz equation are
expressed in terms of complex exponential functions), of course, this spectral
transform turns into the very well known Fourier one. Applying (4), the scalar
coupled partial differential equations derived by projecting the vectorial wave
equation on the principal axes become ordinary ones involving derivatives with
respect to the untransformed spatial variable (that one along «13).

Figure 2. Integrated conformal structure in the generalized orthogonal curvilinear
reference system. Please, note that any surface belongs to a coordinate one.

It can be shown that, after a further derivation with respect to q3, it is possible to
combine the coupled equations in order to derive a single scalar differential
equation containing only one field unknown in the spectral domain. The main point
to emphasize, now, is that the last equation can be solved analytically in terms of
the spatial solutions Q3(q3) of the factored scalar Helmholtz equation.

5. Local Bianisotropic Media: Generalized Transmission Line Equations

When considering local bianisotropic media as substrates for integrated conformal
structures, vectorial wave equations for E and H fields are no longer as in (1). They
are much more complex equations and the theory up to now developed cannot be
applied as well. The constitutive relations for the media we are considering in this
section, assuming a time harmonic variation law, can be written as:

{B:~(ql,q2,q3). H +~(ql ,q2,qJ): E ,

D -!!(ql'q2 ' qJ. H +~(ql'q2,qJ) E
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where ~'!!' p,P are the constitutive tensors. More in detail, ~,p are the permittivity-- -
and permeability tensors, respectively, while the two tensors !!' p take into account

the coupling effect between the electric and the magnetic field (magneto-electric
effect).

In order to solve the electromagnetic field in a conformal structure containing
complex media, we derive here the so-called generalized transmission line
equations [9]-[10]. Starting from the curl Maxwell 's equations

{

\7x E =-jffi(~. H +~. E),

\7 x H =jro(!! • H + ~. E)

we adopt, firstly, the following normalizations:

1
\7 =-\7
_r 'k - '

J 0

where k, =ffi~f.ollo , Co =1/ ~f.ollo , and

Doing so, the curl Maxwell's equations can be rewritten in the following compact
form:

{(
\7 +p ).E=-ji • z Ii
_r _r _r 0

( \7 - a ). z Ii =E • E '_r _r 0 _r

where z, = ~Ilo !Eo and y = h jh 2h3K-' .!.K-
1

, where! = ~r'~r'!!r'~r'

Eliminating the longitudinal components of the fields (with respect to el3
direction), after some tedious algebra, the following telegraphist-like equations for
the transverse fields (E

"
HI) are derived:

(

olE - - - -
_I =A.E +Z.Haa - 1 - 1q3
oR - - --'aa 1 =Y • EI +~.HI

q3

(5)

where CL = jkoqj (i=1,2,3). The elements of matrices in (5) have a very
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complicated form and depend on the constitutive parameters, on the scale factors
and on the derivatives with respect to the transverse variables. The elements of A
and ~ are reported in the following, while those ones of the other two matrices Y
and ~ can be easily derived by'using the duality principle:

A =-j3 - D(2,~ (a33 D(3,ll+ iIn ~ ) _ rr (~3 D(3'1l + j333 ~ )
II 21 -I. ~ X -2,~ X -:II 1'"23 X -2,~ X-:l1

A =-j3 + D(2,~ (~3 D(3,:! - ~ ~ ) + iI (~ D(3,:! - ~ ~ )12 22 -I ,~ D. +I ,~ D. -:12 23 D. +I,~ D.-:l2

A =j3 - D(I,3l (~3 D(3,1l + ~3 ~ ) + iI (~ D(3'1l +~ ~ )21 11 +2,~ D. -2 ,~ D. -:II 13 D. -2 ,~ D."

A ;::j3 + D(I,3l (an D(3,:! _ iI33 ~ ) _ iI (~3 D(3,:! _ j3n ~ )
22 12 +2 ,~ X +I ,~ X -:12 13 X -i.e X-:l2

Z = -tr - D(2,~ (1!23 D(3,'!. - ~3 iI ) - rr (~ D(3,'!. - ~ rr )
11 21 -I ,~ D. -z.a D. 31 r23 D. -z.a D. 1'"31

Z = -iT + D(2,~ (1l23 D(3,:> +a..!? iT ) +iT (~ D(3,:> +~ iT )12 r22 -I,~ D. -I,a D. r32 r23 D. - I ,a D. r32

Z = iI - D(I,3l (1l33D(3.12 - a33iI ) +rr (i333 D(3,'!. - "£;3 iI )21 11 +2.~ X +2,a X 31 rl 3 X +2,a X 31

Z =iI + D(I,3l (~3 D(3·:> + ~3 iI ) - iI (~ DO':> +~ iI )22 12 +2,~ D. -i.a D. 32 13 D. -I,a D. 32

h D(j,k ) _ ~ / = +A D(j,k)(-)-a/~-+- A -- - - A dwere ±i,ji - u uqi - ....jk ' ±i a - uqi - a jk , L\ - 1133 ~3 - 0. 33 1-'33 an vij

are the elements of tensor v.
It is worth noting that in those reference systems in which it is possible to define

a 2D spectral transform (see Section 5), the four matrices in equation (5) no longer
contain derivatives with respect to the transverse spatial variables (they are
replaced, in fact, by simple products) and become algebraic matrices. In such cases,
it is straightforward to solve the electromagnetic field in the spectral domain and to
calculate the spectral dyadic Green's function of the conformal structure depicted
in Figure 2. Once the Green's function is known analytically, the main radiation
and/or transmissive features of the conformal structure can be derived.

Finally, equations (5) can be straightforwardly employed, without applying a
2D spectral transform, in the numerical solution of the electromagnetic field inside
a conformal structure by the so called Method of Lines (MoL). This method,
introduced in electromagnetic problems by Pregla [11], allows to obtain a very fast
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semi-analytical solution by discretizing the conformal structure with a proper set of
lines.

6. Conclusions

In this paper, the solution of the electromagnetic field in integrated structures
characterized by curved geometries and local bianisotropic loading materials has
been addressed both in the spatial and in the spectral domain exploiting the
generalized orthogonal curvilinear reference system. Finally, a novel set of
transmission line equations, very useful in the analytical determination of the
spectral Green's function of conformal structures and in the implementation of the
numerical procedure called Method of Lines, have been derived .
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DIELECTRIC SUBSTRATES ANISOTROPY EFFECTS ON
THE CHARACTERISTICS OF MICROSTRIP STRUCTURES

MOHAMED ESSAAIDI AND OTMAN EL MRABET
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Faculty ofScience, Abdelmalek Essaadi University
P. O. Box 2121 Tetuan 93000 Morocco

Abstract. In this paper, we present an extension of the 3-D FDTD method based on D, E, Band
H fields to handle arbitrary anisotropic media characterized by both a permittivity and a permeability
tensors. This analysis was not possible for many FDTD simulators due to the lack of convenient
absorbing boundary conditions (ABCs). Using the FDTD Method with Generalized Material­
independent perfectly matched-Layer (GMIPLM) ABCs, based on the unsplit formulation, the
behavior of the characteristics of microstrip structures printed on general anisotropic dielectric
substrates is studied as a function ofthe optical axis rotation angle ofthis substrate.

1. Introduction

The Finite Difference Time Domain (FDTD) Method was originally proposed by
K. S. Vee [1] and has been extensively used for a very wide variety of
electromagnetic problems [2] ranging from microwave circuits analysis and design
problems to those concerned with the simulation of electromagnetic waves
radiation and scattering. Evidently, this is one of the most powerful simulation and
CAD technique for solving several electromagnetic problems in the time domain
and I or the frequency domain since it only suffices to perform a Fast Fourier
Transform to obtain the frequency response on a wide frequency range from the
time domain results. In order to limit the computation space for open
electromagnetic problems, such those related with radiation and scattering
problems, absorbing boundary conditions (ABCs) should be implemented. These
particular boundary conditions consist in limiting the studied computational space
by EM waves absorbing walls. Therefore, these ABCs work exactly like the walls
of an anechoic chamber which absorb most of the electromagnetic power
impinging on them and can reflect a very small amount of it without a significant
impact on the accuracy of this model's results. One of the most important
milestones in the history of the FDTD was the development of the so called perfect
matching layers (PML) absorbing boundary condition which have been introduced
by Berenger [3-4] and which have received a special interest in the specialized
literature. Later on, several other improved PML based ABCs have also been

449

S. Zouhd i et al. (eds.], Advances in Electromagnetics ofComplex Media and Metamaterials, 44~.

© 2003 Kluwer Academic Publishers . Printed in the Netherlands.



450

proposed in the literature such as the uniaxial PML (UPML) and the general
material independent PML (GMIPML) [5-7]. These latter PML versions have
allowed a very efficient truncation of the computation space especially for
materials with anisotropic and non-linear properties. This fact certainly contributed
to enlarging the scope of the electromagnetic problems that can be dealt with using
the FDTD efficiently.

Microstrip structures are very important microwave components for microwave
integrated circuits (MICs) and Monolithic MICs (MMICs). They can fulfill several
functions such as transmission lines, interconnects, filters , power dividers,
resonators and antennas . CAD tools for these structures should take into account all
the geometrical and physical parameters characterizing them to allow their accurate
design . Hence, since anisotropy is an inherent characteristic to many dielectric
materials that are used as substrates for these structures it should be taken into
account in the numerical model used for their CAD. However, anisotropy cannot
be seen only as a disadvantage or an anomaly in these materials whose impact on
their overall characteristics and performances should be assessed correctly in order
to allow an accurate prediction of their characterizing parameters or their efficient
CAD. It should be also considered as another parameter, or another degree of
freedom in their relevant EM problems, allowing to control and tune their
characteristics.

12.45 mm
~

16mm
IO.497mm

8.17 mm

--..
2.334 mm

x

Figure 1. Microstrip patch antenna printed on anisotropic substrate
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For the sake of illustration, the FDTD with the GM1PML absorbing boundary
conditions are implemented for the analysis of a microstrip patch antenna printed
on a general anisotropic dielectric substrate (Figure 1). The behavior of the return
loss of this structure as a function of the permittivity and permeability tensors'
elements is studied in depth allowing to capture efficiently their effects on its
performances. The main result highlighted in this study shows the possible
monitoring of these performances by means of the permittivity and permeability
tensors' elements. So, in the case of the studied microstrip patch antenna the
operating frequency band can be tuned through the tensors elements. This result is
very important since this can be achieved by means of ferromagnetic materials, for
instance, for which the permeability tensor elements' values can be controlled by a
biasing static magnetic field.

2. Maxwell's equations in 3-D arbitrary anisotropic media

In the case of anisotropic media, considering D-H and B-E fields representations
Maxwell's equations can be written as follows:

eo; oHz oHy
(1.1)--=-- ---

ot fJy fJz

oDy en; _ oHz (1.2)--=--
ot oz ox

eo, oHY oHx
(1.3)--=-----

ot Ox fJy

ee, oEy es,
(1.4)--=-- ---

ot fJz fJy

oBy oEz _ oEx (1.5)--=--
ot ox oz

oBz oEx oEy
--=-- (1.6)

ot fJy Ox

It is worth noting that the PML formulation based on D-H and / or B-E fields
representations has been shown to be an optimal choice for anisotropic media since
it allows important savings on computation resources [7]. This formulation has
been developed only for electrically anisotropic substrate (i.e. considering a
permittivity tensor). In this paper, we are going to extend this formulation to
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anisotropic substrates characterized by both a permittivity tensor and a
permeability tensor.

In order to update the E and H fields' components the following constitutive
relations can be used,

(2.1)

(2.2)

where Eo and flo are respectively vacuum's permittivity and permeability. As an
illustrative example we give here only the expressions for the x components of the
EM field, namely, Ex and H, which can be written as follows:

with,

ExyEyz -ExzEy'y
+ o,

A

J1y'yJ1zz - J1yzJ1zy J1ExzJ1zy - J1xyJ1zz
Hx = Bx + By

/j, /j,

J1ExyJ1yz - J1xzJ1y'y
+ Bz

/j,

A =&O( &xx&yy&zz + &xy&yz&zx + &xz&yz&zy

- &xz&yy&zx - &xy&yx&zz - &xx&yz&zy)

/!,. = ,uO( JLxx,uyyJLzz +JLxyJLyz,uzx +JLxz,uyz,uzy

- JLxzJLyyJLzx - JLxyJLyx,uzz -,uxx,uyz,uzy)

(3.1)

(3.2)

(4.1)
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(4.2)

Using the central difference approximation for the space and time derivatives
and the averaging approximation procedure in space for D; equation (2.1), for
example, can be written in the FDTD form as follows:

n . . &y'y&zz - &yz&zy n . . &xz&zy - &xy&zz
Ex (1+ 0.5,),k) = Dx (I + 0.5,),k) +----''-----''---

A 4A

.( D~(i,j - 0.5,k) + D~(i,j + 0.5,k) + D~(i + l,j -0.5,k) +

D~(i + l,j + 0.5,k»

&xy&yz - &xz&yy n . . n ..
+ {Dz {l,),k-O.5)+Dz {l,),k + 0.5) (5)

4A

+ D; (i + 1, j , k - 0.5) + D; (i + 1, j, k + 0.5))

Furthermore, a special updating equation on the perfect electric conducting
(PECs) planes, ensuring that the tangential electric field E t is equal to zero on
them, is used. A more detailed description of this technique can be found in [4). If
the PEC is located inside the mesh domain (e.g. at the metallic microstrip line
located at k = ko along the z-direction) we can write:

D~(i+O.5,j,kO) =
(&xz&zy -&xyCzz) n .. n . .

- (Dy(l,j -0.5,kO)+Dy(I,)+0.5,kO)
4A(cy'yczz - cyzczy)

D~(i + l,j -0.5,kO) + D~(i + l,j + O.5,kO»

(&xy&yz - &xz&yy) n.. n . .
---=-""':"'-__""":"':'-(DZ(l,J,kO -0.5)+Dz(1,J ,k O +0.5)
4A(&yy&zz - EyzEzy)

D~(i+l,j,kO -0.5)+D~(i+l,j,kO+0.5»

(6)
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However, if the PEC is located exactly on the mesh truncation (i.e, the ground
plane at k = 0), the above expression can be written,

n . . (&xz&zy-&xy&zz) n . . n . .
Dx (z+ O.5,j,O) = (2Dy(l,j -0.5,1)-Dy(l,j -0.5,2)

4A(&y'y&zz -&yz&zy)

2D~ (i + I, j + 0.5,1)- D~ (i, j + 0.5,2) + 2D~ (i + I, j - 0.5,1)

- D~ (i + I,j - 0.5,2) +2D~ (i + I,j + 0.5,1)- 2D~ (i + I,j + 0.5,2)) (7)

(&xy& yz -&xz&Y.Y) n . . n ..
_--:'-"':---~-(3Dz (l ,j,0.5) - Dz (l ,j,1.5)
4A(&y'y&zZ - &yz&zy)

+ 3D~ (i + l,j,0.5) - D; (i + l,j,O.5))

The theoretical formulation based on the FDTD method, which has been
developed through the different equations presented above, can be used efficiently
to model microstrip structures printed on anisotropic substrates.

3. Absorbing boundary conditions

As mentioned earlier, absorbing boundary conditions are essential for efficient
implementation of the FDTD method. Basically, these conditions are used to
truncate the computation space of the studied electromagnetic problem. Though, in
the literature we can find references to Murs's [8] and Higdon's [9] ABCs, we limit
our discussion in this section to the widely used perfect matching layers PML
ABCs.

3.1 BERENGER'S PML MEDIUM

In order to bring EM wave reflection on a material interface to zero level , a
material with a magnetic conductivity cr' and an electric conductivity o filling half
space is used. A TEz -polarized plane wave is incident on the interface between air
and this material such that:

Hinc =ZHoeXp(-j(~i x_~i y) (8)x y

and it is propagating with an angle ei with respect to the x-direction.
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The EM fields in the two regions can be expressed as,

i ·Ai "Ai
2j~ x - Jp x - Jp Y

HI =ZH
O(1+re

X)e x Y

- [' jp~ ( 2j~i XJ ,j~~ [ 2j~i x]] - j~~x - j~~yE = -x- l s-Te x +y-- l-i-Fe x H e
1 ~ ~ 0

1 1

for x < 0, and
· A t . At- Jp x - Jp y

H =ZH'te x y
2 0

(9.1)

(9.2)

(9.3)

E =
1

"A t 'A t- Jp x - Jp Y
Hex y

o
(9.4)

forx> O.

where I' and 't are reflection and transmission coefficients respectively.
It can be easily demonstrated that if III = 112and &1 = &2 then I' = O. Furthermore,

we can prove that the wave speed in Berenger's medium is identical to that in
medium I. Also, despite the fact that the medium is lossy the wave is
dispersionless.

This medium has been used with limited success to terminate FDTD lattices
since it is matched to the interior region only for normally incident waves.
Therefore, oblique incidence waves partially reflect back into the computation
region and corrupt the solution. Consequently, the absorbing medium should be
placed sufficiently far away from any source or discontinuity such that the incident
waves are planar and quasi-normally impinging on the interface. This is impractical
for large or elongated domains. Berenger [4] introduced another technique to
remedy this problem consisting in adding an additional degree of freedom through
splitting the transverse fields into two orthogonal components so that the medium
can be matched at oblique incidence . Thus, if a wave impinges at the interface
between the air and the perfectly matched layer, it is perfectly transmitted for all
polarizations, all frequencies and all angles of incidence.
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3.2 ANISOTROPIC PML ABSORBING MEDIUM

We can consider the split-field PML introduced by Berenger as a hypothetical
medium. Since the coordinates depend on the loss terms this medium should be
anisotropic. This kind of absorbing medium was first discussed by Sacks et al. [10].
For a single interface this medium is considered to be uniaxial with resepct to the
electric and magnetic properties . These ABCs are also refered to as uniaxial
perfectly matching layers UPML. Furthermore, Berenger's split field PMLs and the
UPML have the same propagation characteristics since they both result in the same
wave equation.

3.3. PML FORMULATION BASED ON D-H FIELDS FOR ARBITRARY
ANISOTROPIC DIELECTRIC MEDIA

This is [5-7] one of the most efficient PML formulations used for the truncation of
computation space in the FDTD method.

As an illustrative example of this formulation, let's suppose that the substrate is
composed of arbitrary anisotropic dielectric material. For such a medium,
Maxwell's equations (inside the PML) considering a D-H fields based formulation
can be written,

- -D =[E]E

- - ~D oR
VxE=-lloE -

at

(10.1)

(10.2)

(10.3)

where [E] is the permittivity tensor of the substrate which can be expressed

in a form similar to that given by (4.1). ED is the material-independent
diagonal tensor used in the PML which is given by,

SDSD
~ 0 0

SD
x (11)

ED =
SDSD

0 -..2L2.. 0
SD

y

SDSD
0 0 .2....L

SD
z

crD
where, s~=I+~, v =X,y orz

Jco



457

4. Numerical results

As an illustration of this study, we consider a microstrip patch antenna (Figure I)
printed on an anisotropic substrate with optical axes laying in the x-y plane. Under
this latter condition, the permittivity and permeabilty tensors are given respectively
by [10],

6xy=eyx=Eyz=6zy =0

(12.1)

(12.2)

(12.3)

(12.4)

(12.5)

where 6.= 2.31 and 62 =2.19 and erepresents the angle between the optical axis and
the x-direction.

Ilzz = III

Ilxy= J..lyx = (1l2 - Ill) simp cos<p

Ilxz = Ilzx = J..lyz= J..lzy = 0

(13.1)

(13.2)

(13.3)

(13.4)

(13.5)

where Il.= 2.0 and 112 =2.2 and <p represents the angle between the optical axis and
the x-direction.

The studied patch antenna has been already analyzed by D. M. Sheen et al. [12]
considering isotropic substrate . It is represented by an FDTD simulation mesh
comprised of 58 x 80 x 22 cells in the X- , y- and z-directions, respectively. The
cell size is defined by ~ = 0.3891 mm, Lly = 0.400 mm and /),z = 0.1985 mm and
the corresponding time step was Llt = 0.4 ps. The microstrip feed line was 27 cells
long and was excited by a voltage source with a Gaussian profile and 30-GHz
bandwidth. The GMIPML media layers were placed five cells from the edge of the
patch antenna and ten cells above its surface. The GMIPML slabs were eight-cells
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thick, the normal theoretical reflection coefficient R(O) was 10-4 and the power of
the conductivity distribution m = 4.

Figure 2 depicts the studied microstrip patch antenna return loss versus
frequency. For this case, the dielectric substrate is considered to be a non magnetic
anisotropic material with a permittivity tensor similar to that given by (12). For
e=0 we approach the isotropic case which has been already studied in reference
[10]. A comparison with the results presented in this reference shows a very good
agreement. Furthermore, changing this material's optical angle from 0 to n/2 rad
affects very slightly the resonant frequencies of this microstrip structure, especially
for the first resonance. These frequencies decrease when evaries from 0 to n/2 rad.

isn: (dB)

5-r---------------,
0+------..

-5
-10
-15
-20
-25
-30 +---r-.,.-..,---r---,-...,----r---,-...,-----i

o 2 4 6

Frequency (GHz)

Figure 2. Return loss of the anisotropic microstrip patch antenna vs. frequency,
with El= 2.31, E2 =2.19
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Figure 3. Return loss ofthe anisotropic microstrip patch antenna vs. frequency, with
1-11=2.0 and 1-12=2.2

In Figure 3 we investigate the behavior of the return loss of the studied
microstrip patch antenna as a function of the permeability tensor's elements .
Compared to the results presented in figure 2, we see that the resonant frequencies
experience a very important shift towards lower frequencies when <p varies from 0
to n/2 rad. Furthermore, the greatest decrease is observed for <p = nl4 rad
especially for the second resonance peaks between 14 and 18 GHz . Thus, using
ferromagnetic materials, for example, the permeability tensor's elements could be
used to tune the operating frequencies of this antenna over a wide range of
frequencies.

5. Conclusions

In this paper we have extended the 3-D FDTD method based on D, E, B, and H
fields representation to model microstrip structures printed on anisotropic dielectric
substrates. The influence of anisotropy effects on the return loss of a microstrip
patch antenna printed on an anisotropic dielectric substrate has been treated as an
illustrative example. It has been found that anisotropic effects can be very
significant. Therefore, they should be taken into account in the model to allow an
accurate design of these structures. Moreover, anisotropic materials can be used as
a means to control microstrip structures' characteristics.
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THEORETICAL AND EXPERIMENTAL LIMITATIONS OF

CHIRAL MICROWAVE ABSORBERS
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Abstract. Constitutive relations of chiral media are used to derive integral relations
on the reflection coefficient of chiral microwave absorbers. The result of our calculation
allow us to rigorously extend Rozanov's bound to metal-backed chiral multilayered slabs.
Experimental data are given and a comparison between the performances of chiral and
conventional dielectric microwave absorbers is made.

1. Introduction

A significant research effort has been dedicated to the investigation of the
microwave properties of chiral media over the last 20 years [5, 11, 12]. Chiral
materials were suspected to exhibit several attractive properties, and in par­
ticular they were advocated for making radar absorbers. The experimental
properties of chiral absorbers have been reported [7, 13]. Though chiral
materials with significant maximal absorption have been reported, it is not
evident that these results indicate a significant breakthrough compared to
existing absorbing materials [3, 4]. Indeed, the interest for chiral absorbers
seems to have decreased for the last years . However, the nature of the
limitations of chiral absorbers has not yet been understood. It may be due
to technical difficulties in manufacturing them with a high level of perfor­
mance. It may also be due to a still imperfect understanding of how to use
the chirality parameter as an adjustable parameter in multilayer absorbers.
Alternatively, this may be attributed to more fundamental limitations.

Recently, significant progress have been made in establishing bounds on
the ultimate performance of conventional radar absorbers [1 , 8, 9]. These
bounds have been derived from the causality principle. Rozanov's bound
gives the ultimate thickness to bandwidth ratio for a dielectric absorber. For
thin magnetic absorbers, the minimal amount of magnetic material neces­
sary to achieve a given absorption spectrum has been derived [1]. It has been
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shown [2] that a single layer chiral absorber cannot exceed Rozanov bound.
However, this demonstration did not rule out the possibility that chiral
materials may be more competitive than conventional dielectric absorbers
when inserted in a multilayer structure.

One aim of this paper is to extend Rozanov's bound to multilayers
comprising any number of chiral materials. Another aim is to give some
comparisons between the experimental performances reported for chiral
absorbers, and the theoretical bounds presented here .

We first establish the reflection coefficient of a wave incoming under nor­
mal incidence on a chiral slab or on a chiral multilayer backed by a metallic
plate. Then, we rigorously adapt the derivation of Rozanov's bound to chi­
ral multilayers. Some measurements on a commercially available dielectric
absorber are then detailed and we retrieve some experimental results on
chiral absorbers. We show that the experimental limitation is consistent
with the bound we derived. We conclude on the expected properties of
chiral absorbers compared to conventional dielectric absorbers.

2. Theoretical approach

2.1. WAVE PROPAGATION IN CHIRAL MEDIA

In this paper, constitutive relations of chiral media are noted :

(1)

and
(2)

where u, e and 9 are complex scalar numbers and functions of the wave­
length A = coif, where Co is the speed of light in the vacuum. It is important
to note that when IAI ----t 00, the value limit of 9 is zero, otherwise static
electromagnetic fields would be complex vectors.

For plane waves in a chiral medium, there are two eigen-polarizations:
Right Circular (RCP) and Left Circular (LCP). From Maxwell's equations
we derive associated wave vectors :

and

k; = w(g + ..j€ji)

kl = w(-g + ..j€ji).

(3)

(4)
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2.2. REFLECTION COEFFICIENT

We first derive the reflection coefficient for a chiral monolayer backed by a
metallic plate for each eigen-polarization. A plane monochromatic wave
is assumed to be normally incident on the chiral layer. The reflection
coefficient is then

z-zo
p= Z+Zo' (5)

The expression of the first order development in d/>. of the reflection
coefficient will be useful for deriving bounds of allowed properties. When
the thickness d of the chirallayer is small compared to the wavelength, the
expression of this coefficient at the first order in d/>. is

.411" ( fii)P+ = -l+JT p,+gcoy~ d

for a right circular polarization and

.411" ( fii)p_=-l+zT P,-gcoy; d

(6)

(7)

for a left circular polarization. Here , Co stands for the speed of light in
vacuum.

This result can be extended to a multilayered structure (Fig . 1) using
transformation matrix [10]. For either RCP (+) or LCP (-) polarization, a
matrix relates the complex E and H fields at the interface m, as a function
of the fields at the interface (m-L)

(8)

where
A _ [CC?S(kmdm)

m± - ...L sin(kmdm)z'"

and km = k.ot km = k/ .
We note A the following matrix

(9)

(10)

that describes the relation between the fields inside a multilayered screen.
An effective input impedance for the layer combination can be defined

as
z± = aUZm + a12

a 22 + a21 Zm
(11)
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Metal

Chiral Layer

123 1 m

(12)

Figure 1. Chiral multil ayer backed by a metallic plate.

where Zm is equal to zero because the last layer is metallic. The total
reflection coefficient is found to be

Z±- Zo
P± = Z± + Zo

for each RC( +) and LC(-) polarization.
In particular, this holds for a multilayer including chiral layers and

isotropic conventional layers. Then, if the thickness di of each layer is small
compared to the wavelength, the reflection coefficient of the multilayer at
the first order in d/A is

(13)

3. Theoretical results

3.1. CAUCHY'S THEOREM

In the following, the index +/- referring to either RCP or LCP will be
omitted, as the derivation can be carried on both expressions. The elec­
tromagnetic fields are assumed to have the exp(jwt) time dependence, and
therefore p(A) is analytic in the upper half-plane of complex A [6] . p(A) may
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have nulls in the upper-half plane and In(p(A)) is not an analytical function
in the upper half plane. Following Rozanov [9], we introduce an ancillary
function p'

with

rf.(A) = p(A)ll(A) (14)

(15)

n
IT (A - Ai)

ll(A) = .o..i:".:l _

IT (A - Ai)
i= l

where the Ai are the nulls in the upper-half plane of p(A) and * stands
for the complex conjugation. The function In p'(A) is analytical over the
upper half plane.

Applying Cauchy's theorem to this function on the closed contour C
(Fig . 2) consisting in the whole axis of real wavelength and the closing
upper semi-circle Coo yields

Coo

JIn(p')dA = JIn(p)dA + JlnII(A)dA = O.
c c c

1m (A)

(16)

-00
E

'\.*- 1\.1

X

o

Ai
X

+00

Re (A)

Figure 2. Complex plan e and nulls of p(>.) in the upper half plane
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(18)
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3.2. THEORETICAL LIMITATION

The integral over the upper semi-circle are first calculated. These integrals
are easy to derive :

JInII(A)dA = -21r'tJm(Ai)
Coo t=l

The quantity on the right side of Eq. (17) is negative or null, because
the complex Ai are in the upper half plane. From Eq. (6), it can be derived
that

JIn(p)dA = 41r2 (J.LS + gscolfJ d
Coo

where J.Ls, cs and gsstand for the static values of J.L,c and g.
The integrals over the real axis are then calculated. As causality and

analicity are strongly connected [6] , it can be shown that:

P*(A) = p(-A*) (19)

For real wavelength, this relation becomes P*(A) = p(-A). As a conse­
quence :

+00 +00 +00JIn(p)dA = JIn(p*p)dA = 2 JIn IpldA. (20)
- 00 0 0

Besides, it can be noticed that if Ai is a null of p, then - Ai is also
a null of p. This implies that II( -A*) = II*(A), and for real frequencies ,
II( -A) = II*(A). It follows that

+00 +00 +00JInIIdA = JInIIII*dA = 2 JIn I II IdA.
-00 0 0

As the module of II is 1, this integral is null :

+00

2JIn I II IdA = O.
o

Thus, for a Dallenbach screen, we derive that

(21)

(22)

(23)
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For a multilayered screen, we obtain

(24)

As the static limit of the chirality parameter g is zero, the previous
result simplifies into :

00 n-JIn Ip(A)ldA :::; 271"22: J.lsA ·
o i=l

(25)

This bound applies to the reflection coefficient of any metal-backed
chiral multilayered screen. It means that Rozanov's bound is the same for
magnetodielectric and chiral media.

4. Experimental results and discussion

Previous results do not mean that chirality is useless to design microwave
absorbers. In fact, chirality might be a solution to reach this bound. There­
fore we calculate the integrals of the logarithm of the reflection coefficient
to compare the performance of a chiral medium and a dielectric medium.
The results are reported in table I.

TABLE I. Characteristics of dielectric and chiral absorbers

Material References Units DFS10 Chiral 1 [13) Chiral2 [4)

Thickness d mm 1.6 11.2 ' 5
Investigation band GHz 2-18 10-18 14.5-17.5
27r2d mm 31.5 220 99
xmex

J lnlpld'x mm 30.6 22 6
Amin

The Eccosorb DSF 1O® is a commercially available dielectric absorber
from Emerson&Cuming. Its thickness is 1,6 mm. The reflection coefficient of
a 300x300mm2 plate of this material has been measured in the Dallenbach
configuration in the 2-18 GHz range. The maximum absorption is located
near 10 GHz. The integral (25) is computed in the wavelength range 17
mm to 150 mm from the experimental measurements. It is compared to
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the Rozanov's bound 21f2d. We observe that the absorption over the in­
vestigated range reaches 97% of the bound. This result is coherent with
Rozanov's work predicting that the bound can not be exceeded, but also
indicates that materials with microwave properties pretty close to this
bound can be manufactured.

It is important to notice that the integration in (25) is performed on
the wavelength, whereas it is more common to give absorption results as
a function of the frequency. For that reason, the reflection coefficient R in
dB has been represented both as a function of the frequency (Fig. 3) and
of the wavelength (Fig . 4).

-5

-10

-20

-25

Figure 3. Reflection coefficient of dielectric DSFlO and two chiral materials versus
frequency.

We were able to find the reflection coefficients of two chiral media in
the literature [4, 13]. They are represented on Figs 3 and 4. The integral of
the absorption over the wavelength has been computed for each material
in the measurement bandwidth.

The first material reaches 10% ofthe bound and the second 6% (see table
I). This is coherent with our prediction that this bound can not be exceeded
with chiral materials. Indeed, it appears that the absorption properties
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Figure 4. Reflection coefficient of dielectric DSFIO and two chiral materials versus
wavelength.

lie far below this bound. This may be partly attributed to the limited
measurement bandwidth : the integral over the whole frequency range is
expected to be somewhat larger than the integral over the measurement
bandwidth. However, it may also be attributed to the thickness and design
of chiral materials which are not optimized.

5. Conclusion

It has been shown that for chiral media, the bound of the integral of the
logarithm of the reflection coefficient over the wavelength is the same as
for conventional magneto-dielectric media. Experimental results confirm
that the measured properties of chiral absorber are below this bound. This
suggests that no breakthrough is to be expected in the absorption properties
of multilayered chiral absorbers. However, it does not exclude that chiral
materials may be convenient to obtain specific spectral responses, or may
be useful for other purposes.
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