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To the exciting, fast growing, and fully
challenging area — Metamaterials.



Preface

Metamaterial, first known as left-handed material (LHM) or negative refractive
index material (NIM), has attracted attention in the scientific communities over the
past 10 years. The concept of metamaterial has a much broader scope than that of
LHM or NIM. Due in large part to metamaterials, the classical subject of electro-
magnetism and optics have experienced a number of new discoveries and advances
in research. First proposed by Veselago theoretically in 1968 for a material whose
electric permittivity and magnetic permeability are simultaneously negative, LHM
possesses many new features such as negative refraction, backward wave propaga-
tion, reversed Doppler shift, and backward Cerenkov radiation. Research in LHM
was stagnant for more than 30 years due to the lack of experimental verification.
The first revolution dealing with LHM occurred in 1996 when Sir Pendry discov-
ered the wire medium whose permittivity is negative, followed by the discovery of
negative permeability by Sir Pendry et al. in 1999 and LHM by Smith et al. in 2001.
Inspired by the experimental realization, LHM – also called negative refractive in-
dex material – has attracted growing attention in both theoretical exploration and
experimental study. However, LHM has the unavoidable disadvantage of big loss
and narrow bandwidth, and such disadvantages restrict the applications of LHM.
Hence scientists seek other features of metamaterial beyond negative refraction.

The second revolution in metamaterials came in 2005 when the gradient refrac-
tion index medium was realized to bend electromagnetic waves, which was dis-
covered by Smith et al. In 2006 the optical transformation was proposed to make
invisible cloaks to control the propagation of electromagnetic waves using metama-
terials was discovered by Pendry et al. Metamaterial has a much broader definition
than LHM, which does not require the negative permittivity and/or negative perme-
ability, and hence opens a completely new area. The soul of metamaterial is the abil-
ity to control electromagnetic waves. After the experimental realization of invisible
cloaks in the microwave regime, an even larger explosion of interest has occurred
in metamaterials and optical transformation. This resulted in many scientific papers
and popular science articles being published in journals and magazines.

As a summary of these scientific papers, up to date nine books on metamaterials
have been published since 2003. Below is a glance at such published books:
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• S. Zouhdi, A. Sihvola, and M. Arsalane, Advances in Electromagnetics of Com-
plex Media and Metamaterials, Springer, 2003.

• S. Tretyakov, Analytical Modeling in Applied Electromagnetics, Artech House,
2003.

• G. V. Eleftheriades and K. G Balmain, Negative-Refraction Metamaterials: Fun-
damental Principles and Applications, Wiley-IEEE Press, 2005.

• C. Caloz and T. Itoh, Electromagnetic Metamaterials: Transmission Line Theory
and Microwave Applications, Wiley-IEEE Press, 2006.

• N. Engheta and R. W. Ziolkowski, Metamaterials: Physics and Engineering Ex-
plorations, Wiley-IEEE Press, 2006.

• Sir J. B. Pendry, Fundamentals and Applications of Negative Refraction in Meta-
materials, Princeton University Press, 2007.

• R. Marques, F. Martin, and M. Sorolla, Metamaterials with Negative Parameters,
Wiley, 2007.

• S. A. Ramakrishna and T. M. Grzegorczyk, Physics and Applications of Negative
Refractive Index Materials, SPIE and CRC Press, 2009.

• B. A. Munk, Metamaterials: Critique and Alternatives, Wiley, 2009.

These books are all valuable contributions to metamaterials. However, such
books have mainly focused on LHM, negative refraction, photonic band-gap struc-
tures, and numerical methods. Only the books published in 2009 mentioned a few
discussions on invisible cloaks. The main purpose of this book is to address the re-
cent progress in metamaterials. We will introduce the optical transformation theory,
revealing invisible cloaks, concentrators, beam bending, and new type antennas. We
will present a general effective medium theory on artificial metamaterials composed
of periodic structures. We also propose a rapid design method for inhomogeneous
metamaterials, which makes it easier to design cloaks. Finally, we present broad-
band and low-loss non-resonant metamaterials, along with optical metamaterials.

Chapter 1 by Tie Jun Cui, David R. Smith and Ruopeng Liu, discusses the broad
concepts of metamaterials and briefly reviews recent progress in the field. Chapter 2
by Wei Xiang Jiang and Tie Jun Cui presents the concepts and principles of optical
transformation and discusses optical transformation devices, such as electromag-
netic cloaks, concentrators, wave bending and antennas. Chapter 3 by Ruopeng Liu,
Tie Jun Cui, and David R. Smith builds a general effective medium theory for arti-
ficial metamaterials composed of periodic structures. The theory provides effective
permittivity and permeability in the system level by considering mutual coupling
and spatial dispersion. Chapter 4 by Jessie Yao Chin, Ruopeng Liu, Tie Jun Cui
and David R. Smith describes a rapid design method for complicated inhomoge-
neous metamaterials based on the general effective medium theory and the optimal-
searching approach. Chapter 5 by Ruopeng Liu, Qiang Cheng, Tie Jun Cui and
David R. Smith presents broadband and low-loss metamaterials using non-resonant
structures, including the unit-cell design, the physical principle, and the effective
medium theory. In Chapter 6, Ruopeng Liu, Jessie Y. Chin, Chunlin Ji, Tie Jun Cui,
and David R. Smith show the design of electromagnetic cloaks using metamateri-
als, the 2D measurement system, and the measurement results of electromagnetic
cloaks.
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Chapter 7 by Christos Argyropoulos, Yan Zhao, Efthymios Kallos, and Yang
Hao provides the full-wave simulations of electromagnetic cloaks using the radi-
ally dependent dispersive FDTD method to reveal the physics of the cloaks. In
Chapter 8 Yijun Feng analyzes image focusing, rotation and lateral shift, as well as
image magnification with sub-wavelength resolutions through differently designed
structures of compensated anisotropic metamaterials. Chapter 9 by Xunya Jiang,
Zheng Liu, Zixian Liang, Peijun Yao, Xulin Lin and Huanyang Chen investigates
the dynamical performance of metamaterial systems, including the causality limit,
the dynamical process, the correlation (coherence) study in metamaterial and ex-
tending the cloaking frequency range. In Chapter 10, Xueqin Huang, Shiyi Xiao, Lei
Zhou, Weijia Wen, C. T. Chan and Ping Sheng show that a metallic plate with sub-
wavelength fractal-shaped slits supports surface plasmon polaritons with the plas-
mon frequency tuned efficiently by the geometry of the fractal structure. The chapter
also derives effective medium models to describe tunable plasmonic metamaterials.
Chapter 11 by H. Liu, Y. M. Liu, T. Li, S. M. Wang, S. N. Zhu and X. Zhang reveals
the recent developments in magnetic plasmonics arising from the coupling effect in
metamaterials. Chapter 12 by Jun Xu, Anil Kumar, Pratik Chaturvedi, Keng H. Hsu
and Nicholas X. Fang presents the development of plasmonic optical antennas for
light concentration and near-field enhancement. In Chapter 13, Le-Wei Li, Ya-Nan
Li and Li Hu investigate the applications of metamaterials in the microwave and
RF components using wideband and low-loss metamaterials, and introduce some
fast numerical methods to simulate metamaterials. Chapter 14 by Qiang Cheng,
Xin Mi Yang, Tie Jun Cui, Ruopeng Liu and David R. Smith presents the applica-
tions of metamaterials in the design of new microwave components, antennas, and
experiments. Finally in Chapter 15, Xin Hu and Sailing He propose a left-handed
transmission line of low pass and study its applications.

We hope that the contents presented in this book will reflect new avenues of re-
search on metamaterials and give appropriate guidance to scientists, engineers, and
graduate students in this exciting area, and also generate novel microwave/optical
devices and structures.

Southeast University, China, May, 2009 Tie Jun Cui
Duke University, USA, May, 2009 David R. Smith
Duke University, USA, May, 2009 Ruopeng Liu
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Chapter 1
Introduction to Metamaterials

Tie Jun Cui, Ruopeng Liu and David R. Smith

Abstract There have been increasing interests in metamaterials in the past 10 years
in the scientific communities. However, metamaterials are sometimes regarded as
left-handed materials or negative refractive index materials by a lot of people in-
cluding researchers. In fact, the rapid development in this exciting area has shown
that metamaterials are far beyond left-handed materials. In this chapter, we will clar-
ify what metamaterial is and report the recent progress on metamaterials. We also
summarize the important issues for the development and future of metamaterials, in-
cluding the optical transformation, effective medium theory for periodic structures,
broadband and low-loss metamaterials, rapid design of metamaterials, and poten-
tial applications. The impact of computational electromagnetics on metamaterials is
briefly discussed.

Key words: Metamaterials, left-handed materials, negative refraction, optical trans-
formation, invisible cloaks, general effective medium theory, spatial dispersion,
rapid design of metamaterials, non-resonant metamaterials, broadband metamate-
rials, applications of metamaterials, computational electromagnetics.

1.1 What Is Metamaterial?

The term of metamaterial was synthesized by Rodger M. Walser, University of
Texas at Austin, in 1999, which was originally defined as “Macroscopic compos-
ites having a synthetic, three-dimensional, periodic cellular architecture designed to
produce an optimized combination, not available in nature, of two or more responses
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2 Tie Jun Cui, Ruopeng Liu and David R. Smith

to specific excitation” [52, 53]. Based on Wikipedia, the metamaterial is defined as
“a material which gains its properties from its structure rather than directly from its
composition” [53].

The above definitions reflect certain natures of metamaterial, but not all. Ac-
tually, a metamaterial is a macroscopic composite of periodic or non-periodic
structure, whose function is due to both the cellular architecture and the chem-
ical composition. If the metamaterial is regarded as an effective medium, there is
an additional requirement that the cellular size is smaller than or equal to the sub-
wavelength.1 In this book, the metamaterials are required to have sub-wavelength
for the unit cell so that they can be described using the effective medium theory.
Figure 1.1 shows two typical metamaterial structures in the microwave regime, in
which Fig. 1.1(a) is a periodic structure that is equivalent to a homogeneous medium
and Fig. 1.1(b) is a non-periodic structure that is equivalent to an inhomogeneous
(gradient) medium. The microwave metamaterials are fabricated with printed circuit
boards (PCB) by making different metal architectures on PCB. The properties of
such metamaterials are mainly due to the cellular architecture, and also dependent

A

B

Fig. 1.1 Two typical metamaterial structures in the microwave regime. (a) A periodic structure,
which is equivalent to a homogeneous medium (above). (b) A non-periodic structure, which is
equivalent to an inhomogeneous (gradient) medium (below).

1 Sometimes the photonic bandgap structure is also regarded as metamaterial whose cellular size
is larger than sub-wavelength.
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on the PCB substrates, which can be FR4, F4B, and Rodges. The dependence of
metamaterial properties on the cellular architecture provides great flexibility to con-
trol metamaterials. One can create new materials which are unavailable in nature
but can be realized in practice using metamaterial structures. This is the biggest
advantage of metamaterials.

Usually, the material properties are characterized by an electric permittivity (ε)
and a magnetic permeability (μ). The thinnest material in nature is free space or air,
whose permittivity is ε0 and permeability is μ0. The relative permittivity and per-
meability of a material are defined as εr = ε/ε0 and μr = μ/μ0, respectively, which
define another important material parameter, the refractive index, as n =

√εrμr. In
nature, most materials have the permeability μ0 and permittivity larger than ε0. The
metamaterial opens a door to realize all possible material properties by designing
different cellular architectures and using different substrate materials. Figure 1.2
illustrates all possible properties of isotropic and lossless materials in the ε–μ do-
main. In Fig. 1.2, the first quadrant (ε > 0 and μ > 0) represents right-handed ma-
terials (RHM), which support the forward propagating waves. From the Maxwell’s
equations, the electric field E, the magnetic field H, and the wave vector k form
a right-handed system. The second quadrant (ε < 0 and μ > 0) denotes electric
plasma, which support evanescent waves. The third quadrant (ε < 0 and μ < 0) is
the well-known left-handed materials (LHM), which was proposed by Veselago in
1968 [51], supporting the backward propagating waves. In LHM, the electric field E,
the magnetic field H, and the wave vector k form a left-handed system. The fourth
quadrant (ε > 0 and μ < 0) represents magnetic plasma, which supports evanescent
waves.

Fig. 1.2 All possible properties of isotropic materials in the ε–μ domain.
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In Fig. 1.2, most natural materials only occur at certain discrete points on the line
μ = μ0 and ε ≥ ε0, and seldom natural electric plasma and magnetic plasma occur
in very small parts in the second and fourth quadrants. Most of material properties
have to be realized using metamaterials, even for RHM. In a long period, metama-
terials, LHM, negative-refractive index materials (NIM), double negative materials
(DNG), and backward-wave materials have been regarded as the same terms. How-
ever, they actually represent different meanings. Metamaterials have much broader
scope than LHM, as shown in Fig. 1.2. In the ε–μ domain, there are several spe-
cial lines and points indicating special material properties. For example, the point
μ =−μ0 and ε =−ε0 represents an anti-air in the LHM region, which will produce
a perfect lens; the point μ = 0 and ε = 0 represents a nihility, which can yield a
perfect tunneling effect; the line μ = ε in both RHM and LHM regions represents
impedance-matching materials, which have perfect impedance matching with air,
resulting no reflections. Also, the vicinity of μ = 0 is called as μ-near zero (MNZ)
material, and the vicinity of ε = 0 is called as ε-near zero (ENZ) material, which
has special properties.

Actually, metamaterials have much more features beyond those shown in Fig. 1.2.
Metamaterials can be designed as weakly and highly anisotropic, depending on dif-
ferent requirements. The flexibility to design various material properties together
with the optical transformation makes it possible to control electromagnetic waves
at will using metamaterials.

1.2 From Left-Handed Material to Invisible Cloak: A Brief
History

Metamaterials were first known as LHM or NIM. Although the concept of LHM
was proposed by Veselago in 1968 [51], the negative refraction and backward-wave
media had been discovered theoretically much earlier [50, 32, 31, 44]. The earliest
publication on negative refraction was in lecture notes of Prof. Mandelshtam from
Moscow University [32]. Then the Sommerfeld radiation condition in backward-
wave media was studied by Malyuzhinets in 1951 [31], who showed that the phase
velocity of waves pointed from infinity to the source. Furthermore in 1957, Sivukhin
investigated materials with negative parameters and noticed the backward-wave
property [44]. Except the theoretical study, backward-wave structures had been de-
veloped for the design of microwave tubes in 1960s [19, 1, 42], and the negative
refraction was discovered even in periodical media [41]. A significant progress was
made by Veselago in 1968,2 who proposed a systematic analysis of electromagnetic
behaviors in materials with negative permittivity and permeability, and named the
term of LHM [51]. Besides the negative refraction and backward-wave propagation,
Veselago also showed some new features like reversed Doppler shift and backward
Cerenkov radiation in LHM.

However, due to the non-existence in nature and lack of experimental verifica-
tion, LHM had not attracted attention over 30 years in the scientific community.

2 The Russian version was published in 1967.
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The first revolution on LHM or metamaterials occurred in 1996, when Pendry et al.
realized the artificially electric plasma using the wire medium whose permittivity is
negative [36]. Then Pendry and his coworkers discovered the artificially magnetic
plasma whose permeability is negative in 1999 [35]. In this work, the well-known
split-ring resonators (SRR) are used to achieve the magnetic response. The first ar-
tificial LHM was made by Smith et al. in 2001 using the combination of wires and
SRRs [40]. In this famous experiment, the negative refraction phenomenon was ver-
ified. Inspired by the experimental realization, LHM has attracted growing attention
in both theoretical exploration and experimental study [45, 34, 46, 3, 17, 12, 13],
including the exciting discovery of perfect lens and super lens [34]. However, LHM
has unavoidable disadvantages of big loss and narrow bandwidth, and such disad-
vantages restrict the applications of LHM.

In the meantime, an alternative representation of LHM was presented by three
groups (Eleftheriades, Oliner, and Caloz-Itoh), almost simultaneously in June 2002,
using the transmission-line (TL) approach [20, 33, 4, 21, 5, 6]. It is well known
that a conventional TL is composed of distributed series inductance (L) and shunt
capacitance (C), which can be shown equivalent to a one-dimensional (1D) RHM.
As a dual model of the conventional TL, a new TL consisting of series capacitance
and shunt inductance will support backward waves and hence can represent LHM.
In the realization of left-handed (LH) TL, the distributed components have been
used. Since the series capacitance is always accompanied by an inductance and the
shunt inductance is accompanied by a capacitance, a general composite right-left-
handed (CRLH) TL model has been proposed to represent RHM and LHM [6].
Based on the CRLH structures, a lot of microwave components and antennas have
been proposed [6].

Despite the good properties, LHM suffers from the large loss and narrow band-
width. Hence scientists seek other features of metamaterial beyond the negative re-
fraction. Then the second revolution on metamaterial came in 2005 when the gradi-
ent refractive index medium was realized to bend electromagnetic waves [47], and
in 2006 when the optical transformation was proposed to make invisible cloaks and
to control the propagation of electromagnetic waves using metamaterials [37, 25].
From then on, metamaterials have a much broader meaning than LHM, which do
not require the negative permittivity and/or negative permeability, and hence open
a completely new area. After the experimental realization of invisible cloak in the
microwave regime [39, 28], a large explosion of interest has been paid to metamate-
rials and the optical transformation, and many scientific papers have been published
in journals, which are not cited here.

1.3 Optical Transformation and Control of Electromagnetic
Waves

Metamaterials have great advantage to realize the required material parameters, in-
cluding those unavailable in nature, by adjusting the cellular architecture and its
chemical composition. However, there remain two questions: What is the require-
ment for the metamaterial parameters? How to choose the metamaterial parameters?
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In some cases, we can get the solutions easily using the known theory and geomet-
rical optics, such as the perfect/super lens [34] and gradient refractive index lens
[47]. In general cases to control electromagnetic waves, it is not so easy before the
appearance of the optical transformation.

The optical transformation [37], or the transformation optics, is one of the most
important methods in the development of metamaterials, which is going to have fur-
ther impact on the future metamaterials. Based on the principle of form invariance
in Maxwell’s equations, the optical transformation is derived rigorously in closed
forms. The optical transformation builds up a bridge between the device functions
and material properties. For example, if one wants to make a spherical invisible
cloak which can hide the objects inside, one can obtain the material parameters us-
ing the optical transformation as [37]

εr = μr =
b

b−a
(r−a)2

r2 , (1.1)

εθ = μθ =
b

b−a
, (1.2)

εφ = μφ =
b

b−a
, (1.3)

in which a ≤ r ≤ b, and a and b are radii of the inner and outer spherical surfaces
of the cloak, respectively. Apparently, the spherical cloak is required to be biaxi-
ally anisotropic in the spherical coordinate system, and the three components of the
permittivity and permeability have to satisfy Eqs. (1.1)–(1.3). From these equations,
we also notice that the cloak is made of impedance-matching materials to eliminate
any reflections.

Hence, the optical transformation enables the direct manipulation of electromag-
netic waves and offers a powerful tool to design novel and complicated devices.
Besides the invisible cloak, the optical transformation has also been used to gen-
erate electromagnetic concentrators which can focus electromagnetic waves into
a small enclosed region [38, 22]; electromagnetic field and polarization rotators
which can rotate electromagnetic fields [7]; wave-shape transformers which can
transform cylindrical waves to plane waves to make high-gain antennas [23, 26];
electromagnetic-wave bending structures to bend the waves to desired directions
[24, 18]; and other optical transformation devices. Chapter 2 gives more detailed
discussions on this topic.

1.4 Homogenization of Artificial Particles and Effective Medium
Theory

1.4.1 General Description

The optical transformation sets up a bridge between the device functions and ma-
terial parameters. In order to realize the device functions, however, there is another
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gap between the material parameters and the realistic metamaterial structures. As we
mentioned earlier, metamaterials are composed of periodic or non-periodic struc-
tures with sub-wavelength unit cells. Now we must ask two questions: Is a pe-
riodic structure with sub-wavelength unit cell equivalent to a homogenous effec-
tive medium? How to determine the effective medium parameters once the periodic
structure is known? The solutions to such questions are key points for the homoge-
nization of artificial particles and effective medium theory.

In periodically structured metamaterials, the artificial inclusions with
sub-wavelength size replace the atoms and molecules of conventional materials.
Since the scale of these inclusions is much smaller than the wavelength, a homog-
enized description in the macroscope is valid [48]. In the homogenization of the
periodically structured metamaterials, the macroscopic electromagnetic fields are
determined by averaging the local fields. The detailed definition of the averaged
fields can be found in Refs. [48] and [27]. From the averaged fields, the averaged
permittivity and permeability are further defined [48, 27]. The above field-averaging
method can be applied to homogenize any periodic structures with arbitrarily shaped
sub-wavelength unit cells.

However, the averaged permittivity and permeability only represent the parti-
cle responses, or local properties, and hence cannot be used as the effective mate-
rial parameters of the effective medium. In fact, the averaged permittivity and per-
meability are similar to the constitutive parameters in the Drude–Lorentz medium
models [43], which are derived in the static and quasi-static limits. Apparently, the
Drude–Lorentz medium models are inaccurate in microwave and higher frequen-
cies. A scattering (S) parameter retrieval method has been shown an accurate ap-
proach to obtain the effective constitutive parameters [49]. This is a numerical- or
an experimental-based approach, in which the S parameters (reflection and transmis-
sion coefficients) of the periodic structure are used to derive the effective permittiv-
ity and permeability. Figure 1.3 shows the constitutive parameters (permeability)
of a periodic structure whose inclusion is SRR, obtained from the Drude–Lorentz
model and the S-parameter retrieval.

From Fig. 1.3, there exists a significant difference of the permeability between
the two methods. Although the S-parameter retrieval method can provide accurate
material parameters, it is numerically or experimentally oriented and hence is diffi-
cult to be used in the design of metamaterials. The Drude–Lorentz medium models
have simply closed-form expressions, but are inaccurate since only the particle re-
sponses are involved. The mutual coupling among different unit cells, or the spatial
dispersion, is not considered. In order to set up a relationship between the parti-
cle responses and the macroscopical system behaviors for artificial metamaterials
composed of periodic structures, a general theory of effective media has been pro-
posed [27]. Based on the general theory, the effective permittivity and permeability
were derived using the discrete Maxwell’s equations in the macroscale, which have
closed forms [27]. The excellent agreements between theoretical predictions and S-
parameter retrieval results indicate the accuracy of the general theory. For details
refer to Chapter 3.
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A

B

Fig. 1.3 The constitutive parameters (permeability) of a periodic structure whose inclusion is SRR.
(a) From the Drude–Lorentz model under the static and quasi-static limits (above). (b) From the
S-parameter retrieval under full-wave simulations (below).

1.4.2 A TL-Metamaterial Example

In order to show the role of spatial dispersion in the effective medium parameters,
we consider a simple 1D TL metamaterial [11], as shown in Fig. 1.4(a). This is an
infinite 1D periodic structure with series impedance Zs and shunt admittance Yp,
with the period of p. The unit cell of the periodic structure is chosen as a symmetri-
cal T form, as illustrated in Fig. 1.4(b). The general forms of Zs and Yp are written as
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Zs Zs Zs Zs

Yp Yp Yp Yp

Zs/2

Vn Yp

Zs /2In

Vn+1

In+1

Unit n

(a)

(b)

Fig. 1.4 (a) A general 1D periodic structure of series impedance and shunt admittance. (b) The
T-type unit cell of the periodic structure.

Zs = −iωLs −1/(iωCs) and Yp =−iωCp −1/(iωLp), in which Ls and Cs are series
inductance and capacitance, and Lp and Cp are shunt inductance and capacitance.
According to Eqs. (3.23a) and (3.23b) in Ref. [6], the particle-based permittivity
and permeability are expressed as

μ = μ(ω) =
1
p
[Ls −1/(ω2Cs)], (1.4)

ε = ε(ω) =
1
p
[Cp −1/(ω2Lp)]. (1.5)

Apparently, the spatial dispersion was not considered in the above expressions.
To involve the spatial dispersion in the effective medium parameters, one starts

from the Bloch theorem and circuit theory. After simple derivation, one obtains the
dispersion equation as [11]

sin2(θ/2) = ZY/4, (1.6)

and the wave impedance as

Z0 = Vn/In =
1
2

Z/ tan(θ/2), (1.7)

in which θ = kp, and Z = ωLs−1/(ωCs) and Y = ωCp−1/(ωLp) are real numbers.
They can be either positive or negative. Next we discuss the dispersion equation with
different values of Z and Y .

If 0 ≤ ZY ≤ 4, then θ will be a real number: θ = ±2arcsin(
√

ZY/2), and hence
the TL metamaterial supports propagating modes. When Z and Y are both positive,
θ is positive, corresponding a forward propagating mode; when Z and Y are both
negative, θ is negative, representing a backward propagating mode. If ZY < 0, then
θ is a pure imaginary number: θ = ±i2arcsinh(

√−ZY/2), which corresponds to



10 Tie Jun Cui, Ruopeng Liu and David R. Smith

pure plasma modes. When “−” is taken, it denotes an active metamaterial; when
“+” is taken, it represents a passive metamaterial, which is considered here. If ZY >
4, then θ is a complex number: θ = θR + iθI =±π + i2arccosh(

√
ZY/2). Hence the

TL metamaterial supports resonant crystal bandgap modes.
From above discussions, ZY = 0 and ZY = 4 define boundaries of such three

kinds of modes. When ZY = 0, one obtains two critical frequencies

ω1 = min{ωs, ωp}, ω2 = max{ωs, ωp}, (1.8)

in which ωs = 1/
√

LsCs and ωp = 1/
√

LpCp are resonant frequencies of the se-
ries and shunt branches, respectively. When ZY = 4, one gets the other two critical
frequencies

ω3 =
√

ω2
c −ω2

d , ω4 =
√

ω2
c +ω2

d , (1.9)

in which ω2
c = 2/(LsCp)+(ω2

s +ω2
p)/2 and ω4

d = ω4
c −ω2

s ω2
p . The four critical fre-

quencies satisfy ω3 < ω1 < ω2 < ω4. Hence the whole frequency regime is divided
into five regions by the four critical frequencies, as shown in Fig. 1.5.

1

2

3

4

Crystal bandgap mode

Crystal bandgap mode

Pure plasma modes

Right-handed propagation mode

Left-handed propagation mode

Fig. 1.5 Different wave modes of the general periodic structure.

In regions ω3 < ω < ω1 and ω2 < ω < ω4, we have 0 < ZY < 4. Hence such
two regions support the propagating modes: k = θp/p. In the first region, both Z
and Y are negative, and hence θp = −2arcsin(

√
ZY/2), corresponding to the back-

ward propagating mode. In the second region, both Z and Y are positive, and hence
θp = 2arcsin(

√
ZY/2), corresponding to the forward propagating mode. In such two

regions, the wave impedance Z0 = Z/[2tan(θp/2)] is always real and positive. Then
the effective permittivity εeff and permeability μeff of the TL metamaterial are easily
derived from the wavenumber and wave impedance as
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μeff = Leffθp/ tan(θp/2), εeff = Ceffθp tan(θp/2). (1.10)

Here, Leff = Z/(2ω p) and Ceff = 2/(Zω p) are effective inductance and capacitance,
which can be either positive and negative. Apparently, the general circuit periodic
structure is equivalent to an LHM in the frequency region ω3 < ω < ω1, where
both εeff and μeff are negative and is equivalent to an RHM in the frequency region
ω2 < ω < ω4, where both εeff and μeff are positive.

In the region ω1 < ω < ω2, we have ZY < 0, corresponding to pure plasma
modes: k = iθI/p. Here, θI = 2ln(

√−ZY/4+
√−ZY/4+1). In this case, the wave

impedance is a pure imaginary number: Z0 = −iZ/[2tanh(θI/2)]. Hence one easily
derives εeff and μeff as

μeff = LeffθI/ tanh(θI/2), εeff = −CeffθI tanh(θI/2). (1.11)

When Z > 0, then μeff > 0 and εeff < 0, representing an electric plasma; when Z < 0,
then μeff < 0 and εeff > 0, denoting a magnetic plasma.

In regions 0 < ω < ω3 and ω > ω4, we have ZY > 4. Hence such two re-
gions support the resonant crystal bandgap modes: k = (π + iθI)/p, in which
θI = 2ln(

√
ZY/4 +

√
ZY/4−1). The wave impedance is also a pure imaginary

number: Z0 = −iZ tanh(θI/2)/2. One easily obtains εeff and μeff as

μeff = Leff(θI − iπ) tanh(θI/2), εeff = Ceff(−θI + iπ)/ tanh(θI/2). (1.12)

Hence the general circuit periodic structure behaves like a crystal bandgap metama-
terial in such two regions. When Z > 0, then Re{μeff} > 0 and Re{εeff} < 0, and
the metamaterial is electric–plasma type; when Z < 0, it is magnetic–plasma type.
From Eq. (1.12), one of imaginary parts of the permittivity and permeability is pos-
itive (positive loss) and the other is negative (negative loss). They appear always in
conjugate forms, representing the lossless nature of the original circuit structure.

In order to validate the proposed medium model for the TL metamaterial, we
choose the circuit parameters arbitrarily as Ls = 20 nH, Lp = 5 nH, Cs = 2.5 pF, and
Cp = 2 pF. Then we get the four critical frequencies as f1 = 0.71 GHz, f2 = 1.59
GHz, f3 = 0.49 GHz, and f4 = 2.31 GHz. In such a situation, the wavenumber and
wave impedance versus frequencies are illustrated in Fig. 1.6. From the dispersion
curve shown in Fig. 1.6(a), we clearly observe the crystal bandgap mode, backward
propagating mode, pure plasma mode, forward propagating mode, and another crys-
tal bandgap mode, which are exactly the same as predicted. We get similar conclu-
sions to the wave impedance.

The effective permittivity and permeability of the TL metamaterial are demon-
strated in Fig. 1.7(a) and (b), respectively. From Fig. 1.7, we observe the magnetic–
plasma-type crystal bandgap metamaterial, LHM, the pure electric plasma, RHM,
and the electric–plasma-type crystal bandgap metamaterial, which are exactly coin-
cident to the earlier predictions. From Fig. 1.7, we also notice the conjugate imag-
inary parts of permittivity and permeability in the crystal bandgap regimes. Such a
phenomenon has not been discovered in the earlier circuit-medium models [6].
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Fig. 1.6 (a) The dispersion curve of the general periodic structure. (b) The wave impedance of the
general periodic structure.

Fig. 1.7 The effective medium parameters of the general periodic structure. (a) Permittivity.
(b) Permeability.
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Now we verify the correctness and accuracy of the proposed equivalent medium
models. To do so, we have computed the transmission coefficients (S21 parameters)
of a 10-cell TL metamaterial in the whole frequency band. Three methods have been
applied: (1) circuit simulations using the agilent advanced design system (ADS); (2)
and (3) effective medium models using the proposed formulas and those in Ref. [6].
In the effective medium models, the transmission coefficient is calculated analyti-
cally based on the electromagnetic wave theory. Figure 1.8 illustrates the compar-
ison of computational results from the three methods. We clearly observe that the
theoretical predictions using the proposed effective medium parameters have perfect
agreements with the circuit simulation results in the whole frequency band. How-
ever, the theoretical predictions using Eqs. (1.4) and (1.5) [6] are only accurate in
the pure plasma, LHM and RHM regions. In the crystal bandgap metamaterial re-
gions, Eqs. (1.4) and (1.5) become invalid. Even in the pure plasma, LHM and RHM
regions, the proposed medium parameters are much more accurate [11].

From the above TL example, we clearly see the role of spatial dispersion (or
mutual coupling of unit cells) in the effective medium model. If only the particle
response is considered, the model is less accurate or even invalid at all in certain
cases. Hence the general effective medium theory provides an accurate and efficient
link between the periodic structures and effective medium models by considering
the spatial dispersion.
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Fig. 1.8 The transmission coefficients of a 10-cell periodic structure computed by circuit simula-
tions and effective medium models. (a) Amplitude. (b) Phase.
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1.5 Rapid Design of Metamaterials

The homogenization of artificial particles and effective medium theory provide an
efficiently analytical way to determine the effective medium parameters once the
periodic structure is known. This is in fact a forward scattering problem. In ex-
periments and applications of metamaterials, however, the inverse scattering prob-
lem is more important. Recall the earlier discussions, the metamaterial device func-
tions produce the requirement to material parameters via the optical transformation.
Hence one should determine the metamaterial structures once the material parame-
ters are known. This procedure is called as the design of metamaterials.

The design of metamaterials is an essential path between theory and practice.
The traditional method to design metamaterials is based on large amount of full-
wave electromagnetic simulations and S-parameter retrievals, in which the numer-
ical simulations are repeated to optimize the constitutive parameters for a single
metamaterial particle. Hence it is very time consuming even for a simple gradient
refractive index lens. When the desired metamaterial devices are complicated, the
overall number of designed metamaterial particles with different parameters will be
very large. For example, the invisible cloaks in the microwave regime contain tens
of thousands of different particles [39, 28]. Then it will take a few weeks or months
to make the overall optimization of material parameters.

The effective medium theory [27, 11] provides an easier and faster way to design
metamaterials due to the analytical relation between the effective material parame-
ters and the averaged material parameters (particle responses), which can avoid the
large amount of numerical simulations. An automated and rapid method for meta-
material design has been proposed, which is able to design metamaterials with both
accuracy and efficiency. The detailed algorithm will be presented in Chapter 4, and
a few examples are given to demonstrate the speed and validity of the method. The
accuracy of the design is also proved by experimental results.

1.6 Resonant and Non-resonant Metamaterials

In the rapid design of metamaterials, more specifically, the particle design, it is im-
portant to choose the types of particles. Generally, metamaterials are classified into
two classes: resonant and non-resonant metamaterials. Both resonant and nonres-
onant metamaterials have their own advantages and disadvantages. Figure 1.3(b)
shows the material properties of a typical resonant metamaterial composed of SRR,
as illustrated in the inset of Fig. 1.3(a). From Fig. 1.3(b), one clearly observes that
both the permittivity and the permeability have a large dynamic range near the res-
onant frequency. When the frequency changes a little bit, ε and μ vary a lot. In
the other word, when the size of SRR particle has a small change, the resonant
frequency has a small shift, which results in significant change of ε and μ . Hence
one can realize large dynamic-range material parameters using the resonant parti-
cle. This is the advantage of resonant metamaterials. However, one also notices from
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Fig. 1.3(b) that ε and μ have a narrow bandwidth and a large loss near the resonant
frequency, which are disadvantages of resonant metamaterials.

In fact, non-resonant metamaterials have also resonant frequencies, but they are
much higher. Figure 1.9 demonstrates the constitutive parameters of a typical non-
resonant metamaterial composed of I-shaped inclusion (see the inset of Fig. 1.9). It
is clear that both ε and μ vary slowly with respect to the frequency and have very
small loss. Hence the broad bandwidth and low loss are the big advantages of the
non-resonant metamaterial. On the other hand, when the size of I-shaped particle
has a small change, ε and μ have also small change. Hence one can only realize
small dynamic-range material parameters using the non-resonant particle, which is
the disadvantage of non-resonant metamaterial.

Fig. 1.9 The effective constitutive parameters of a non-resonant metamaterial whose inclusion is
I-shaped.

In the actual design of metamaterials, the choice of particle types depends on
the device functions. For example, in the design of simplified circularly invisible
cloak [39], large dynamic-range material parameters are required. Hence the res-
onant metamaterials had to be used [39]. The cloak has a narrow bandwidth, and
the invisible effect is not perfect due to the loss. On the other hand, in the design
of ground invisible cloak (or invisible carpet) [28], small dynamic-range material
parameters are desired, and hence the non-resonant metamaterials had been chosen.
The ground cloak has a broad bandwidth and small loss, and the invisible effect is
perfect [28]. Chapter 5 gives detailed discussions on non-resonant metamaterials.
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1.7 Applications of Metamaterials

Due to the exciting and unusual features, metamaterials have found and are finding a
lot of applications or potential applications. For LHM, the most attractive feature is
superlens [34], which can be widely used in the super-resolution medical imaging,
optical imaging, and nondestructive detections. The first superlens in the microwave
regime was realized in 2004 [16], which demonstrated resolution three times better
than the diffraction limit. Later, Fang et al. proposed the first optical superlens using
thin silver film [15], which breaks the diffraction limit and produces super-resolution
images. The big obstacle of superlens in applications is the loss. In the meantime,
the LHTL or CRLH structures have been widely used in the microwave and antenna
applications [6].

For general metamaterials, the cloaking devices have attracted more and more
attention. The successful demonstrations of invisible cloaks experimentally in the
microwave regime [39, 28] make it possible to realize cloaking devices in the future.
In fact, the waveguided or planar metamaterials which are composed of complimen-
tary structures like CSRR [14] have been used to design microwave components like
filters, power dividers, and phase shifters [2]. Recently, narrowband and broadband
polarizers have been realized using three-dimensional (3D) anisotropic metamateri-
als [9, 10]. The gradient refractive index metamaterials are also utilized to produce
beam-bending lens and beam-focusing lenses. Based on such properties, high-gain
and broadband gradient planar lens antennas [29] and Luneberg-like lens antennas
[30] have been proposed and realized. We expect that more and more applications
will be found in the near future with the rapid development of metamaterials.

1.8 Computational Electromagnetics: A New Aspect
of Metamaterials

Computational electromagnetics (CEM) has been studied extensively in the past 30
years [8]. CEM and metamaterials seem to be in different subjects, but they are
closely related. As discussed earlier, all numerical simulations on metamaterial par-
ticles and S-parameter retrievals are dependent on CEM, such as the finite element
method (FEM) and the finite-difference time-domain (FDTD) method, and the cor-
responding commercial software like CST Microwave Studio and ANSOFT HFSS.
In the optical transformation, CEM is used to simulate the field distributions inside
and outside the metamaterial devices. The FEM-based commercial software, the
COMSOL Multiphysics, has been widely adopted.

However, the current CEM methods and commercial software are insufficient to
support metamaterial study. For example, COMSOL can only handle
two-dimensional (2D) optical transformation problems and limited small 3D prob-
lems. When the metamaterial devices are 3D and have large sizes, COMSOL cannot
work due to the huge memory requirement and very long computational time. Hence
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it is very necessary to develop new CEM methods to solve large, inhomogeneous,
and anisotropic 3D problems. Another example is more important. Currently, full-
wave numerical simulations are only performed to metamaterial particles, which
are greatly helpful in the metamaterial design. However, it is extremely difficult to
simulate the metamaterial system using CEM methods due to the huge memory re-
quirement. The only way to study the system-level metamaterial devices (such as
invisible cloaks) is experiment.

It is no doubt that the experiment is the most essential approach for the scientific
research. Sometimes, however, it has unavoidable limitations. For example, in the
2D experiments of invisible cloaks, the probe is placed in the gap between the cloaks
and the upper metal plate of 2D waveguide [39, 28]. Hence, what one measured are
only near fields instead of the internal fields. It is impossible to measure the internal
fields inside the cloaks. If one can develop an efficient CEM method, which can
simulate accurately the internal fields of a real-structured metamaterial system, then
one can analyze the real physics inside the system. This will be a great support to
metamaterials. This is also a challenging problem for CEM.
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Chapter 2
Optical Transformation Theory

Wei Xiang Jiang and Tie Jun Cui

Abstract In the past few years, a rapid progress has been achieved in the sub-
ject of optical transformation, which is based on the property of form invari-
ance in Maxwell’s equations. The optical transformation, also termed as trans-
formation optics, allows artificial metamaterials to be tailor-made according to
practical needs and desires. In this chapter, we introduce the general theory of
optical transformation and discuss the recent development on the optical transfor-
mation devices, such as invisibility cloaks, beam bends and splitters, wave-shape
transformers, EM concentrators, rotators, antennas. The methodology of optical
transformation can also be applied when the sources are included in the trans-
formed space. Such a technique is expected to have further impact on the real-life
applications.

Key words: Optical transformation, anisotropic and inhomogeneous metamate-
rials, transformation medium, invisibility cloaks, concentrator, field rotator, po-
larization rotator, wave-shape transformer, wave bending, beam modulator, lens
antenna.

2.1 Introduction

In 2006, Pendry et al. proposed the mathematical description of optical transfor-
mation [69] as a design strategy to manipulate electromagnetic (EM) waves with
inhomogeneous and anisotropic medium. Negative refraction, perfect lens, and in-
visibility cloak are special applications of transformation optics in which the mate-
rial of a device implements a coordinate transformation for EM fields
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[42, 43]. The electric permittivity and magnetic permeability of the medium could
be derived from the methodology of optical transformation [69, 77]. Alternatively,
an optical conformal mapping method was used to design a medium that generates
perfect invisibility in the ray-tracing limit [40, 41]. The invisibility cloaks were an-
alyzed in detail using geometric ray-tracing method [77] and verified numerically
by full-wave simulations [13] and experimentally by a two-dimensional (2D) near-
field mapping configuration at the microwave frequency [76]. Inspired by the the-
oretical and experimental results, more researches had been conducted for cylin-
drical and spherical cloaks up to now [1, 2, 7, 9, 21, 75, 91, 92, 101, 107]. Due
to the possibilities of the transformation medium to control EM fields, different de-
vices with novel functionalities have been constructed besides the invisibility cloaks,
such as EM rotators [4, 6], EM concentrators [73, 24], and planar focusing antennas
[32, 52, 64, 65, 78].

The development of modern metamaterial technology endows materials with ver-
satile and very complex properties, for example, the independent control of the per-
mittivity and permeability with both positive and negative values, anisotropic pa-
rameters, and designed gradient index [51, 79]. However, it was not quite clear how
to design novel EM devices with such versatile media until the appearance of trans-
formation optics. The technique of optical transformation provides an intuitive and
direct method to design in the enlarged material parameter space. We imagine a fic-
titious space with some geometrical character that enacts a desired electromagnetic
phenomenon, and the transformation method yields the material property that fa-
cilitates the behavior. For example, to design an invisibility cloak, one imagines a
space with a hole. Then one constructs the coordinate transformation of the space
with this hole, i.e., the cloaked region. Using such a methodology one can then cal-
culate a set of material properties that will implement the invisibility in the physical
space.

The organization of the chapter is as follows: in Section 2.2, we begin with the
concept of transformation media and give a brief proof of the property of metric
invariance of Maxwell’s equations. In Section 2.3, we discuss some examples of
transformation devices, such as invisibility devices, EM concentrators, field rotators,
wave-shape transformers, wave bends, and some other novel transformation devices.
Section 2.4 is the summary.

2.2 Optical Transformation Medium

Media that perform coordinate transformations are known as transformation me-
dia. The transformation media exhibit two interesting properties. First, the optical
path in the transformation media is exactly the same as that in the virtual space [43].
Second, the transformation media are reflectionless if the outer boundary before and
after a coordinate transformation is unchanged. Furthermore, it was found by heuris-
tical means that EM media designed by finite embedded coordinate transformation
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can be reflectionless if a topological condition is satisfied, i.e., the metric of the
transformation space in the direction normal and parallel to the interface between the
transformation medium and the surrounding medium is continuous on the boundary
[71]. In this section, we will give a brief proof of the form invariance of Maxwell’s
equations under coordinate transformations, which is the basic of optical transfor-
mation. We here restrict our discussions to transformations that are time invari-
ant [42, 43, 62, 77], that is to say, the media implement purely spatial coordinate
transformations of electromagnetic fields. We start from Maxwell’s equations in the
original space

�×E+ iωμ ·H = 0, (2.1)

�×H− iωε ·E = 0, (2.2)

where both ε and μ may depend on position. Suppose that the coordinate transfor-
mation between the virtual space and the physical space is

x′ = x′(x). (2.3)

Can such a transformation give the equivalent relations? The answer is “yes.”
Maxwell’s equations in the new coordinate system become

�′×E′ + iωμ ′ ·H′ = 0, (2.4)

�′×H′ − iωε ′ ·E′ = 0, (2.5)

with

E′(x′) = (Λ T )−1E(x); H′(x′) = (Λ T )−1H(x), (2.6)

μ ′(x′) =
Λ ·μ(x) ·Λ T

det(Λ)
; ε ′(x′) =

Λ · ε(x) ·Λ T

det(Λ)
, (2.7)

where the Jacobian transformation matrix is defined as

Λki =
∂x′k
∂xi

; [Λ−1]i j =
∂xi

∂x′j
. (2.8)

To observe the metric invariance of Maxwell’s equations does hold, we consider
that

− iωμ ′ ·H′ =
−iωΛ ·μ ·H

det(Λ)
=

Λ · (∇×E)
det(Λ)

. (2.9)

Then we need only to show the following equation:

∇′ ×E′ =
Λ · (∇×E)

det(Λ)
. (2.10)

In index notation, the left-hand side of Eq. (2.10) can be written as
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[∇′ ×E′]h =
[
∇′ × (

Λ−T ·E)]h

= ehlm
∂

∂x′l

(
∂xk

∂x′m
Ek

)

= ehlm
∂ 2xk

∂x′l∂x′m
Ek + ehlm

∂xk

∂x′m

∂Ek

∂x′l

= ehlm
∂xk

∂x′m

∂Ek

∂x′l
, (2.11)

in which ehlm is the Levi–Civita symbol. The first term in the middle equation
evaluates to zero by swapping the dummy indices l and m. The right-hand side
of Eq. (2.10) reads

[Λ · (∇×E)]h
det(Λ)

=
1

det(Λ)
∂x′h
∂x j

e jmk
∂Ek

∂xm

=
1

det(Λ)
∂x′h
∂x j

e jmk
∂x′l
∂xm

∂Ek

∂x′l
. (2.12)

This will agree with Eq. (2.11) if

ehlm
∂xk

∂x′m

∂Ek

∂x′l
=

1
det(Λ)

∂x′h
∂x j

e jmk
∂x′l
∂xm

∂Ek

∂x′l
, (2.13)

or that

det(Λ)ehlm
∂xk

∂x′m
=

∂x′h
∂x j

e jmk
∂x′l
∂xm

. (2.14)

Multiply both sides by the non-singular matrix Λ , i.e., multiplying by ∂x′p/∂xk and
summing over k, we get

det(Λ)ehlm
∂xk

∂x′m

∂x′p
∂xk

=
∂x′h
∂x j

e jmk
∂x′l
∂xm

∂x′p
∂xk

(2.15)

or

det(Λ)ehlm
∂x′p
∂x′m

= det(Λ)ehlmδpm = det(Λ)ehl p =
∂x′h
∂x j

e jmk
∂x′l
∂xm

∂x′p
∂xk

, (2.16)

where δpm is the Kronecker delta, the matrix elements of the unity matrix. Both
sides of the above equation are completely antisymmetric with respect to h, l, and
p. For example, to see the antisymmetry in h and l, we can swap h and l, at the same
time swap the dummy indices j and m, and notice the fact that em jk =−e jmk. Hence
it suffices to take h = 1, l = 2, p = 3, and we can write

det(Λ) = e jmk
∂x′1
∂x j

∂x′2
∂xm

∂x′3
∂xk

. (2.17)
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This equation is the well-known formula for the determinant of the Jacobian matrix.
Hence Eq. (2.4) holds. We can follow the similar procedure to show that Eq. (2.2)
also maintains its form with respect to coordinate transformations. In other words,
Eq. (2.5) holds. The form invariance of Maxwell’s equations under spatial transfor-
mations has been verified.

We remark that the transformation electric and magnetic fields are written in
Eq. (2.6), and the constitutive parameter tensors of the medium in the transformed
space are expressed in Eq. (2.7). Since some components of the permittivity and per-
meability of the required media are often less than 1, generally, the transformation
devices are composed of inhomogeneous and anisotropic metamaterials.

For most practical devices, Eq. (2.7) are the primary tools for the transformation
design method. If the host medium does not possess magnetoelectric coupling and
the desired device moves or changes shape with speeds much less than that of light,
the above discussions are valid. Media that facilitate space–time transformations
have been discussed in [42, 43]. Equations (2.6) and (2.7) can be shown to be exactly
equivalent to the results obtained by Ward and Pendry [87].

2.3 Transformation Devices

2.3.1 Invisibility Cloaks

Invisibility cloaks have attracted much attention, thanks to their exciting property of
invisibility of the shielded objects. Following the theory of optical transformation, a
volume of free space can be transformed into a shell-type region, which can there-
fore render the object inside the shell invisible to the incident waves. Inspired by the
early pioneering work [13, 69, 76], more intensive investigations on cylindrical and
spherical cloaks have been conducted [1, 2, 7, 21, 101]. In order to reveal the nature
of invisible cloaking, analytical methods based on Maxwell’s equations have been
used to provide more insights into the physical principles [9, 75].

In the earlier investigations, all parameter designs, numerical simulations, and
theoretical analysis were devoted to circularly cylindrical or spherical cloaks, which
were relatively easy to be designed, simulated, and analyzed. Theoretically, the cir-
cularly cylindrical or spherical cloaks can make any objects invisible. However, they
are not efficient or convenient for long and thin objects. As a consequence, cylindri-
cal cloaks with elliptical shapes were presented to design invisibility with generality
[29, 35, 36, 58]. Consider an elliptical–cylindrical object with arbitrary axis ratio
embedded in free space, which is covered by an invisibility cloak. The cross section
of such a cloak is an elliptical shell with the inner and outer short semi-axes a and
b, respectively. The inner and outer ellipses have the same axis ratio k, which repre-
sents a horizontal elliptical cloak when k > 1, a vertical elliptical cloak when k < 1,
and a circular cloak when k = 1 (see Fig. 2.1). The transformation for a cylindrical
cloak is an identity along z-axis, hence we present the coordinate transformation
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Fig. 2.1 The cross section of an elliptical–cylindrical cloak with arbitrary axis ratio in the Cartesian
coordinate system. The grey region is the cloaking layer.

in the xoy plane. Similar to the circularly cylindrical cloak, we can define a spatial
transformation in the Cartesian coordinates

x′ =
(

b−a
b

+
ka
r0

)
x, (2.18)

y′ =
(

b−a
b

+
ka
r0

)
y, (2.19)

z′ = z, (2.20)

in which r0 =
√

x2 + k2y2. From this transformation, we can easily compute the
Jacobian transformation matrix as

Λ̄ =

⎛

⎜⎜⎜⎜⎜
⎝

∂x′
∂x

∂x′
∂y

∂x′
∂ z

∂y′
∂x

∂y′
∂y

∂y′
∂ z

∂ z′
∂x

∂ z′
∂y

∂ z′
∂ z

⎞

⎟⎟⎟⎟⎟
⎠

=

⎛

⎜⎜
⎜⎜⎜⎜
⎝

r′
r − kax2

r3
0

− k3axy
r3
0

0

− kaxy
r3
0

r′
r − k3ay2

r3
0

0

0 0 1

⎞

⎟⎟
⎟⎟⎟⎟
⎠

, (2.21)

which represents the derivative of the new coordinates with respect to the origi-
nal coordinates as mentioned in Section 2.2, r′ =

√
x′2 + y′2 and r =

√
x2 + y2 in

Eq. (2.21). The determinant of the Jacobian matrix can be written in a closed-form
expression:

det(Λ̄) =
r′

r

(
r′

r
− ka

r0

)
. (2.22)
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Based on Eqs. (2.7), (2.21), and (2.22), we easily obtain the relative permittivity and
permeability tensors for the cloaking shell:

ε̄ ′
r = μ̄ ′

r =

⎛

⎝
εxx εxy 0
εyx εyy 0
0 0 εzz

⎞

⎠ , (2.23)

in which

εxx =
r1

r1 − ka
+

k2a2R2 −2kar3
1

(r1 − ka)r5
1

x2, (2.24)

εxy =
k2a2R2 − ka(1+ k2)r3

1

(r1 − ka)r5
1

xy = εyx, (2.25)

εyy =
r1

r1 − ka
+

k2a2R2 −2k3ar3
1

(r1 − ka)r5
1

y2, (2.26)

εzz =
(

b
b−a

)2 r1 − ka
r1

, (2.27)

where r1 =
√

x2 + k2y2 and R =
√

x2 + k4y2. We have dropped the primes for aes-
thetic reasons in these formulae and assumed that the original space is the free space.

When the axis ratio k = 1, the elliptical–cylindrical cloak reduces to a circular–
cylindrical cloak. Therefore, the material parameters, Eqs. (2.24)–(2.27), are
simplified as

εxx =
r

r−a
+

a2 −2ar
(r−a)r3 x2, (2.28)

εxy =
a2 −2ar
(r−a)r3 xy = εyx, (2.29)

εyy =
r

r−a
+

a2 −2ar
(r−a)r3 y2, (2.30)

εzz = (
b

b−a
)2 r−a

r
, (2.31)

which are exactly the same as Eq. (29) in [77].
Equations (2.24–2.27) give full design parameters for the permittivity and perme-

ability tensors in elliptical–cylindrical cloaking layer. Comparing with the circular–
cylindrical cloaks discussed in [77], the elliptical cloaks have two advantages. First,
larger ranges of shape selections are provided. Second, they have fewer singularities
in the cloaking region. As shown in Eqs. (2.28–2.31), the permittivity and perme-
ability components εxx, εxy, εyx, and εyy tend to infinity, while εzz tends to zero along
the circle r = a for the circular–cylindrical invisibility cloak. That is to say, singular
material parameters are distributed on the whole circle (r = a), which are difficult to
be fabricated in real applications. For the elliptical–cylindrical cloaking, however,
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the material parameters are singular at only two points (r1 = ka): the adjoint points
of inner ellipse with the x-axis, as shown in Eqs. (2.24)–(2.27). Hence the material
parameters in elliptical cloak are much easier to achieve.

Figure 2.2 shows the comparison of the propagation of a transverse-magnetic
(TM) polarized plane wave in the free space with and without perfectly elliptical–
cylindrical cloak. Distributions of magnetic fields and the power flow lines in the
virtual space and the physical space are illustrated. In the cloaking shell, the power
flow lines propagate smoothly around the cloaked region and the wave fronts are
warped smoothly in the predicted way. Outside the cloak, the plane waves are nearly
unchanged as if there were no objects in the free space. Hence the invisible cloaking
performance is well verified.

Fig. 2.2 (a) Virtual space. The figure shows the propagation of a plane wave in the free space.
(b) Physical space. The cloaking layer makes the EM waves propagate around the cloaked region
and return to their original propagation directions without distorting the waves outside the perfect
cloak.

Similar to the invisibility cloak, constitutive tensors for EM masking of arbitrar-
ily convex conducting objects has been given in [80]. Such a masking shell can be
regarded as a partial cloaking layer. When the maximum and minimum radii of the
object equals, i.e., the object is a sphere, the masking is exactly an invisible cloak. In-
visibility cloaks for diversified-shaped objects were reported including square cloak
[6, 11, 20, 23, 25, 46, 53, 56, 57, 63, 73, 95, 97, 98]. Next, a general method, which
can be used to design arbitrarily shaped transformation devices, will be discussed:
the nonuniform rational B-spline (NURBS) [70].

As one of the parametric curve representations, NURBS is a very popular ge-
ometrical tool. It is feasible to split an arbitrary curve into a sequence of Bézier
curves. By introducing NURBS to describe the geometric modeling of any ob-
jects, analytical formulas of the permittivity and permeability for the arbitrarily
shaped transformation devices can be expressed [23, 24]. Furthermore, the usage
of NURBS will expand the generality of the transformation optics and could make a
very general tool to interface with commercial software packages such as 3D STU-
DIOMAX and MAYA. Therefore, the transformation optical design is possible to
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become industrialization. Figure 2.3 demonstrates the full-wave simulation results
of a perfect heart-shaped cloak when the plane waves are incident from two different
directions [23]. Both the inner and the outer boundaries of the cloak are represented
by NURBS. In both cases, the power flow lines inside the cloak layer propagate
smoothly around the heart-shaped object, making it invisible to the observers. It is
even true when the incident waves impinge on the concave area of the cloak, as
shown in Fig. 2.3(b).

Fig. 2.3 The magnetic field distributions and power flow lines for the perfect invisible cloak of
a heart-shaped PEC object with different incident directions. (a) The TM-polarized plane waves
propagate from the left to the right. (b) The TM-polarized plane waves propagate from the top to
the bottom.

One challenge of the perfectly full-parameter cloak is that, on its inner bound-
ary, some components of material parameters often require singular values, which
makes the full-parameter cloak difficult to achieve even by using recent metama-
terial techniques [76]. In view of the difficulty to realize the full-parameter cloak
and the imperfection of reduced-parameter cloak, a recently published work has de-
scribed a carpet cloak. By using this concept, one can cause any object wrapped
under a conducting plane to seem to disappear [48]. The great advantage of the car-
pet cloak is that it relaxes singular value requirement for the material parameters.
The experimental validations of the carpet cloak has been achieved with low-loss
and broadband metamaterials at microwave frequencies [50] and at optical frequen-
cies recently [16, 82]. A similar cloaking over a dielectric half-space using a singular
cloak was proposed in [104]. More recently, the optical transformation of a curved,
non-Euclidean space has been presented, which relaxes the needs of the material
extreme properties and can yield invisibility in a broad band of the spectrum [45].

To avoid any singular values in the constitutive parameters, it was also demon-
strated that an elliptical cloaking region can be crushed to a line segment using
the coordinate transformation in the classical elliptical–cylindrical coordinate sys-
tem [28], instead of being shrunk to a point. In this context, the relationship be-
tween classical elliptical–cylindrical coordinates (ξ , η , z) and Cartesian coordi-
nates (x, y, z) is necessary. It is expressed as
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x = pcoshξ cosη , y = psinhξ sinη , z = z, (2.32)

in which p is the half focus of the ellipse. In the elliptical–cylindrical coordinate sys-
tem, if we assume p to be constant, then isolines for ξ will be a series of elliptical–
cylindrical shells with the same focus value.

Similar to the circular cloak design, a spatial transformation from the elliptical
region ξ ∈ [0,ξ2] to the annular region ξ ′ ∈ [ξ1,ξ2] can be described mathematically
as

ξ ′ =
ξ2 −ξ1

ξ2
ξ +ξ1, η ′ = η , z′ = z, (2.33)

where ξ1 and ξ2 are coordinate parameters of the inner and outer boundaries of the
elliptical cloak. We denote the lengths of major axes for inner and outer shells of the
cloak as a1 and a2. The nonlinear relationship between coordinate parameters and
the lengths of major axes can be written as ξi = ln

(
ai/p+

√
(ai/p)2 −1

)
, i = 1, 2.

We remark that the inner and outer ellipses have the same focus value 2p. Hence
the inner boundary will be crushed to the line segment 2p using the above-defined
coordinate transformation.

Following the procedure stated in Section 2.2, one can derive the parameter ten-
sors of the elliptical cloak. The relative electric permittivity and magnetic perme-
ability are expressed as

ε ′ξ ′ = μ ′
ξ ′ = k, (2.34)

ε ′η ′ = μ ′
η ′ =

1
k
, (2.35)

ε ′z′ = μ ′
z′ =

1
k

cosh2 α − cos2 η ′

cosh2 ξ ′ − cos2 η ′ , (2.36)

in which α = k(ξ ′ −ξ1), k = (ξ2 −ξ1)/ξ2, ξ1 ≤ ξ ′ ≤ ξ2, and 0 ≤ η ′ ≤ 2π .
Equations (2.34)–(2.36) present full design parameters for the elliptical cloak

in the classical elliptical–cylindrical coordinates. Clearly, the cloak is composed
of inhomogeneous and uniaxially anisotropic metamaterials with finite parameters.
For circularly cylindrical cloaks with full parameters, singular material parameters
are distributed on the whole inner boundary [9, 75], which are difficult to achieve
in the actual applications [76]. For elliptical cloaks which shrink the cloaked ob-
jects to a point, singular values still exist on the inner boundary of the cloaks
[26, 35, 36]. The material parameters for the elliptical–cylindrical cloak here which
crushes the cloaked object to the line segment 2p, however, have no singularity.
This makes it possible to realize the perfectly full-parameter cloak using man-made
metamaterials.

When the focus of the ellipse becomes very small, the elliptical cloak approaches
a circular cloak. In such a case, εξ becomes εr and εη becomes εφ , indicating
the radian and angular components of the permittivity. In order to compare with
the ordinary circular cloak [13, 77], in the following simulation results, we choose
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the shape of cloak as an exact circle while the material parameters are given by those
of nearly circular cloak:

ε ′r = μ ′
r = k, (2.37)

ε ′φ = μ ′
φ =

1
k
, (2.38)

ε ′z = μ ′
z =

cosh2 β
k cosh2 ξ

, (2.39)

in which β = (ξ − ξ1)/k, ξ = ln
(
r/p +

√
(r/p)2 −1

)
, ξ1 = ln

(
R1/p +√

(R1/p)2 −1
)
, and ξ2 = ln

(
R2/p+

√
(R2/p)2 −1

)
.

The advantages of such invisibility cloak are that none of the parameters is sin-
gular and the changing range of all parameters is relatively small. When transverse
magnetic (TM) polarized waves are incident on the cloak with different small values
of p, the full-wave simulation results are illustrated in Fig. 2.4(a)–(c). From these

Fig. 2.4 The distributions of magnetic fields inside circular cloaks with inner radius 0.025 m
(0.75λ0), and, outer radius 0.05 m (1.5λ0). (a) The half focus p = 0.001 m, (b) the half focus
p = 0.003 m, (c) the half focus p = 0.005 m, and (d) the distributions of μz, εφ , and εr components
in the cloaking region.
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figures, one observes that the phase fronts are bent smoothly around the perfectly
electric-conducting (PEC) object inside the cloak, and the fields are smoothly ex-
cluded from the interior region with tiny scattered fields. All material parameters for
the above circular cloaks have relatively small ranges. Figure 2.4(d) illustrates the
parameter distributions inside the approximate cloaks. Obviously, for each case, εφ
and εr are constants, and μz changes in a small range, all of which can be achieved
using artificial metamaterials. From Fig. 2.4(a)–(c), it is clearly observed that the
approximate cloak can achieve almost perfect cloaking performance because the
cloaked object is crushed nearly to a point, which leads to a tiny scattering.

An approximate quantum cloaking was presented in [19], and some other designs
of transformation functions and nonmagnetic cloaks were reported in [2, 3, 12, 17,
21, 30, 54, 90, 94]. We focused primarily on the electromagnetic invisibility cloaks
and only mentioned cloaks of other waves [14, 105] without going into details. In
the above discussions, the transformation medium is a metamaterial shell with its
interior and exterior boundaries of similar shapes. In reality, however, the shielded
object may have an arbitrary shape and the interior boundary of the metamaterial
shell is preferred to be the same as the shape of the cloaked object. Meanwhile the
shape of the exterior boundary has to fit the external environment. Hence the exterior
shape of the metamaterial layer is not always the same as the interior shape. As a
result, it is necessary to discuss cloaks with different inner and outer boundaries by
following the method of optical transformation.

An invisible cloak with non-conformal interior and exterior boundaries using the
transformation optical design [100] was proposed. As a practical case, consider the
shape with square in the outer boundary and circle in the inner boundary. Other
cloaks with more complicated and non-conformal interior and exterior boundary
shapes can be achieved in a similar way [47]. Figure 2.5 illustrates the numerical

Fig. 2.5 The distributions of magnetic fields for the non-conformal cloak with different inner and
outer boundaries. The shielded object is a PEC cylinder. (a) The square outline of the cloak is
parallel to the x-direction. (b) The square outline of the cloak is rotated by π/4 with respect to the
x-direction.
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results of the cloaks with square in the outer boundary and circle in the inner
boundary. In Fig. 2.5(a), the phase fronts of incident waves are parallel to one bor-
der of the cloak. When the waves pass through the cloak, the cloaking effect is very
obvious as expected, although the cloak boundary possesses sharp corners. From
Fig. 2.5(a), the plane wave is almost unaltered, as if no scatterer were present. In-
side the cloaking material, the phase fronts are bent smoothly around the target. The
fields are smoothly excluded from the interior region with the minimal scattering in
any directions. Figure 2.5(b) shows the magnetic field distributions when the cloak
is rotated by an angle of 45◦. In such a case, the cloaking effect is also clear, al-
though the equal-phase faces of incident waves are not parallel to any sides of the
cloak boundary. More invisible devices will be discussed in Section 2.3.6 after we
introduce the concept of finite embedded optical transformation.

2.3.2 EM Concentrators

Electromagnetic concentrator is another transformation device which can concen-
trate EM waves into a small enclosed region. This concept was first proposed by
Rahm et al. [73], and the reduced-parameter concentrator was studied in [84] for
future practical implementation. Such a novel device may find its applications in the
energy concentration. EM concentrators with arbitrary shapes were later presented
using the coordinate transformation by using NURBS in representation of the geo-
metrical boundary [24]. Based on the transformation optics, closed-form formulae
for the arbitrarily shaped concentrators were obtained, and a square concentrator
could be used to amplify plane waves.

In order to present the transformation design, we take a circularly cylindrical
EM concentrator as example. Due to its cylindrical symmetry, it is convenient to
define the transformation functions in the cylindrical coordinates (r, φ , z). A linear
transformation for the optical design of the cylindrical concentrator is written as

r′ =

{
k1r, 0 ≤ r ≤ R2,

k2r− k3R3, R2 ≤ r ≤ R3,
(2.40)

φ ′ = φ , (2.41)

z′ = z, (2.42)

where the coefficients are k1 = R1/R2, k2 = (R3 −R1)/(R3 −R2) and k3 = (R2 −
R1)/(R3 −R2). The definitions of R1, R2, and R3 are shown in Fig. 2.6. The above
transformation implies that the cylindrical region with radius R2 is compressed into
a smaller region with radius R1, while space between R2 and R3 is expanded to the
space between R1 and R3. Clearly, the transformation is continuous to free space at
R3. According to Eq. (2.7), the relative material parameters in cylindrical coordi-
nates can be calculated [73]. A rigorous analysis on circularly cylindrical concen-
trator has been discussed in [52].
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Fig. 2.6 The cross section
of a circularly cylindrical
concentrator. The cylindrical
region with radius R2 is
compressed into a smaller
region with radius R1, while
space between R2 and R3
is expanded to the space
between R1 and R3.

Figure 2.7 demonstrates the numerical results of a concentrator with heart shape,
when the TE waves propagate from the left to the right. Both the inner and the
outer boundaries of the concentrator are described by the NURBS curves [24].
The ratio among the principal radii of the three “hearts” is 1:6:10. The distribu-
tions of electric fields and power flow lines are shown in Fig. 2.7(a). It is obvi-
ous that the fraction of plane waves is completely focussed into the inner region
within the concentrator material. There are no reflected waves outside the con-
centrator due to the inherent impedance matching in the method of optical trans-
formation. Figure 2.7(b) illustrates the normalized power flow intensity distribu-
tions of the plane waves. The white arrows represent the directions of the power
flows. Clearly, the energy intensities are strongly enhanced in the inner region of the
concentrator.

Fig. 2.7 (a) The distributions of electric fields and power flow lines for a concentrator with heart
shape. The incident plane waves propagate from the left to the right. (b) Power flow distributions
for the concentrator with heart shape. Much stronger power flow enhancements can be observed
in the inner region.
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Fig. 2.8 The distributions of electric fields for a non-conformal concentrator with different inner
and outer boundaries. (a) The square outline of the concentrator is parallel to the x-axis. (b) The
square outline of the concentrator is rotated by π/4 with respect to the x-axis.

Similar to the cloak with non-formal boundaries, one can also design microwave
concentrator with different inner and outer boundaries [100]. Figure 2.8 demon-
strates the simulated results of the electric field for concentrators with non-conformal
inner and outer boundaries. TE-polarized plane waves are incident horizontally. It is
obviously shown that the fields are concentrated in the small circular region in both
cases, which leads to large strengthened intensities within the inner region. Hence,
such a non-conformal concentrator is also a power flow enhancer.

2.3.3 EM-Field and Polarization Rotators

Cylindrical rotation coating was first proposed by Chen and Chan [4]. It is one
kind of two-dimensional transformation media which rotate electromagnetic fields.
Hence it is also called “EM-field rotator.” For the invisibility cloak, the mapping is
from a point or a line to a circle, while for the concentrator, the mapping is from a
circle to another circle. The EM-field rotator performs a rotation of wave fronts and
the mapping can be defined as

r′ = r, z′ = z, θ ′ = θ (for r > b), (2.43)

r′ = r, z′ = z, θ ′ = θ +θ0 (for r < a), (2.44)

r′ = r, z′ = z, θ ′ = θ + f (r)θ0 (for a < r < b). (2.45)

The above transformation means that the wave front is an angle θ0 > 0 rotation at
the inner cylinder (r = a) and the rotational angle is reduced to zero as the radius
approaches r = b. f (r) could be any continuous function of r with f (a) = 1 and
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f (b) = 0. When two observers inside and outside the rotation coating communi-
cate with each other, the information will be rotated. The physical consequence of
this kind of transformation media has been investigated in [5, 52]. An experimen-
tal realization of the rotation coating requires building blocks that have anisotropic
dielectric functions [6].

It is very interesting that a similar transformation in 3D can describe another
novel transformation devices. For example, a conical device which can be used to
arbitrarily control the polarization of EM waves has been proposed in [55]. Consider
a similar transformation in a spherical coordinate system

r′ = r, θ ′ = θ , φ ′ = φ (for θ > α), (2.46)

r′ = r, θ ′ = θ , φ ′ = φ +φ0 (for θ < β ), (2.47)

r′ = r, θ ′ = θ , φ ′ = φ + f (θ)φ0 (for β < θ < α), (2.48)

where f (θ) is also an arbitrary continuous function with f (α) = 0 and f (β ) = 1.
It can be seen that the above mapping rotates at an angle φ0 for region θ < β .
A circularly cylindrical polarization rotator was proposed in [38]. These devices
can arbitrarily control the polarization of EM waves getting through without any
scattering [38, 55].

2.3.4 Wave-Shape Transformers

An approach to convert cylindrical waves to plane waves in a short range using the
optical transformation was proposed in Refs. [27, 49], which can be used either as a
four-beam antenna or a compact range for near-field measurement of plane waves.
Figure 2.9(a) illustrates the structure of a wave-shape transformer and electric field
distributions inside and outside the transformer. When the cylindrical waves propa-
gate through the conversion metamaterial layer, four beams of plane waves emerge
in the surrounding medium, free space here. Hence, in a very short distance, the
cylindrical waves emitted from a line source are converted to plane waves in four
directions. Figure 2.9(b) shows normalized power flow intensity distributions for
the EM wave transformer. Clearly, the scattering effect at four corners of the square
is quite small. In another word, the transformer provides high-directivity radiation
beams to four directions, hence it can be employed to design high-gain antenna or
wave collimators [37].

Similarly, the transformation design method was employed to realize substrates
that can modify the emission of an embedded source [103]. With proper transfor-
mation functions, the energy radiated by a source embedded in these space variant
media will be concentrated in a narrow beam [34]. Hence, the technique of opti-
cal transformations is a powerful approach for good performance antenna designs
[44, 102].

A more general situation that converts a wave front from an arbitrary shape to
another arbitrary style has been considered in [60]. The authors proposed a gen-
eral method of designing wave-shape transformers. By adopting this method, a
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Fig. 2.9 (a) The distributions of electric fields and power flow lines for the transformer from
cylindrical waves to plane waves. (b) Power flow distributions for the cylindrical-to-plane-wave
transformer.

wave-shape transformer that convert wave fronts with arbitrary shape and size to
another arbitrary style can be constructed.

The basic idea comes from that waves which propagate perpendicular to the
phase fronts in the free space. Hence, the wave shape and size of a non-plane wave
will be changed momentarily. If a device can limit the propagation of a wave in one
certain region and convert the wave shape to another style when the wave leaves, it
is called wave-shape transformer. In topological interpretation, such a device causes
the spatial deformation by mapping the points traced by the wave propagating in the
virtual space (free space here) to the points within the physical space. Therefore, the
electric permittivity and magnetic permeability for this device can be established by
using the coordinate transformation theory.

One can also design a transformation device that keeps wave shape. Such a trans-
formation device keeps the phase front without changing the shape and size when
a wave propagates through it [61]. An interesting property of such media is that
the power will be transmitted along a given direction, whatever the wave shape
might be.

2.3.5 EM-Wave Bending

Rahm et al. expanded the class of transformation of optical structures by introduc-
ing finite embedded coordinate transformations, which allow the field manipula-
tions performed by a transformation medium to be transferred to the wave that exits
the medium [71]. For example, they proposed a parallel beam shifter and a beam
splitter. They are different from the known transformation optical designs, which
are inherently reflectionless. The embedded optical transformation can also be used
to bend EM waves to the desired directions inside a waveguide or in free space
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without any reflections (or with tiny reflections) by designing proper inhomoge-
neous and anisotropic materials [15, 22, 30, 37, 72, 74].

One can employ the finite embedded optical transformation to realize the waveg-
uide bends [30]. Define a mapping from the original space to the physical
space as

x′ = xcos
θy
h

, (2.49)

y′ = xsin
θy
h

, (2.50)

z′ = z, (2.51)

in which θ is the radian of the bending angle and h is an optional variable. When
such a wave bender is filled inside metallic waveguide bends, the incident waves
will be guided through the bends with very small reflections. The simulation re-
sults of the waveguide bends with different bending angles and different values of
h are shown in Fig. 2.10(a)–(d). TM-polarized plane waves are incident from the
bottom with the working frequency of 8 GHz, for which the free-space wavelength

Fig. 2.10 The distribution of magnetic fields (z components) inside different waveguide bends. (a)
θ = π/4 and h = 4λ0; (b) θ = π/2 and h = 4λ0; (c) θ = 3π/4 and h = 8λ0; and (d) θ = π and
h = 8λ0. λ0 is the free-space wavelength.
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is λ0 = 37.5 mm. It is clear that incident waves travel through the waveguide bends
smoothly and maintain their original field patterns without any distortions in all
cases.

The arbitrary wave-bending structure with reduced EM parameters have been
designed and analyzed using the optical transformation [30], which is composed of
simple and realizable metamaterials. The reduced-parameter wave bender is uniax-
ial and hence easy to realize using artificial structures. When such wave bender is
placed in the air, the incident waves will be bent to any designed directions. The
layered wave benders also have good performance in the wave bending.

We have mentioned that the finite embedded approach does not inherently lead
to reflectionless devices in contrast to optical elements designed by continuous co-
ordinate transformations. However, reflections at the boundaries of these transfor-
mation elements can be completely avoided when they satisfy some certain condi-
tions. It has been found by heuristical means that transformation media designed
by finite embedded coordinate transformation can be reflectionless if the metric of
the transformation medium in the direction normal and parallel to the interface be-
tween the transformation medium and the surrounding medium is continuous at the
boundary [71].

2.3.6 More Invisibility Devices

We will discuss more interesting invisibility devices proposed more recently. Green-
leaf et al. presented a mathematical description of invisible tunnel, which allows
EM wave propagation inside the tunnel, but it is invisible to the observers [18]. Ac-
cording to the embedded optical transformation approach mentioned in the above
section, a class of invisible slab cloaks was proposed and analyzed in [99]. The
designed slab cloaking structures could force the incident EM waves to propagate
around the cloaked objects in the slabs without any distortions. The potential ap-
plication of such slab cloaks is a type substrate for integrated circuits, which will
protect the devices inside from the interference of EM waves but not disturb their
EM properties. Figure 2.11(a) shows the distribution of magnetic fields and EM
power flow lines (white arrows) when the TM Gaussian beam is normally incident
to the slab. Although there are some sharp angles on the boundary of the cloaked
object, the Gaussian beam outside the slab is almost unaltered. We can observe that
the incident beam propagates around the cloaked prism smoothly and return to its
original direction, as if no scatterers exist.

Similarly, a kind of one-directional perfect cloak composed of only homoge-
neously anisotropic materials was proposed in [88]. The idea is raised based on
the fact that there will be no scattering when TM-polarized waves impinge onto
an infinitesimal PEC surface, with the electric fields perpendicular to the surface.
Therefore, we can define a transformation that maps a diamond space containing
the infinitesimal PEC surface to the space with a diamond PEC inner boundary (see
Fig. 2.11(b)). For this transformation, the topology of the space stays unchanged and
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Fig. 2.11 The distributions of magnetic fields and power flow lines for the one-directional perfect
invisible cloaks when a TM Gaussian beam is normally incident. (a) The slab cloak. (b) The
diamond cloak.

a perfect cloak for TM waves is obtained. The advantage of this kind of cloak is that
the parameters are only homogeneously anisotropic, which will facilitate practical
realizations. A similar layered one-dimensional cloak was discussed in [5].

Will the embedded objects inside the cloak impact on the perfect cloaking effect?
The aforementioned examples did not consider this problem. The answer is that the
perfect cloaking effect can be defeated by adding another kind of transformation
media inside the cloak [8]. The authors showed that the invisible cloak cannot hide
the enclosed domain if the inside domain has a shell of anti-cloak. The anti-cloak
region is an anisotropic negative refractive shell which is impedance matched to the
cloaking layer outside. The idea comes from that a negative refractive index medium
“cancels” the space of a positive index medium that has the same impedance [68].
A heuristic way of understanding the operation of an anti-cloak is that it destroys
the functionality of the inner part of the invisibility cloak and effectively shifts the
enclosed region outward to make contact with the outer part of the cloaking layer
which is not “canceled.” This results in a finite cross section. Hence, if an object
is covered by an outer layer made of a specific form of negative index anisotropic
material, it will not be made entirely invisible by the invisibility cloak.

The previously mentioned invisible cloaks are all closed ones. As we discussed,
closed cloaks have the continuous shell region in which the wave energy is guided
smoothly so that the light is excluded from the shielded region without distortions.
One disadvantage of closed cloaks is that they are not practical, especially for the
moving objects. As we all know that the moving object must have at least one
window through which both information and matter can be transmitted. However,
the closed cloaks do not allow such windows. Ma et al. have proposed a kind of
open cloaks that have one or more windows, hence a hidden object can exchange



2 Optical Transformation Theory 41

information and matter with the outer environment [59]. Compared with closed
cloaks, open cloaks are not perfect in performance, but they are more meaningful in
applications.

More recently, a new recipe for an invisibility cloak has been proposed, which
can hide an object that lies outside the invisible device itself [39]. The key idea
behind this design is the concept of complementary media, which can be regarded as
a special kind of transformation media and can optically “cancel” a certain volume
of space at a certain frequency. This concept has various important implications,
such as the perfect lens, the superscatterer, the cylindrical superlens, and the “anti-
cloak” [8, 10, 66, 68, 93, 96].

Such an invisibility device embedded in a negative index shell can make an object
that is external to the device invisible. The working principle is described in two
steps. First, the object as well as the surrounding space is optically canceled by
using a complementary media layer with an enclosed complementary “image” of
the object. Then, the correct optical path in the canceled space is restored by a
dielectric core material. As a consequence, the whole system is effectively equal to
a piece of empty space fitted into the canceled space, and invisibility is realized.

2.3.7 Other Optical-Transformation Devices

Besides the transformation elements mentioned above, the optical transformation
method can also be used to design many other devices, such as high-performance
antennas, EM-beam modulators, superscatterer, imaging devices, polarization split-
ters [26, 31, 38, 81, 85, 86, 89, 93, 96, 106]. As an example, we introduce a lens
antenna realized by a finite embedded optical transformation [26], which could find
important applications in wireless communications and other microwave engineer-
ing. Using the discrete embedded optical transformation, a layered high-directivity
lens antenna has been designed. All layers of the lens antenna are composed of ho-
mogeneous and uniaxially anisotropic metamaterials, which are easy to manipulate.
When the layered lens is embedded into a PEC horn, the lens antenna provides a
high-directivity radiation beam [26]. The proposed method can also be used to real-
ize the beam modulation [89].

While applying the method of discrete optical transformation, one divides the
physical and virtual spaces into several layers in the same way [26]. For each layer,
define a separate function which maps virtual space to physical space. Hence the
device region, so-called physical space, is actually the staircase approximation of
the trapezium obtained by stacking rectangles on top of each other. At this point,
the larger the layer number is, the more accurate the transformation will be. We
write out the medium parameters for kth layer of the discrete lens,

εk
xx = μk

xx = αk, (2.52)

εk
yy = μk

yy = 1/αk, (2.53)

εk
zz = μk

zz = 1/αk, (2.54)

where αk = 1+(k−0.5)(b−a)/(na) and n is total number of the layers.



42 Wei Xiang Jiang and Tie Jun Cui

The above equations provide full expressions of the permittivity and permeability
tensors in each layer of the lens. For practical reason, we concentrate on the TE
wave incidence with the electric fields polarized along the z-axis. In such a case,
only εk

zz, μk
xx, and μk

yy are required in above equations. The dispersion relations keep
unchanged if the products of μk

xxεk
zz and μk

yyεk
zz are the same as those in the above

equations. Hence one advantageous choice is to select

εk
zz = 1, (2.55)

μk
xx = 1, μk

yy = 1/α2
k . (2.56)

In this set of parameters, only μk
yy is different in each layer of the lens antenna,

which makes the whole structure very easy to realize. We remark that the reduced-
parameter transformation media provide the same wave trajectory inside the lens an-
tenna, and there will be no reflection for the normal incidence because of the wave-
impedance matching at the inner boundaries. In the following simulation results,
the layered lens antenna is composed of man-made materials defined in Eqs. (2.55)
and (2.56).

As a comparison, we also consider the lens designed by continuous transforma-
tion method. In such a case, the constitutive tensors are expressed as

ε̄ = μ̄ =

⎛

⎝
εxx εxy 0
εyx εyy 0
0 0 εzz,

⎞

⎠ , (2.57)

in which

εxx =
La+(b−a)y

La
+

La(b−a)2x2

(La+(b−a)y)3 , (2.58)

εxy =
(b−a)x

La+(b−a)y
= εyx, (2.59)

εyy =
La

La+(b−a)y
= εzz. (2.60)

Obviously, the lens is composed of inhomogeneous and strongly anisotropic ma-
terials, which are very complicated and much more difficult to fabricate in real
applications.

To reveal the performance of the above-mentioned lens antennas, full-wave simu-
lation results are illustrated in Fig. 2.12. The distributions of electric fields inside and
outside the lens antenna designed by continuous optical transformation are shown in
Fig. 2.12(a). Figure 2.12(b) demonstrates the electric field distributions of the lay-
ered lens antenna designed by discrete optical transformation, in which the size of
PEC horn is the same as that in Fig. 2.12(a). However, fewer reflections are observed
inside the lens antenna in Fig. 2.12(b). It is obvious that almost all EM powers are
concentrated as a beam of plane waves in the front of the lens antennas.

For comparison with the conventional lens, we designed a horn antenna filled
with a collimating lens, which is made of regular dielectric in accordance with the
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Fig. 2.12 The distribution of normalized electric fields inside and outside the lens antennas, under
the excitation of line-current sources. (a) The lens is designed by continuous optical transforma-
tion. (b) The lens is designed by discrete optical transformation. (c) The collimating lens is made
of regular dielectric.

method in [33]. Figure 2.12(c) demonstrates the electric field distribution inside and
outside the regular lens antenna, in which the size of the PEC horn is the same as
that in transformation design lens antennas. Clearly, the transformation-optics lens
antennas have much better performance than the conventional lens. The directiv-
ity of the transformation lens antennas is above 30 and the regular lens antenna is
about 20.

In order to unify a range of EM “meta-phenomena,” Leonhardt and Philbin
pointed out that a perfect lens made by negative refraction [66, 83] could be in-
terpreted as a result of a coordinate transformation [42]. For perfect lens, a single
region in virtual EM space is mapped to multiple regions in physical space, hence
EM space is multi-valued. An extension of this viewpoint for designing perfect lens
with additional operation functions has been presented in [78].

A similar cylindrical lens was analyzed in [93], which can be considered as de-
ployment of a spatial mapping in cylindrical coordinates. Compared with a slab
lens, such a cylindrical lens has two advantages. First, the whole structure has a fi-
nite cross-sectional size. No structural truncation in cross section is necessary for
its physical implementation. Second, it can form magnified or demagnified image.
Compared with a perfect cylindrical lens proposed by Pendry [67], which is based
on rolling up a perfect slab lens existing in the virtual EM space, the cylindrical lens
[93] has all finite material parameters, and an appropriate design can leave the exte-
rior region unaltered as free space. Therefore, such a device is much more favorable
from both realization and application points of view.

2.4 Summary

In this chapter, we introduced the concept of optical transformation and discussed
several categories of transformation optical devices that came forth in the past
years. The optical transformation enables the direct manipulation of EM waves, and
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therefore it offers a powerful tool for design of novel and complicated devices. In-
visibility, previously thought purely in the realms of science fiction, now can be
realized by metamaterials with the help of the theory discussed here. We believe
that transformation optical design will prove to be a useful methodology. Together
with advancing metamaterial technology, it should lead to the realization of devices
that would be very difficult to fabricate any other way. The optical transformation is
expected to have further impact on real-life applications.
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Chapter 3
General Theory on Artificial Metamaterials

Ruopeng Liu, Tie Jun Cui and David R. Smith

Abstract In this chapter, we present a general theory of effective media to estab-
lish the relationship between the local field responses on metamaterial structure and
the macroscopical behaviors for artificial metamaterials composed of periodic res-
onant structures. By treating the unit cell of the periodic structure as a particle, we
average the local field to define the local average permittivity and permeability for
different unit structures and derive a general form of discrete Maxwell’s equations
in macroscale. We obtain different wave modes in metamaterials including propa-
gation mode, pure plasma mode, and resonant crystal bandgap mode. The distortion
in the electromagnetic parameters has been well explained by the derived spatial
dispersion model. Thus, the unfamiliar behaviors of metamaterials from the numer-
ical S-parameter retrieval approach is further verified and described. The excellent
agreements between the theoretical predictions and the numerical retrieval results
indicate that the new defined model and method of analysis fit better to the physical
structures and is thereafter a more advanced form of fitting formula for the effective
electromagnetic parameters of metamaterials.
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3.1 Local Field Response and Spatial Dispersion Effect
on Metamaterials

Metamaterials are composed of subwavelength resonant structures and can respond
to the electric and magnetic field as a homogenous material. In this section, we will
discuss the field averaging technology [7, 6] and understand the local field response
in such subwavelength metamaterial structure. As shown in Fig. 3.1, the split ring
resonator (SRR) is a typical metamaterial structure with magnetic resonance [6].
To take SRR as an example of practical metamaterial structure, its equivalent cir-
cuit topology can be interpreted in Fig. 3.2. If an external magnetic field penetrates
through SRR structure, it can excite the resonant current in this LC resonator and
so a magnetic dipole moment can be generated. To define the effective permittivity
and permeability to this type of subwavelength structure, one approach is to average
the local filed flux and field intensity and relate the equivalent electromagnetic pa-
rameters to the ratio of such averaging flux and intensity. We hereby use this SRR
structure shown in Fig. 3.2 as an example to show the approach of solving such
local field response and thus obtain ε and μ . As there is no fundamental response
to the electric field from SRR, we focus on the magnetic response here on the SRR
structure.

Fig. 3.1 SRR unit cell structure.

In Fig. 3.2, L, C, and R are the equivalent inductor, capacitor, and resistor. S0 is
the area of SRR unit cell while V is the volume of a unit cell. The circuit resonance
can be excited by magnetic flux across the area of SRR unit cell.

The analytical solution for the structure becomes difficult because of the interac-
tion between the unit cell and the complex local field distribution. However, people
have used the Drude-Lorentz resonance form to model ideal SRR particle response
[7].

Recall that in Drude–Lorentz model, F ,γ , and f0 are the fitting parameters stand-
ing for oscillation factor, damping factor, and resonant frequency, respectively,
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Fig. 3.2 Circuit topology of SRR unit cell.

μ = μ0

(
1− F f 2

f 2 − f 2
0 + iγ f

)
, (3.1)

in which

F =
μ0S2

0/V

L+ μ0S2
0/V

, (3.2)

f0 =
1

2π
√

(L+ μ0S2
0/V )C

, (3.3)

γ =
R

2π(L+ μ0S2
0/V )

. (3.4)

Figure 3.3 demonstrates the typical magnetic response from this theoretical solu-
tion that has a Drude–Lorentz resonant lineshape. On the other hand, the permittivity
is expected to be a flat response with frequency as no fundamental electric resonance
occurs.

Besides this field averaging solution, another approach called EM parameters
retrieval process was developed recently [2]. Such retrieval process is based on the
full wave simulation to the practical metamaterial structure. By assuming the wave
propagation in a thin slab, the equivalent effective permittivity and permeability of a
particular structure can be extracted and analyzed. Thus, we can achieve the typical
response of a practical SRR structure via such full wave simulation analysis, shown
in Fig. 3.4.
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Fig. 3.3 A typical Drude–Lorentz response to a magnetic resonator according to the theoretical
calculation on the local field response.

Fig. 3.4 A typical effective permittivity and permeability extracted by the standard retrieval pro-
cess.

Comparing Figs. 3.3 and 3.4, we can observe a significant discrepancy between
the theoretical prediction and practical retrieval. An unexpected anti-resonance
(electric resonance) occurs in the magnetic resonator and the magnetic resonance
deviates from Drude–Lorentz resonant lineshape. Such difference is attributed by
the assumption that the unit cell structure is infinitesimal in the theoretical deriva-
tion, whereas the metamaterial structure is of a finite size in reality so that it causes
the permittivity and permeability to depend on both frequency and coordinate. We
call it spatial dispersion effect on metamaterials. In the current metamaterial struc-
tures, the unit cell is approximately one-tenth of the wavelength in reality. In such a
case, the spatial dispersion will strongly distort the local field response from Drude–
Lorentz resonance to such unfamiliar responses [2, 15, 1, 17, 12, 10, 16, 4, 11, 5,
18, 8, 9, 13, 14, 3]. To address this gap, we establish the macroscopic behavior and
local field response in the next section.
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3.2 Spatial Dispersion Model on Artificial Metamaterials

To address the unfamiliar response caused by spatial dispersion effect, we are going
to establish a spatial dispersion model to describe the artificial metamaterials. If
we start with the integral form of Maxwell’s equations and imagine averaging the
fields over a unit cell, we arrive at a finite-difference form of Maxwell’s equations
in which the averaged electric fields are defined on the edges of one cubic lattice,
while the averaged magnetic fields are defined on the edges of a second offset lattice
[10]. To simplify the analysis, we assume a wave whose electric field is polarized
in the x-direction and propagates along the z-axis (Fig. 3.5). The unit cell of the
metamaterial is assumed to have a periodicity p. Under these conditions, one of the
Maxwell’s curl equations reduces to

Ex[(n+1/2)p]−Ex[(n−1/2)p] = iωμ pHy[np], (3.5)

in which n = 0, ± 1, . . ., and the averaged electric field Ex and magnetic field Hy

are defined by the line integrals

Ex(z) =
1
p

∫ +p/2

−p/2
E(x,0,z)dx, (3.6)

Hy(z) =
1
p

∫ +p/2

−p/2
H(0,y,z)dy. (3.7)

Under this form of averaging, the average permeability μ has the form [10]

μ =
1

p2Hy(0)

∫ +p/2

−p/2

∫ +p/2

−p/2
μaH(x,0,z)dxdz. (3.8)

Fig. 3.5 Metamaterial composed of periodic particles, where a plane wave is incident along the
z-direction.
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Similarly, the other Maxwell’s curl equation in integral form can be simplified to

Hy[(n+1)p]−Hy[(np)] = iωε pEx[(n+1/2)p] (3.9)

after introducing the average permittivity

ε =
1

p2Ex(p/2)

∫ +p/2

−p/2

∫ +p/2

−p/2
εaE(0,y,z)dydz. (3.10)

In Eqs. (3.8) and (3.10), εa and μa are the permittivity and permeability of the
background medium. Equations (3.7) and (3.9) together represent a discrete set of
Maxwell’s equations (DME).

In order that the DME represents an infinite periodic structure, we apply the
Bloch boundary conditions: Ex[(n + 1/2)p] = Ex[p/2]ei(nθ+θ/2) and Hy[(np)] =
Hy[0]einθ , in which θ is the phase advance across one cell. Substituting the boundary
conditions into the DME, we obtain the dispersion equation

sin(θ/2) = Sdω p
√

με/2, (3.11)

where Sd = 1 if the wave is propagating in a material where ε and μ are both pos-
itive, and Sd = −1 if the wave is propagating in a material where ε and μ are both
negative. Equation (3.11) shows that the phase advance is related not only to the
average constitutive parameters, but also to the periodicity p.

To obtain a complete description of wave propagation in a medium, it is also
necessary to determine the wave impedance of the medium, which is defined as
η(z) = Ex(z)/Hy(z). Part of the difficulty in obtaining an analytic expression for
the averaged impedance is that averaged electric and magnetic fields for the ef-
fective finite-difference Maxwell’s equations are defined on the edges of lattices
that are offset from each other, whereas the definition of impedance requires the
ratio of electric and magnetic fields at the same point. We state without justifi-
cation here that we can interpolate the field value on a point midway between
two lattice edges by taking the linear average of fields located at the nearest
neighbors [3].

Using the linear average, we arrive at two possible definitions of the impedance:
one is obtained by averaging the magnetic field defined on two adjacent edges of the
magnetic lattice, while the other is obtained by averaging the electric field defined
on two adjacent edges of the electric lattice. The two averages lead to two different
expressions for the impedance that can be summarized as

η =
√

μ/ε(cosθ/2)Sb . (3.12)

Sb = 1 for unit cells that have predominantly electric response, while Sb = −1
for unit cells that have predominantly magnetic response. The ambiguity in the
impedance expression is resolved by a rigorous derivation leading to an exact for-
mula, which will be presented elsewhere. In the limit that the unit cell has a resonant
electric or magnetic response, the general expression reduces to Eq. (3.12).
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With the phase advance Eq. (3.11) and impedance Eq. (3.12), we can now obtain
an analytic solution for the constitutive parameters of a metamaterial. Denoting the
effective permittivity and permeability as εeff and μeff, then the phase shift θ and
wave impedance η can be expressed in terms of εeff and μeff as θ = ω p

√μeffεeff

and η =
√

μeff/εeff. Considering Eqs. (2.7) and (2.8), we obtain the general solution
for the effective permittivity and permeability as [3]

εeff = ε · (θ/2)
sin(θ/2)

[cos(θ/2)]−Sb , (3.13)

μeff = μ · (θ/2)
sin(θ/2)

[cos(θ/2)]Sb . (3.14)

Equations (3.13) and (3.14) demonstrate the relationship between local field re-
sponse and macroscopic equivalent electromagnetic parameters. As expected, the
permittivity and permeability are not only frequency dependent but also phase ad-
vance (wave vector) dependent. If the periodicity of the unit cell goes to infinitesi-
mal, we can achieve εeff = ε and μeff = μ and so the structure can be described by
Drude–Lorentz model again.

3.3 Explanation of the Behavior on Metamaterial Structures

According to the general solution we achieved in the last section, we can analyze
the wave propagation modes and explain the physical origin behind the retrieval
curves.

When 0 < με < 4/(ω p)2, θ is real and thus the corresponding modes are prop-
agating. The effective constitutive parameters predicted by Eqs. (3.13) and (3.15)
provide useful insight. The wave impedance approaches zero for an electric res-
onator or infinity for a magnetic resonator when θ = π or −π . This behavior im-
plies that when either ε or μ takes large values, then μ or ε will take accordingly
small values. The medium as a whole in these cases can be viewed as a spatial
resonator.

When the averaged permittivity and permeability satisfy με < 0, only evanescent
waves exist in the metamaterial based on Eq. (3.11). In such a case, Eqs. (3.13) and
(3.14) represent purely evanescent modes with either electric or magnetic character,
depending on the signs of μ and ε .

When με > 4/(ω p)2, Eq. (3.11) shows that θ will be a complex number
θ = Sdπ + iθI , which corresponds to a resonant crystal bandgap mode. Here, Sd

is the dispersion sign defined earlier corresponding to left- or right-handed average
parameters and θI = 2ln(u +

√
1+u2). The resonant crystal bandgap results from

the periodicity inherent to the metamaterial combined with large effective constitu-
tive parameters associated with the resonant metamaterial elements. In this case, the
effective permittivity and permeability are expressed as [3]
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εeff = −Sb · ε · θI − iπ
cosh(θI/2)

[sinh(θI/2)]−Sb , (3.15)

μeff = Sb ·μ · θI − iπ
cosh(θI/2)

[sinh(θI/2)]Sb . (3.16)

From Eqs. (3.15) and (3.16), we observe three important features. First, only
evanescent waves are supported in the crystal bandgap regime. Second, the phase
shifts by ±180◦ from one cell to an adjacent cell, where the sign depends on whether
the averaged parameters are both positive or negative. Finally, the imaginary parts
in the effective permittivity and permeability appear in conjugate forms. Hence one
of the constitutive parameters will always acquire a negative imaginary part (i.e.,
negative loss assuming an exp(−iωt) time dependence). The negative loss com-
pensates the positive loss in the other parameter to generate an overall lossless
behavior [3].

3.4 Verification of the Spatial Dispersion Model

To validate the analytic theory, we consider a metamaterial formed from split ring
resonators (SRRs), which possess a strong magnetic resonance [8]. Since the SRR
is a magnetic-response structures, Sb = −1 must be chosen. Were we to analyze a
structure with an electric resonance, such as the ELC introduced in [13], we would
choose Sb = 1. From an analytic, quasistatic theory, the SRR structure shown in
Fig. 3.6(a) possesses an averaged permeability in the absence of spatial dispersion
of the form

μSRR = μa
[
1−F f 2/( f 2 − f 2

0 + iγ f )
]
, (3.17)

in which f0 is the magnetic resonant frequency and γ is the loss factor. The SRR usu-
ally does not exhibit a strongly dispersive permittivity, so we take for the averaged
permittivity εSRR = εasin(v)/v as homogeneous model for background medium, in
which v = ω p

√εaμa/2.
Based on the ideal form, we calculate the effective permittivity and permeabil-

ity using the analytic formulas above. Figure 3.6 compares the predicted param-
eters for the SRR structure with those from the numerical S-parameter retrieval.
The S parameters are simulated using HFSS (Ansoft), a commercial, full-wave
electromagnetic solver whose accuracy has been verified earlier [6, 2, 10]. In the
simulations, a single unit cell is simulated along the z-direction, with periodic
boundaries applied along the x- and y-directions. From Fig. 3.6, excellent agree-
ment is found between the analytic theory and simulations.

The frequency regimes of various modes can easily be identified from the phase
advance shown in Fig. 3.6(c). Below the frequency of 9.6 GHz, the wave is prop-
agating. From 9.6 to 10 GHz, the phase advance reaches 180◦ and hence the
wave is in the resonant crystal bandgap regime. From 10 to 11.5 GHz, modes are
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Fig. 3.6 Comparison of theoretical prediction results and retrieval results from S parameters for
the SRR structure. The parameters used for the theoretical calculation are chosen as f0 = 9.975
GHz, εa = 4.4ε0, μa = μ0, γ = 5× 107, p = 2.5 mm, and F = 0.23. SRR structure is inserted
in (b). The substrate is FR4 (ε = 4.4 + 0.044i) with a thickness of 0.25 mm. The dimensions are
a = 2.5 mm, c = 2.2 mm, g = 1.1 mm, b = e = 0.2 mm, and d = f = 0.22 mm. Ref. [12].

evanescent. The resonant frequency of SRR occurs at 10 GHz. Above 11.5 GHz, all
modes once again correspond to propagating.

The above analysis provides insight into the behavior of the effective constitutive
parameters for the SRR metamaterial. For example, the large discontinuity in the
permeability and corresponding damping of permittivity at 9.6 GHz occurs because
θ = 180 at this frequency, which is the transition frequency between propagating
modes and resonant crystal modes. The wave impedance becomes very large at this
frequency, as shown in Fig. 2.2(d). The critical frequency of the resonant crystal
bandgap has previously been misidentified as the resonant frequency of the perme-
ability, which actually occurs at 10 GHz.

Similarly, for the other type of particles, ELC resonator, which can provide elec-
tric resonance, shown in Fig. 3.7, can be calculated from the form

εELC = εa
[
1−F f 2/( f 2 − f 2

0 + iγ f )
]
, (3.18)

and μELC = μa sin(v)/v. Here, f0 is the electric resonant frequency [3].
The relatively analytic formulas presented here provide an accurate description

of electromagnetic metamaterials. Because the equations are closed form and rel-
atively simple, the influence of spatial dispersion can be clearly identified and the
anomalous form of the constitutive parameters understood. It has been a large step
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Fig. 3.7 The ELC structure. Comparison of theoretical-prediction results and retrieval results from
the S scattering parameters for the ELC structure. The parameters used in theoretical calculation
are that f0 = 12.2 GHz, εa = 4.2ε0, μa = μ0, γ = 4 ·107, p = 3.333 mm, and F = 0.19. The substrate
is FR4 (ε = 4.4 + 0.001i) whose thickness is 0.2026 mm. The dimension is that a = 3.333 mm,
b = 3 mm, c = d = g = f = 0.2 mm, and e = 1.4 mm. Ref. [12].

toward a full characterization of metamaterials and will become a method to analyze
and extract the local field response from numerical retrieval process. By achieving
the fitting formulas to the structure response, a further rapid design approach can be
generated in the following chapter.
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Chapter 4
Rapid Design for Metamaterials

Jessie Y. Chin, Ruopeng Liu, Tie Jun Cui and David R. Smith

Abstract Metamaterials are generally composed of sub-wavelength structures with
designable geometries. The macroscopic properties of metamaterials are harnessed
by engineering the geometric dimensions of the particles. During the past few years,
designing metamaterials has become increasingly time-consuming due to the grow-
ing complexity of their electromagnetic properties and the complexity has been
spurred by the arising interest in generating inhomogeneous and anisotropic meta-
materials. Motivated by accelerating the design process for metamaterials with ex-
cellent accuracy, rapid design for metamaterials is introduced in this chapter. This
method is based on full-wave simulation, S-parameter retrieval technique, and the
effective medium theory for metamaterials. The rapid design algorithm for meta-
materials is widely applicable to all particles with or without resonances from mi-
crowave to optical regime. Its efficiency is validated and demonstrated by a few
examples.

Key words: Rapid design for metamaterials, system level design, particle level de-
sign, material parameters, geometric parameters, Lorentz parameters, modified per-
mittivity, modified permeability, full-wave simulation, S-parameter retrieval, effec-
tive medium theory, Drude-Lorentz model, curve fitting.

Jessie Y. Chin and Tie Jun Cui∗
State Key Laboratory of Millimeter Waves, Southeast University, Nanjing 210096, China.
∗e-mail: jychin@seu.edu.cn and tjcui@seu.edu.cn

Ruopeng Liu and David R. Smith +

Center for Metamaterials and Integrated Plasmonics, Department of Electrical and Computer
Engineering, Duke University, Durham, NC, 27708, USA.
+ email: ruopeng.liu@duke.edu and drsmith@duke.edu

T.J. Cui et al. (eds.), Metamaterials, DOI 10.1007/978-1-4419-0573-4 4, 61
c© Springer Science+Business Media, LLC 2010



62 Jessie Y. Chin, Ruopeng Liu, Tie Jun Cui and David R. Smith

4.1 Introduction

In the burgeoning research area of metamaterials, a good variety of artificially
engineered sub-wavelength metamaterial particles have been proposed to gen-
erate the desired magnetic and/or electric responses to externally applied fields
[30, 1, 2, 37, 29, 45, 39, 40, 14, 7, 24, 11]. The electric and magnetic responses
are often characterized by constitutive parameters, permittivity and permeability,
which can be tailored by altering the geometric dimensions of the metamaterial par-
ticles. Since metamaterials provide an easy and affordable approach to accurately
controlling the spatial distribution of inhomogeneous materials, a great deal of re-
cent research interest has involved novel phenomena associated with metamaterials
with inhomogeneous constitutive parameters [41, 10, 32, 18, 44, 36, 22, 26]. More
recently, the technique of optical transformation based on metamaterials [31, 21]
has become a powerful tool to manipulate electromagnetic waves by metamateri-
als in various desired manners and has inspired many novel electromagnetic de-
vices [36, 5, 15, 16, 35, 33, 34, 22, 20, 25]. However, optical transformation
dramatically increases the complexity of metamaterials to be designed, because
not only the constitutive parameters are, in many cases, spatially inhomogeneous
[36, 15, 16, 35, 34, 22, 25] and anisotropic [36, 35], but the overall size of the
metamaterials can be much larger [22, 25]. This has led to the obvious burden of
metamaterial design.

One approach to design a metamaterial is by setting up analytical equivalent
circuit models for the metamaterial particles [6, 13, 2, 3]. However, the analytical
method can only be applied under limited classes of structures and is often un-
able to accurately predict the macroscopic behavior of metamaterials. Alternatively,
metamaterials are more often designed by full-wave electromagnetic simulations,
e.g., finite element method (FEM) and finite integration technique (FIT). Com-
mercial software including FIT-based CST Microwave Studio and FEM solver of
ANSOFT HFSS are widely used. ANSOFT has provided a specific technical docu-
ment [48] to address the simulation of metamaterial-based microwave devices. The
commonly adopted design method repeats simulations to optimize the constitutive
parameters for a single metamaterial particle. To improve the efficiency of opti-
mization, attempts have been made to incorporate density method [19], genetic al-
gorithm (GA) [12, 8], and topology optimization [46, 47, 38] into metamaterial
design.

In more complicated cases, simultaneous optimization of material parameters
is necessary and the overall number of the designed metamaterial particles with
different parameters can be fairly large. Metamaterials designed to realize optical
transformation may contain from a few to tens of thousands of different particles
[36, 25]. Designing such a material would be too time-consuming even with op-
timization techniques. This is because the full-wave simulations consume a con-
siderably large amount of time and the optimization requires running multiple
simulations.

In this chapter, we introduce an automated and rapid method for metamaterial de-
sign, which is capable of designing metamaterials with both accuracy and efficiency.
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The detailed algorithm is explained and a few examples are given to demonstrate the
speed and validity of the method. The accuracy of the design is also proved by ex-
perimental results.

4.2 The Algorithm of Rapid Design for Metamaterials

Metamaterials are composed of spatially discrete sub-wavelength unit cells, each of
which is considered as a particle. The principle function of rapid design for metama-
terials is to automatically and efficiently obtain the optimized geometric parameters
for every metamaterial particle of a complicated metamaterial system with inhomo-
geneous (or homogeneous) material parameters to be designed.

4.2.1 Schematic Description of Rapid Design

The schematic process of rapid design is illustrated by the flowchart in Fig. 4.1. It
includes the following three essential steps.

Fig. 4.1 The flowchart of rapid design for metamaterials including three basic steps: the system
level design, the particle level design, and mask generation.
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4.2.1.1 System Level Design

The system level design computes spatial distribution of the material parameters
based on the desired function of the metamaterial. It applies optical transformation
or geometric optics to compute the spatially varying permittivity, permeability, re-
fractive index, etc. The computation can be analytical, and when the problem is too
complicated to solve by analytical solutions it can be numerical as well [25].

4.2.1.2 Particle Level Design

The particle level design outputs the optimized geometric parameters of the metama-
terial particles for each set of material parameters. It has four sub-steps as follows.

In sub-step 1, a small number of metamaterial particles with different geometric
parameter values are simulated as samples. From the simulated transmission T and
reflection coefficients R, the local field responses of the simulated particles defined
as permittivity and permeability are then retrieved, which are in the form of Drude–
Lorentz model when the metamaterial particles are resonant.

In sub-step 2, the curves of permittivity and permeability are fitted with a Drude–
Lorentz model if the metamaterial particles are resonant and by Taylor expansion if
they are non-resonant. Curve fitting by Drude–Lorentz model extracts the Lorentz
model parameters defined in Section 4.2.2.2.

In sub-step 3, a mathematical relation between the Drude–Lorentz model and the
geometric parameters of physical dimensions of the metamaterial particles is set up.
Another fitting process is carried out to obtain the mathematical relation between
the geometric parameters and the Drude–Lorentz parameters/the Taylor coefficients
obtained in sub-step 2 by Taylor expansion.

In sub-step 4, by sweeping through the available geometric parameters, material
parameters are calculated by the mathematical relation obtained in sub-step 3, in or-
der to search for the geometric parameters which optimize the material parameters.
The sweeping procedure takes into consideration the fabrication precision limit and
the practical physical dimensions.

The particle level design is detailed in Section 4.2.2.

4.2.1.3 Mask Generation

This step incorporates all the different metamaterial particles whose dimensions are
determined by step (b) and generates integrated masks for fabrication.

4.2.2 Particle Level Design

The particle level design aims at designing geometric dimensions of metamate-
rial particles to implement the material parameters determined by the system level
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design. It is based on full-wave simulation and the S-parameter retrieval tech-
nique. The advantage of rapid design is that only a limited number of simula-
tions need to be run, regardless of the number of particles with different material
parameters.

4.2.2.1 Extraction of Permittivity and Permeability

(a) Drude–Lorentz Model
Most metamaterials by far are composed of resonant particles, e.g., the split-ring res-
onator (SRR) [30], the electric-field-coupled resonator (ELC) [37, 29], and the com-
plimentary SRR (CSRR) [11]. The resonances lead to responses to electric fields
characterized by dispersive permittivity ε̄ or responses to magnetic fields character-
ized by dispersive permeability μ̄ . The dispersion is described by a Drude–Lorentz
model, which can be obtained by averaging the local fields [42]. Meanwhile, the
standard retrieval technique [43] provides an easier approach to retrieve the ef-
fective permittivity εe and the effective permeability μe from simulated reflection
and transmission coefficients. In our nomenclature, ε̄ and μ̄ are termed the average
permittivity and permeability while εe and μe are termed the effective permittivity
and permeability. As discussed in the previous chapter, the two sets of constitutive
parameters obtained from microscopic and macroscopic prospectives do not quite
agree with each other. This is because metamaterial particles are not infinitely small
compared to the wavelength, which generates the effect of spatial dispersion. Yet
they are viewed as the homogeneous materials by homogenization approximation
[42]. The distortion between the two sets of constitutive parameters is bridged by
the effective medium theory [23, 49, 50].

Take a SRR for instance, its permeability has a frequency dispersion described
by the Drude–Lorentz model,

μ̄ = μ0

(
1+

F f 2

f 2 − f 2
0 + iγ f

)
. (4.1)

Fig. 4.2 compares its local permeability μ̄ to the retrieved permeability μe. A dis-
agreement between the two parameters can be observed. The effective permittivity
εe and the effective permeability μe are related to the refractive index by

n = ±√
μeεe. (4.2)

Meanwhile, the connection between the refractive index and the average permittivity
ε̄ and average permeability μ̄ is given by [42, 23]

sin

(
nk0d

2

)
= ±ωd

2

√
μ̄ ε̄, (4.3)

where d is the dimension of the metamaterial unit cell in the direction of wave
propagation. As can be found out from the two equations above, εe, μe, and ε̄ , μ̄
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Fig. 4.2 Comparison of effective permeability (marked 1) and average permeability (marked 2) of
a SRR. The real parts are plotted by solid lines and the imaginary parts by dash lines.

should be different unless d → 0, when the unit cell is infinitely small and Eq. (4.2)
becomes equivalent to Eq. (4.3).

The wave impedance η representing the ratio of electric and magnetic field in-
tensity relates to the effective permittivity and permeability by

η =
√

μe

εe
, (4.4)

and approximately relates to the average permittivity and permeability in a more
complicated manner [23]. In the cases of pure electric resonances

η =

√
μ̄
ε̄
· cos

θ
2

, (4.5)

and for pure magnetic resonances

η =

√
μ̄
ε̄
·
(

cos
θ
2

)(−1)

. (4.6)

As refractive index and wave impedance are easily obtained from reflection and
transmission coefficients by

cos(nkd) =
1

2T
(1−R2 +T 2), (4.7)

η =

√
(1+R)2 −T 2

(1−R)2 −T 2 . (4.8)
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We are therefore able to achieve the frequency-dispersive constitutive parameters
of electric or magnetic particles in the form of Drude–Lorentz model by full-wave
electromagnetic simulation, the retrieval procedure, and Eqs. (4.3) and (4.5)–(4.6).

(b) Modified permittivity and permeability for complex medium
However, most resonant metamaterial particles behave in more complicated fash-
ions than a pure electric, a pure magnetic resonance, or simultaneous electric and
magnetic resonances. Even a typical magnetically resonant SRR exhibits an electric
resonance at a frequency range higher than that of its fundamental magnetic reso-
nance mode. This is because the induced electric currents distributed symmetrically
over the ring at the electric resonant frequency, as shown in Fig. 4.3.

Fig. 4.3 Current distribution of a SRR at its electrically resonant frequency.

As for metamaterials with electric and magnetic resonances that coexist at differ-
ent frequencies, we are unable to apply Eqs. (4.5)–(4.6) to all the case. It is necessary
to generalize the method to retrieve the dispersion curves of permittivity and perme-
ability. We hence introduce another set of modified constitutive parameters εm and
μm, which satisfy

tan
nk0d

2
= ±ωd

2
√

μmεm, (4.9)

η =
√

μm

εm
. (4.10)

εm and μm are approximated transformation of ε̄ and μ̄ for the purpose of formula
fitting. Particularly, when a particle is purely electrically resonant, μm = μ̄ , εm =
ε̄ · 1

cos2(θ/2) ; when it is purely magnetically resonant, μm = μ̄ · 1
cos2(θ/2) , εm = ε̄;

and when it has simultaneous electric and magnetic resonances, μm = μ̄ · 1
cos(θ/2) ,

εm = ε̄ · 1
cos(θ/2) . εm and μm preserve the form of Drude–Lorentz model and are

applicable to all the particles we have tested so far.
By using Eqs. (4.9) and (4.10), different orders of both electric and magnetic res-

onances are separated without ambiguity. Fig. 4.4 shows an example of a combined
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Fig. 4.4 Comparison of effective constitutive parameters and modified constitutive parameters of
a complex metamaterial particle composed of a SRR and an ELC. The real parts are plotted by
solid lines and the imaginary parts by dash lines.

SRR and ELC particle [24]. The effective permittivity εe and the effective perme-
ability μe are shown to be chaotic due to multiple electric resonances accompanied
by multiple magnetic resonances, so that it is difficult to determine the resonant
properties of the complex particle. Yet the modified permittivity εm and the mod-
ified permeability μm, in the contrary, unambiguously indicate the three resonant
frequencies at 8.4, 16, and 21 GHz and three magnetic resonant frequencies at 8,
12.75, and 15.5 GHz.

We note that the resonant frequencies of the modified permittivity and perme-
ability are slightly different from those of ε̄ and μ̄ . However, in order to develop
a sophisticated design method for metamaterials, our task is to calculate material
parameters including refractive index, wave impedance, effective permittivity and
permeability, reflection and transmission coefficients. The calculation can be ac-
complished by εm and μm without ε̄ and μ̄ .

4.2.2.2 Fitting Drude–Lorentz Model

Now that we have derived how to retrieve the frequency dispersive curves of mod-
ified permittivity and permeability, which provides values of εm( f ) and μm( f ) at
discrete frequency points densely distributed over the simulated frequency range,
we next consider how to obtain their analytical expressions.
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Typical metamaterial particles have permittivity or permeability of the Drude–
Lorentzian resonance. We therefore discuss how to fit the curves of εm( f ) and μm( f )
in the following form:

μm( f ) = μ0

(
1− Fu f 2

f 2 − f 2
0u + iγu f

)
, (4.11)

εm( f ) = ε0

(
1− Fe f 2

f 2 − f 2
0e + iγe f

)
. (4.12)

For μm, we need to extract the values of the background permeability μ0, the mag-
netic resonant intensity Fu, the magnetic resonant frequency f0u, and the damping
factor of the resonance γu, and likewise for εm, the values of the background per-
mittivity ε0, the electric resonant intensity Fe, the electric resonant frequency f0e,
and the damping factor or the resonance γe. We name these coefficients Lorentz
parameters.

Take Eq. (4.11), for example, to extract the Lorentz parameters μ0, Fu, f0u,
and γu. At the resonant frequency f0u, the imaginary part of μm has the maxi-
mum value. Therefore, f0u can be obtained by determining the frequency where
μm = max(imag(μm( f ))).

Picking up the frequency fpu higher than f0u where μm = min(real(μm( f ))), we
will have

1− Fu f 2
pu

f 2
pu − f 2

0u + iγu fpu
= 0+ iδ , (4.13)

where δ = imag(μm( fpu)). Generally, the value of γu is around the scale from
fpu/1000 to fpu/10. Hence, Eq. (4.12) can be approximated by

1− Fu f 2
pu

f 2
pu − f 2

0u

= 0. (4.14)

And Fu can be given by

Fu = 1− f 2
0u

f 2
pu

. (4.15)

Submitting f0u and Fu into Eq. (4.11), we now only need to decide the values
of μ0 and γu. As we know, what we have from simulation and post-processing are
a series of discrete frequencies f corresponding to the values of μm at all of these
frequencies. Assigning an initial value of μ0, we define

[ f ] =

⎡

⎢⎢
⎣

f1

f2

...
fm

⎤

⎥⎥
⎦ ,
[

f 2]=

⎡

⎢⎢
⎣

f 2
1

f 2
2

...
f 2
m

⎤

⎥⎥
⎦ , [μm] =

⎡

⎢⎢
⎣

μm( f1)
μm( f2)

...
μm( fm)

⎤

⎥⎥
⎦ , (4.16)
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where f1,2,...,m are the series of discrete frequencies, such that

Fu
[

f 2]=
(

1− [μm]
μ0

)
( f 2

0u −
[

f 2]+ iγu [ f ]) (4.17)

is an overdetermined equation to be solved and γu can be achieved. For background
material without magnetic polarizability, we are usually able to assume μ0 = 1.

In cases of μ0 �= 1, submitting γu back into Eq. (4.17) and solving the overdeter-
mined equation again will give us an improved value of μ0. Iterating the calculations
of μ0 and γu alternatively until μ0 and γu converge at stable values will give us the
final solution. Consequently, we have obtained all the parameters for Eq. (4.10) and
reconstructed the Drude–Lorentz model.

In terms of particles with more than one electric resonances and/or magnetic
resonances, its dispersion property is described by the multiple-resonance Lorentz
model [28]

μm( f ) = μ0

(

1−
p

∑
i=1

Fiu f 2

f 2 − f 2
0iu + iγiu f

)

, (4.18)

where p is the number of resonances. Without difficulty, resonant frequencies f0iu

and zero-crossing frequencies fpiu can be sequentially determined for each reso-
nance.

Since any of the two resonances take place at two frequencies with a distinct
difference, around the resonant frequency of the ith resonance, the items donated by
the other resonances are relatively minor. Therefore, we can approximately assume
that

μm( f ) = μ0

(
1− Fiu f 2

0iu

f 2
0iu − f 2

0iu + iγiu f0iu

)
, (4.19)

when f0iu ≤ f ≤ fpiu. Conclusively, we are able to get Fiu for every i by solving

1− Fiu f 2
piu

f 2
piu − f 20iu

= 0. (4.20)

Similar to the case of single resonance, we assign an initial value to μ0 and define
the discrete frequency series from f0iu to fpiu to be [ f ] and the correlated series of
μm to be [μm] such that

Fiu
[

f 2]=
(

1− [μm]
μ0

)
( f 2

0u −
[

f 2]+ iγiu [ f ]), (4.21)

γiu (i = 1,2, ..., p) will be obtained. By substituting Fiu, f0iu, and γiu into Eq. (4.18),
an updated μ0 will be achieved. Iterating this procedure several times, the val-
ues of μ0 and γiu converge at stable values and all the Lorentz parameters of
the multiple-resonance Lorentz model will be achieved. We note that the case of
multiple-resonance Lorentz model is of special interest to design complex metama-
terial particles, e.g., the wallpaper group metamaterials [4].
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To validate the algorithm of extracting Lorentz parameters, we simulated a
metamaterial particle with a SRR and an ELC, which has two electric resonances
and one magnetic resonance between 1 and 16 GHz. By the retrieval routine
based on Eqs. (4.7)–(4.10), modified permittivity and permeability are presented in
Fig. 4.5(b). Afterward, by extracting the Lorentz parameters of the modified permit-
tivity and permeability, the curves of εm and μm were well reconstructed as shown
in Fig. 4.5(a).
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Fig. 4.5 Comparison of reconstructed εm of two resonances and μm of single resonance (a) with
εm and μm retrieved from HFSS simulation (b). Excellent agreement can be found between the two
sets of material parameters. The real parts are plotted by solid lines and the imaginary parts by
dash lines.

4.2.2.3 Taylor Expansion of Lorentz Parameters

The next step is to set up the relation between geometric parameters and the Lorentz
parameters. As an example, we consider the SRR shown in Fig. 4.6 with the arm
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Fig. 4.6 Topology of a SRR with s as the length of the two arms and r as the radius of the corners.

length s as the adjustable geometric parameter and keep the other geometric pa-
rameters unchanged. By full-wave simulations we are able to obtain reflection and
transmission coefficients of different s, and, by the method described above, f0u,
Fu, γu, and μ0 are calculated for each value of s. As the Lorentz parameters vary
smoothly when s increases, we choose to expand each of them into Taylor series as
the function of s

f0u = a0 +a1s+a2s2 +a3s3 + . . . , (4.22)

Fu = b0 +b1s+b2s2 +b3s3 + . . . , (4.23)

γu = c0 + c1s+ c2s2 + c3s3 + . . . , (4.24)

μ0 = d0 +d1s+d2s2 +d3s3 + . . . . (4.25)

Usually, the variation of the parameters is not dramatic and the fitting by second-
or third-order Taylor expansion will be accurate enough. However, the order can be
increased in special cases.

Thereafter, it is enabled to rapidly calculate the modified permeability with any
value of s by Eqs. (4.21)–(4.24) and the related Taylor coefficients. If the SRR does
not have any electric resonance in the frequency range and its modified permittivity
is approximately non-dispersive, it can be regarded as εm = ε0, where ε0 is a constant
and can be expanded into Taylor series as

ε0 = e0 + e1s+ e2s2 + e3s3 + . . . . (4.26)

If both the radius of the corners r and the arm length s of the SRR are varying,
f0u, Fu, γu, μ0, and ε0 should be expanded into bivariable Taylor series in the similar
manner.

f0u = a0 +a1s+a2r +a3s2 +a4r2 +a5sr +a6s3 +a7r3 +a8s2r +a9sr2 (4.27)

+ · · · ,
Fu = b0 +b1s+b2r +b3s2 +b4r2 +b5sr +b6s3 +b7r3 +b8s2r +b9sr2 (4.28)

+ · · · ,
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γu = c0 + c1s+ c2r + c3s2 + c4r2 + c5sr + c6s3 + c7r3 + c8s2r + c9sr2 (4.29)

+ · · · ,
μ0 = d0 +d1s+d2r +d3s2 +d4r2 +d5sr +d6s3 +d7r3 +d8s2r +d9sr2 (4.30)

+ · · · ,
ε0 = e0 + e1s+ e2r + e3s2 + e4r2 + e5sr + e6s3 + e7r3 + e8s2r + e9sr2 (4.31)

+ · · · .

Likewise, for multiple geometry variables, Taylor series of many variables will be
employed.

If the modified permittivity is slightly dispersive, we expand ε0 changing with f
by Taylor expansion

ε0 = A0e +A1e f +A2e f 2 + · · · , (4.32)

and the coefficients A0e, A1e, and A2e are to be expanded into Taylor series of the
geometric variables.

With all the Taylor series coefficients, we are able to calculate the modified per-
mittivity εm and permeability μm and hence the effective material parameters by
Eqs. (4.9), (4.10), (4.2), and (4.4) for any geometric parameters.

In order to test the soundness of the procedure, we simulated the SRR in Fig. 4.6
from 5 to 15 GHz with 16 different paired values of s and r and calculated the Tay-
lor series coefficients of the extracted f0u, Fu, γu, μ0, and ε0. If we need to know the
macroscopic material properties of the SRR when s = 0.68 mm and r = 0.26 mm,
calculation is carried out based on Eqs. (4.26)–(4.31), (4.11), (4.9), and (4.10),
which immediately gives εm, μm, n, and η . Further calculation of εe and μe is done
according to

εe = n/η , (4.33)

μe = nη . (4.34)

The results are shown in Fig. 4.7(a), with effective permittivity, effective perme-
ability, wave impedance, and refractive index at any frequency from 5 to 15 GHz.
Comparing to the direct simulation results shown in Fig. 4.7(b), accuracy of the
procedure is demonstrated. The same algorithm can be applied to any other electric
and/or magnetic resonant particles.

4.2.2.4 Sweep and Search

Finally, we take into consideration the precision of fabrication and sweep the geo-
metric parameters with steps decided by the minimum fabrication resolution.

In this step, it requires systematic considerations to select the geometric param-
eters corresponding to the most optimized material parameters. In some cases, ef-
fective permittivity and permeability are desired to be simultaneously optimized or
permeability may need to be prioritized. In other cases, the accuracy of the refractive
index is the most important factor while wave impedance should be kept matched
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Fig. 4.7 Real parts (solid line) and imaginary parts (dash line) of effective permittivity εe, effective
permeability μe, wave impedance η , and refractive index n calculated by the rapid design (a) com-
pared with those retrieved from HFSS simulation (b). Excellent agreement can be found between
the two sets of material parameters.

to the background material. In most cases, metamaterials with good transmission
properties are preferred, which indicates a minimum imaginary part of refractive
index going with the other criteria.

4.2.2.5 Additional Considerations

We note that

• The background permittivity ε0 or permeability μ0 is often a little dispersive
when there is another resonance at a frequency higher than the simulated fre-
quency range. To address the error caused by the dispersion, we consider the
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dispersive background permittivity and permeability in the same way as dealing
with dispersive permittivity by Eq. (4.32).

• To guarantee the fitting accuracy over the entire domain of the geometric vari-
ables, the sampled values of geometric parameters to be simulated are preferred
to be evenly distributed over the variable domain being simulated.

4.3 Examples

To further explain the rapid design algorithm and test its efficiency and robustness,
a few metamaterial designs are shown below.

4.3.1 Gradient Index Lens by ELC

A monotonically gradient index metamaterial lens is capable of steering an elec-
tromagnetic wave beam [41]. The two-dimensional lens steering the beam nor-
mally incident along y-axis to the right side is shown in Fig. 4.8. We discrete
the lens by square blocks of unit cells with side length d and used electric res-
onant metamaterial particles to implement such a lens. There are p different unit
cells with gradiently varying refractive indices along the x-axis and q uniform unit
cells along the y-axis. The refractive indices along the x-axis are n1, n2, . . . ,np and
n1 < n2 < · · ·np, so that the waves with normal incidence will pass through the
lens along with an equal phase difference between each of two neighboring cells.
The constant phase difference between neighboring cells Δn is decided by the re-

Fig. 4.8 Configuration of a gradient-index lens which redirects the waves to an angle θ with re-
spect to the incidence. There are p layers along x-axis of different refractive index with d as the
thickness of each layer. The thickness of the lens in the direction of y-axis.
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fraction angle θ . By geometric optics, Δn and θ are approximately related to each
other by

q ·Δn = sinθ (4.35)

when θ = 19.3◦ and q = 10, we have Δn = 0.033. The calculation based on the
function of the lens was coded as the first part of the design procedure – the system
level design.

Fig. 4.9 The metamaterial particle of ELC used to implement the gradient index lens (a) and its
geometric.

Next we consider implementing the metamaterial lens by the ELC with two splits
[29], as shown in Fig. 4.9(a). The geometric dimension of the ELC is illustrated in
Fig. 4.9(b). There are 31 cells along the x-axis and 2 cells along the y-axis. The ELC
particle is chosen to have an overall size of 3.5mm×3.5mm×5mm, by 0.018 mm
thick copper patterned on 0.2026 mm thick substrate with a permittivity of 3.84 +
i0.02. Some of the geometric parameters shown in Fig. 4.9(b) are fixed as l1 =
4.5mm, l2 = 3mm, w = g = 0.25mm and two of them, s and r, are variables. The
working frequency of the lens is chosen to be 10 GHz.

Due to the geometric limit and the minimum size of gap by fabrication limit,
s ranges from 0 to 0.925 mm and r from 0 to 1 mm. We sampled 4 × 4 sets of
geometric parameters to simulate, with s = 0, 0.3, 0.6, 0.9 mm and r = 0.05, 0.35,
0.65, 0.95 mm, respectively. For each of the 16 samples, full-wave simulation was
done by ANSOFT HFSS for the frequency range from 5 to 15 GHz and retrieval of
modified permittivity and permeability was carried out based on Eqs. (4.7)–(4.10).
For every ELC simulated, there is an electric resonance between 5 and 15 GHz.
The permittivity curves were fitted with the Drude–Lorentz model and the Lorentz
parameters, Fe, f0e, γe, and ε0, were extracted. The background permittivity ε0 is a
little dispersive since there is another electric resonance at a frequency higher than
15 GHz. The dispersion is addressed by Eq. (4.32). The permeability μm = μ0 of
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the ELCs are also dispersive due to a magnetic resonance at higher than 15 GHz.
Hence, we applied Taylor series expansion to μ0 too, which gave

μ0 = A0u +A1u f +A2u f 2 + ... (4.36)

Conclusively, we expanded all the coefficients to third-order Taylor series with
two variables, and all of the Taylor series were saved into a matrix M, which corre-
sponds to

⎡

⎢⎢⎢⎢
⎢⎢⎢⎢⎢⎢
⎢⎢⎢⎢⎢
⎢⎢⎢⎢⎢⎢
⎢⎢⎢
⎣

Fe

f0e

γe

real(A0e)
imag(A0e)
real(A1e)
imag(A1e)
real(A2e)
imag(A2e)
real(A0u)
imag(A0u)
real(A1u)
imag(A1u)
real(A2u)
imag(A2u)

⎤

⎥⎥⎥⎥
⎥⎥⎥⎥⎥⎥
⎥⎥⎥⎥⎥
⎥⎥⎥⎥⎥⎥
⎥⎥⎥
⎦

= M

⎡

⎢⎢⎢⎢⎢
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⎣

1
s
r
sr
s2

r2

s2r
sr2

s3

r3.

⎤

⎥⎥⎥⎥⎥
⎥⎥⎥⎥⎥
⎥⎥⎥⎥
⎦

(4.37)

Next, we searched for the optimized geometry by sweeping s and r over the entire
available range – s from 0 to 0.925 mm and r from 0 to 1 mm – with the fabrication
resolution 0.005 mm as the sweeping step in order to select the most optimized
material parameters. In terms of the gradient index lens design, the following factors
had to be considered.

(a) The refractive indices of the 31 different ELCs must be gradient with a constant
difference Δn = 0.033, which is the prioritized factor when selecting the optimized
parameters.
(b) The wave impedances of the ELCs are preferred to be close to that of air
(η/η0 = 1). We selected the geometric parameter range with the best wave impedance
matched at the center of the lens rather than at the edges, such that a maximum
transmission of energy from a collimated incident beam is ensured.
(c) To reduce the undesired absorption of the metamaterial lens, we restricted the
refractive indices with imaginary parts to be smaller than 0.2 and made sure the
unit cells at the center of the lens had small imaginary parts of refractive indices
less than 0.1.

Table 4.1 shows the designed results with the distribution of geometric parame-
ters s and r, and the material parameters n and η/η0. Here j marks in sequence the
unit cells along the x-axis. The searching step took less than 10 seconds. Simula-
tion with the sampled geometric parameters by CST Microwave Studio cost about
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Table 4.1 Design results of a gradient-index metamaterial lens by ELCs

j s (mm) r (mm) n η/η0

1 0.460 0.185 0.453+ i0.154 2.043− i0.714
2 0.470 0.250 0.486+ i0.141 1.957− i0.587
3 0.470 0.165 0.520+ i0.131 1.862− i0.487
4 0.480 0.220 0.553+ i0.121 1.775− i0.405
5 0.490 0.270 0.586+ i0.112 1.691− i0.339
6 0.495 0.240 0.620+ i0.104 1.608− i0.286
7 0.505 0.280 0.652+ i0.098 1.535− i0.244
8 0.520 0.380 0.686+ i0.091 1.465− i0.207
9 0.525 0.330 0.720+ i0.085 1.397− i0.178
10 0.535 0.345 0.753+ i0.080 1.337− i0.153
11 0.545 0.355 0.786+ i0.075 1.281− i0.133
12 0.560 0.420 0.820+ i0.070 1.228− i0.116
13 0.575 0.475 0.853+ i0.066 1.178− i0.101
14 0.595 0.575 0.887+ i0.062 1.133− i0.089
15 0.600 0.495 0.920+ i0.058 1.090− i0.078
16 0.605 0.400 0.953+ i0.055 1.051− i0.069
17 0.625 0.480 0.986+ i0.051 1.013− i0.061
18 0.635 0.460 1.013+ i0.049 0.984− i0.055
19 0.655 0.515 1.047+ i0.046 0.950− i0.049
20 0.670 0.505 1.080+ i0.043 0.918− i0.043
21 0.690 0.535 1.113+ i0.040 0.888− i0.039
22 0.705 0.500 1.147+ i0.038 0.860− i0.034
23 0.725 0.505 1.180+ i0.035 0.833− i0.031
24 0.750 0.545 1.214+ i0.033 0.807− i0.027
25 0.775 0.570 1.247+ i0.030 0.783− i0.024
26 0.805 0.615 1.280+ i0.028 0.760− i0.022
27 0.830 0.605 1.313+ i0.026 0.738− i0.019
28 0.875 0.705 1.347+ i0.024 0.717− i0.017
29 0.910 0.715 1.380+ i0.023 0.697− i0.015
30 0.930 0.635 1.413+ i0.021 0.677− i0.013
31 0.980 0.680 1.447+ i0.019 0.659− i0.012

4.5 hours. In contrast, conventional design methods for a metamaterial of 31 differ-
ent unit cells and two geometric variables, with or without sophisticated optimiza-
tion, may take a few weeks or even a few months.

The designed lens was fabricated by printed circuit board (PCB) lithography and
measured in two-dimensional (2D) electric field mapping system [17] to charac-
terize its performance. In order to reduce the edge effect, the two unit cells at the
most outer sides were duplicated. Since the lens was to be placed in the 11 mm high
planar waveguide of the 2D experimental system, the fabricated sample was 10 mm
high, with two ELCs in the vertical direction. By measuring the spatial distribution
of electric field amplitude and phase, we achieved the real part of electric field in and
out of the metamaterial lens, as displayed in Fig. 4.10. Redirection of the incident
wave beam can be observed. The refraction angle is approximately 19.5◦, which
proves excellent agreement with the designed angle. From the field intensity, it can
be concluded that the reflection and absorption of the lens is neglectable.
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Fig. 4.10 Measurement results of electric field distribution of the gradient-index ELC lens.

4.3.2 Gradient-Index Metamaterials Designed with Three
Variables

To further test the speed of the rapid design method, we apply the design procedure
to design a gradient-index metamaterial with the metamaterial structure shown in
Fig. 4.11(a), which has an ELC and an SRR combined in one unit cell. Three ge-
ometric variables are length of ELC arms es, length of the SRR arms ss, and the
gap size of the SRR gs. Suppose the metamaterial needs 60 different unit cells with
a constant grade Δn = 0.033. The simulations of 4× 4× 4 particles with different
geometric variable values took 10 ∼ 20 hours, and the searching step took less than
45 seconds. The results of the rapid design procedure is shown in Figs. 4.11(b) and
4.12. In Fig. 4.11(b) real and imaginary parts of refractive indices of the 60 designed
unit cells are shown.

The time consumed by the rapid design algorithm increases when there are more
geometric variables and more different particles to be designed. However, the time
consumption of the algorithm is proportionally faster than the conventional method
when the numbers of geometric variables and particles to be designed increase.

4.3.3 Reduced Parameter Invisible Cloak

By the rapid design method, we now present the design of a reduced parameter
cloak introduced in Ref. [36], with the same substrate of 0.381 mm thick Duroid
5870 and the same geometric dimensions of SRR. The geometric variables are the
arm length s and the radius of the corners r. SRR with 16 different pairs of s and r
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Fig. 4.11 Topology of a combined SRR and ELC metamaterial particle used for the gradient index
lens (a) and the designed gradient refractive indices n of 60 different particles calculated by the
rapid design method (b).

Fig. 4.12 Designed results of the geometry parameters.

were simulated. By retrieving the modified permittivity and permeability and fitting
the corresponding coefficients, the relationship was set up between the geometric
parameters and the material parameters. Sweeping though the available values of s
and r, we searched for the desired values of effective permeability, with the effective
permittivity as close as possible to the wanted values. The designed results of a
cloak at 8.5 GHz is shown in Table 4.2, where ε and μ are effective permittivity and
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Table 4.2 Design results of a reduced parameter invisible cloak

j s r ε μ
1 2.221 0.112 0.279+ i0.005 3.423+ i0.003
2 2.129 0.125 0.250+ i0.006 3.423+ i0.003
3 2.045 0.139 0.220+ i0.006 3.423+ i0.002
4 1.965 0.155 0.188+ i0.006 3.423+ i0.002
5 1.891 0.172 0.154+ i0.006 3.423+ i0.002
6 1.827 0.189 0.120+ i0.007 3.423+ i0.002
7 1.767 0.207 0.085+ i0.007 3.423+ i0.001
8 1.718 0.224 0.052+ i0.008 3.423+ i0.001
9 1.680 0.238 0.023+ i0.008 3.423+ i0.001
10 1.655 0.248 0.003+ i0.009 3.423+ i0.001

permeability obtained from the rapid design method and j numbers the different
layers of the cloak.

Comparing our designed geometric parameters with those in Ref. [36], there is
a slight difference. To verify the designed results, the cloaked was fabricated ac-
cording to the geometric parameters in Table 4.2. Field mapping results of electric
field distribution are shown in Fig. 4.13, which demonstrates the performance of the
designed cloak.

Fig. 4.13 Experimental results of electric field distribution of the reduced parameter cloak.

In this example, we optimized the values of permittivity and permeability rather
than the refractive index. The full-wave simulations of the 16 samples take 2–3
hours and the searching procedure for the 10 unit cells with two geometric variables
takes less than 10 seconds.

4.3.4 Metamaterial Polarizer

The rapid design for metamaterials can be applied to optimization requirements
other than the material parameters. As an example, we consider the metamaterial
polarizer by an ELC-constructed anisotropic metamaterial [9]. As analyzed in Ref.
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[9], the requirement of a polarizer converting linear polarized waves to circular po-
larized waves is

|Tx| = |Ty|, (4.38)

arg(Tx)−arg(Ty) = −3π
2

, (4.39)

where T x and T y are the transmission coefficients of the two wave modes with
electric fields polarized along x- and y-directions, respectively. arg(T x) and arg(T y)
are the phase advances of the two wave modes in the metamaterial. They can be
calculated by

T x,y =
exp(ikx,yd)− r2

x,y exp(ikx,yd)
1− r2

x,y exp(2ikx,yd)
, (4.40)

in which kx,y = nx,yk0, rx,y = η0−ηx,y
η0+ηx,y

, and d is the thickness of the metamaterial.

The three variables to be designed are the arm length s, the corner radius r of
the ELC and the thickness of the polarizer d. Here d = 4mm · h and h = 1,2, ... is
the number of ELCs in the direction of the incident waves. We sampled 16 differ-
ent pairs of s and r for simulations and each pair involved two simulations with
orthogonal electric field polarization. Then we retrieved permittivity and permeabil-
ity before expanding all the correlated coefficients into Taylor series. By search-
ing through available values of s, r, and h, optimized transmission coefficients are
achieved at 9.5 GHz with s = 0.99 mm, r = 1.18 mm, and h = 2. Maximum values of
|Tx| = |Ty| were selected to ensure a minimum reflection and small loss of the meta-
material. The searching step took less than 10 seconds and the simulations needed
4–10 hours. Experimental results presented in Ref. [9] proved the good performance
of the designed metamaterial polarizer.

4.4 Summary

In this chapter, we introduced the rapid design for metamaterials which addresses
the increasing burden of large-scale metamaterial design. It is widely applicable
to various cases of metamaterial design with different metamaterial particles and,
compared to the conventional methods, dramatically reduces the time consumed
by metamaterial design. Detailed algorithm and considerations in the rapid design
procedure have been addressed and several examples have been given to further
explain the algorithm and demonstrate its efficiency. The rapid design method may
be further extended to more complicated cases with magneto-electric responses.
As it simplifies and accelerates the design of metamaterials, the rapid design for
metamaterials is expected to boost the development of complex and inhomogeneous
metamaterial systems.
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Chapter 5
Broadband and Low-Loss Non-Resonant
Metamaterials

Ruopeng Liu, Qiang Cheng, Tie Jun Cui and David R. Smith

Abstract Loss and bandwidth have been major problems that limit the potential
applications on metamaterials for a long time. To bring the ultimate opportunity to
metamaterials, we analyze and discuss, in this chapter, another type of metamateri-
als that perform at low loss and broad bandwidth. Although the range of structures
is limited to those having only electric response, with an electric permittivity always
equal to or greater than unity, there are still numerous metamaterial design possi-
bilities enabled by leveraging the non-resonant elements. For example, a gradient,
impedance matching layer can be added that drastically reduces the return loss of the
optical elements, making them essentially reflectionless and lossless. In microwave
experiments, we demonstrate the broadband design concepts with a gradient-index
lens and a beam-steering element, both of which are confirmed to operate over the
entire X-band (roughly 8–12 GHz) frequency spectrum.

Key words: Metamaterials, broadband metamaterial, non-resonant element, artifi-
cial dielectric, gradient index optics, gradient index metamaterials, anti-reflection
coating.

5.1 Analysis of the Metamaterial Structure

Artificial dielectric materials can be constructed by conducting scatter systems and
have existed for a long time [12, 7, 5, 4, 16, 3, 2, 1, 15]. However, the design method-
ology of artificial dielectric materials was limited by the computational ability at
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an early time, thus prohibiting the further development of such complex scattering
systems. Recently the electromagnetic response of metamaterial elements can be
precisely controlled so that they can be viewed as fundamental building blocks for
a wide range of complex, electromagnetic media [17, 21]. To date, metamaterials
have commonly been formed from resonant conducting circuits whose dimensions
and spacing are much less than the wavelength of operation. By engineering the
large dipolar response of these resonant elements, an unprecedented range of ef-
fective material responses can be realized, including artificial magnetism and large
positive and negative values of the effective permittivity and permeability tensor
elements [20, 14, 6, 23, 9]. Leveraging the flexibility inherent in these resonant ele-
ments, metamaterials have been used to implement structures that would have been
otherwise difficult or impossible to achieve using conventional materials. Negative
index materials, for example, sparked a surge of interest in metamaterials, since
negative refractive index is not a material property available in nature. Still, as re-
markable as negative index media are, they represented only the beginning of the
possibilities available with artificially structured media. Inhomogeneous media, in
which the material properties vary in a controlled manner throughout space, also can
be used to develop optical components and are an extremely good match for imple-
mentation by metamaterials. Indeed, gradient index optical elements have already
been demonstrated at microwave frequencies in numerous experiments. Moreover,
since metamaterials allow unprecedented freedom to control the constitutive tensor
elements independently, point-by-point throughout a region of space, metamaterials
can be used as the technology to realize structures designed by the method of trans-
formation optics [18]. The “invisibility” cloak, demonstrated at microwave frequen-
cies in 2006, is an example of a metamaterial [19]. Although metamaterials have
proven successful in the realization of unusual electromagnetic response, the struc-
tures demonstrated are often of only marginal utility in practical applications due to
the large losses that are inherent to the resonant elements most typically used. The
situation can be illustrated using the curves presented in Fig. 5.1, in which the effec-
tive constitutive parameters are shown in Fig. 5.1(a) and (b) for the metamaterial unit
cell in the inset. According to the effective medium theory described in Ref. [13], the
retrieved curves are significantly affected by spatial dispersion effect. To remove the
spatial dispersion factor, we can apply the formulas in the theorem [13] and achieve
that

ε = ε sin(θ)/θ , (5.1)

μ = μ sin(θ)/θ , (5.2)

in which θ = ω p
√εμ and p is the periodicity of the unit cell.

Note that the unit cell possesses a resonance in the permittivity at a frequency
near 42 GHz. In addition to the resonance in the permittivity, there is also struc-
ture in the magnetic permeability. These artifacts are phenomena related to spatial
dispersion – an effect due to the finite size of the unit cell with respect to the wave-
lengths. As previously pointed out, the effects of spatial dispersion are simply de-
scribed analytically, and can thus be removed to reveal a relatively uncomplicated
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Fig. 5.1 (a) Retrieved permittivity for a metamaterial composed of the repeated unit cell shown
in the inset; (b) retrieved permeability for a metamaterial composed of the repeated unit cell
shown in the inset. (c) The distortions and artifacts in the retrieved parameters are due to spa-
tial dispersion, which can be removed to find the Drude–Lorentz-like resonance shown in the
lower figure.

Drude–Lorentz-type oscillator characterized by only a few parameters. The observed
resonance takes the form

ε(ω) = 1− ω2
p

ω2 −ω2
0 + iΓ ω

=
ω2 −ω2

0 −ω2
p − iΓ ω

ω2 −ω2
0 + iΓ ω

, (5.3)

where ωp is the plasma frequency, ω0 is the resonance frequency, and Γ is a damp-
ing factor. The frequency where ε(ω) = 0 occurs at ω2

L = ω2
0 +ω2

p .
As can be seen from either Eq. (5.3) or Fig. 5.1, the effective permittivity can

achieve very large values, either positive or negative, near the resonance. Yet, these
values are inherently accompanied by both dispersion and relatively large losses,
especially for frequencies very close to the resonance frequency. Thus, although a
very wide and interesting range of constitutive parameters can be accessed by work-
ing with metamaterial elements near the resonance, the advantage of these values
is somewhat tempered by the inherent loss and dispersion. The strategy in utiliz-
ing metamaterials in this regime is to reduce the losses of the unit cell as much as
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possible. If we examine the response of the electric metamaterial shown in Fig. 5.1
at very low frequencies, we find, in the zero frequency limit,

ε(ω −→ 0) = 1+
ω2

p

ω2
0

=
ω2

L

ω2
0

. (5.4)

The equation is reminiscent of the Lyddane–Sachs–Teller relation that describes the
contribution of the polariton resonance to the dielectric constant at zero frequency
[11]. At frequencies far away from the resonance, we see that the permittivity ap-
proaches a constant that differs from unity by the square of the ratio of the plasma
to the resonance frequencies. Although the values of the permittivity are necessarily
positive and greater than unity, the permittivity is both dispersionless and lossless –
a considerable advantage. Note that this property does not extend to magnetic meta-
material media, such as split-ring resonators, which are generally characterized by
effective permeability of the form

μ(ω) = 1− Fω2

ω2 −ω2
0 + iΓ ω

, (5.5)

which approaches unity in the low-frequency limit. Because artificial magnetic
effects are based on induction rather than polarization, artificial magnetic response
must vanish at zero frequency. The effective constitutive parameters of metamateri-
als are not only complicated by spatial dispersion but also possess an infinite number
of higher order resonances that should properly be represented as a sum over oscil-
lators. It is thus expected that the simple analytical formulas presented above are
only approximate. Still, we can investigate the general trend of the low-frequency
permittivity as a function of the high-frequency resonance properties of the unit cell.
By adjusting the dimension of the square closed ring in the unit cell, we can com-
pare the retrieved zero-frequency permittivity with that predicted by Eq. (5.2). The
simulations are carried out using HFSS (Ansoft), a commercial electromagnetic,
finite-element solver that can determine the exact field distributions and scattering
(S-) parameters for an arbitrary metamaterial structure. The permittivity and per-
meability can be retrieved from the S-parameters by a well-established algorithm.
Table 5.1 demonstrates the comparison between such simulated extraction and theo-
retical prediction. We should notice that as the unit cell is combined with a dielectric

Table 5.1 The predicted and actual zero-frequency permittivity values as a function of the unit cell
dimension a.

a f0 fL Epredicted Eactual

1.70 44.0 59.0 3.416 3.425
1.55 54.0 64.0 2.670 2.720

1.40 64.0 71.0 2.338 2.315
1.20 77.4 79.2 1.989 1.885
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substrate, Eq. (5.3) has been modified into ε(ω −→ 0) = εa(1 +
ω2

p

ω2
0
) = εa

ω2
L

ω2
0

, in

which εa = 1.9. The additional fitting parameter can represent the practical situation
of the affect from substrate dielectric constant and the contribution to DC permittiv-
ity from high-order resonances. Though there is significant disagreement between
the predicted and retrieved values of permittivity, the values are of similar order and
clearly show a similar trend: the high-frequency resonance properties are strongly
correlated to the zero-frequency polarizability. By modifying the high-frequency
resonance properties of the element, the zero- and low-frequency permittivity can
be adjusted to arbitrary values.

Because the closed-ring design shown in Fig. 5.2 can easily be tuned to provide
a range of dielectric values, we utilize it as the base element to illustrate more com-
plex gradient-index structures. Though its primary response is electric, the closed
ring also possesses a weak, diamagnetic response that is induced when the incident
magnetic field lies along the ring axis. The closed-ring medium therefore is char-
acterized by a magnetic permeability that differs from unity, and which must be
taken into account for a full description of the material properties. The presence of
both electric and magnetic dipolar responses is generally useful in designing com-
plex media, having been demonstrated in the metamaterial cloak. By changing the
dimensions of the ring, it is possible to control the contribution of the magnetic
response.

The permittivity can be accurately controlled by changing the geometry of the
closed-ring. The electric response of the closed-ring structure is identical to the “cut-
wire” structure previously studied, where it has been shown that the plasma and
resonance frequencies are simply related to circuit parameters according to ω2

p ≈
1/L and ω2

0 ≈ 1/(LC). Here, L is the inductance associated with the arms of the
closed ring and C is the capacitance associated with the gap between adjacent closed
rings. For a fixed unit cell size, the inductance can be tuned either by changing
the thickness w of the conducting rings or their length a. The capacitance can be
controlled primarily by changing the overall size of the ring.

Changing the resonance properties in turn changes the low-frequency permittiv-
ity value, as illustrated by the simulation results presented in Fig. 5.2. The closed-
ring structure shown in Fig. 5.2(a) is assumed to be deposited on FR4 substrate,
whose permittivity is 3.85+i0.02 and thickness is 0.2026 mm. The unit cell dimen-
sion is 2 mm, and the thickness of the deposited metal layer (assumed to be copper)
is 0.018 mm. For this structure, a resonance occurs near 25 GHz with the permit-
tivity nearly constant over a large frequency region (roughly DC to 15 GHz). Three
different unit cells with ring dimensions of a = 0.7, 1.4, and 1.625 mm were also sim-
ulated to illustrate the effect on the material parameters. In Fig. 5.2(b), it is observed
that the index value becomes larger as the ring dimension is increased, reflecting the
larger polarizability of the larger rings.

The refractive index remains, for the most part, relatively flat as a function of
frequency for frequencies well below the resonance. The index does exhibit a slight
monotonic increase as a function of frequency, however, which is due to the higher
frequency resonance. The impedance changes also exhibits some amount of fre-
quency dispersion, due to the effects of spatial dispersion on the permittivity and
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Fig. 5.2 Retrieval results for the closed ring medium. In all cases the radius of curvature of the
corners is 0.6 mm, and w = 0.2 mm. (a) The extracted permittivity with a =1.4 mm. (b) The
extracted index and impedance for several values of a. The low-frequency region is shown. (c) The
relationship between the dimension a and the extracted refractive index and wave impedance.

permeability. The losses in this structure are found to be negligible, as a result of
being far away from the resonance frequency. This result is especially striking, be-
cause the substrate is not the one optimized for RF circuits – in fact, the FR4 circuit
board substrate assumed here is generally considered quite lossy.

As can be seen from the simulation results in Fig. 5.2, metamaterial structures
based on the closed-ring element should be nearly non-dispersive and low loss,
provided the resonances of the elements are sufficiently above the desired range
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of operating frequencies. To illustrate the point, we make use of the closed-ring
element to realize two gradient index devices: a gradient-index lens and a beam-
steering lens. The use of resonant metamaterials to implement positive and negative
gradient-index structures was introduced in [22] and subsequently applied in vari-
ous contexts. The design approach is the first to determine the desired continuous
index profile to accomplish the desired function (e.g., focusing or steering) and then
to stepwise approximate the index profile using a discrete number of metamaterial
elements. The elements can be designed by performing numerical simulations for
a large number of variations of the geometrical parameters of the unit cell; once
enough simulations have been run so that a reasonable interpolation can be formed
of the permittivity as a function of the geometrical parameters, the metamaterial
gradient-index structure can be laid out and fabricated. This basic approach has
been followed in [8].

5.2 Demonstration of Broadband Inhomogeneous Metamaterials

Two gradient-index samples were designed to test the bandwidth of the non-resonant
metamaterials. The color maps in Fig. 5.3 show the index distribution correspond-
ing to the beam-steering layer (Fig. 5.3(a)) and the beam-focusing lens (Fig. 5.3(b)).

Fig. 5.3 Refractive index distributions for the designed gradient-index structures. (a) A beam-
steering element based on a linear index gradient. (b) A beam-focusing lens, based on a higher
order polynomial index gradient. Note the presence in both designs of an impedance-matching
layer (IML), provided to improve the insertion loss of the structures.
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Although the gradient-index distributions provide the desired function of either
focusing or steering a beam, a substantial mismatch exists between the predomi-
nantly high index structure and free space. This mismatch was managed in prior
demonstrations by adjusting the properties of each metamaterial element such that
the permittivity and permeability were essentially equal. This flexibility in design is
an inherent advantage of resonant metamaterials, where the permeability response
can be engineered on a nearly equal footing with the electric response. In contrast,
that flexibility is not available for designs involving non-resonant elements, so we
have instead made use of a gradient-index impedance matching layer (IML) to pro-
vide a match from free space to the lens, as well as a match from the exit of the lens
back to free space.

The beam-steering layer is a slab with a linear index gradient in the direction
transverse to the direction of wave propagation. The index values range from n =
1.16 to 1.66, consistent with the range available from our designed set of closed-
ring metamaterial elements. To improve the insertion loss and to minimize reflec-
tion, the IML is placed on both sides of the sample (input and output). The index
values of the IML gradually change from unity (air) to n = 1.41, the index value at
the center of the beam-steering slab. This index value was chosen because most of
the energy of the collimated beam passes through the center of the sample. To im-
plement the actual beam-steering sample, we made use of the closed-ring unit cell
shown in Fig. 5.2 and designed an array of unit cells having the distribution shown
in Fig. 5.3(a).

The beam-focusing lens is a planar slab with the index distribution as represented
in Fig. 5.3(b). The index distribution has the functional form of

Re(n) ≈ 4×10−6|x|3 −5×10−4|x|2 −6×10−4|x|+1.75, (5.6)

in which x is the distance away from the center of the lens. Once again, an IML was
used to match the sample to free space. In this case, the index profile in the IML was
ramped linearly from n = 1.15 to 1.75, the latter value selected to match the index at
the center of the lens. The same unit cell design was utilized for the beam-focusing
lens as for the beam-steering lens.

To confirm the properties of the gradient-index structures, we fabricated the two
designed samples using copper-clad FR4 printed circuit board substrate shown in
Fig. 5.4. Following a procedure previously described, sheets of the samples were
fabricated by standard optical lithography, then cut into 1 cm tall strips that could
be assembled together to form the gradient index slabs. To measure the sample, we
placed them into a 2D mapping apparatus, which has been described in detail and
mapped the near-field distribution [10].

Figure 5.5 shows the beam steering of the ultra-broadband metamaterial design,
in which a large broadband is covered. The actual bandwidth starts from DC and
goes up to approximately 14 GHz. From Fig. 5.5, it is obvious that beam steering
occurs at all the four different frequencies from 7.38 to 11.72 GHz with an identical
steering angle of 16.2◦. The energy loss through propagation is extremely low and
can barely be observed. Figure 5.6 shows the mapping result of the beam focusing
sample. Broadband property is demonstrated again at four different frequencies with
an exact focal distance of 35 mm and low loss.
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Fig. 5.4 Fabricated sample in which the metamaterial structures vary with space coordinate.

Fig. 5.5 Field mapping measurements of the beam-steering lens. The lens has a linear gradient
that causes the incoming beam to be deflected by an angle of 16.2◦. The effect is broadband, as
can be seen from the identical maps taken at four different frequencies that span the X-band range
of the experimental apparatus.
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Fig. 5.6 Field mapping measurements of the beam-focusing lens. The lens has a symmetric profile
about the center (given in the text) that causes the incoming beam to be focused to a point. Once
again, the function is broadband, as can be seen from the identical maps taken at four different
frequencies that span the X-band range of the experimental apparatus.

In summary, we propose ultra-broadband metamaterials, based on which com-
plex inhomogeneous material can be realized and accurately controlled. The config-
uration of ultra-broadband metamaterials and the design approach are validated by
experiments. Due to their low loss, designable properties, and easy access to inho-
mogeneous material parameters, ultra-broadband metamaterials have been applied
to design Luneberg cylindrical lens antennas (see Chapter 14) and will find wide
applications in the future.

References

1. Awai, I.: Artificial dielectric resonators for miniaturized filters. IEEE Micro. Magazine 9,
55–64 (2008)

2. Awai, I., Kida, S., Mizue, O.: Very thin and flat lens antenna made of artificial dielectrics.
2007 Korea-Japan Microwave Conference, Okinawa, 177–180 (2007)



5 Broadband and Low-Loss Non-Resonant Metamaterials 97

3. Awai, I., Kubo, H., Iribe, T., Wakamiya, D., Sanada, A.: An artificial dielectric material of
huge permittivity with novel anisotropy and its application to a microwave BPF. IEEE MTTS
2, 1085–1088 (2003)

4. Bahl, I., Gupta, K.: A leaky-wave antenna using an artificial dielectric medium. IEEE Trans.
Ant. Prop. 22, 119–122 (1974)

5. Brown, J., Jackson, W.: The relative permittivity of tetragonal arrays of perfectly conducting
thin discs. Proc. IEE 102B, 37–42 (1995)

6. Chen, X., Grzegorczyk, T.M., Wu, B.-I., Pacheco, J., Kong, J.A.: Robust method to retrieve
the constitutive effective parameters of metamaterials. Phys. Rev. E 70, 016608 (2004)

7. Corkum, R.W.: Isotropic artificial dielectric. Proc. IRE 40, 574 (1952)
8. Driscoll, T., Basov, D.N., Starr, A.F., Rye, P.M., Nemat-Nasser, S., Schurig, D., Smith, D.R.:

Free-space microwave focusing by a negative-index gradient lens. Appl. Phys. Lett. 88,
081101 (2006)

9. He, S., Ruan, Z., Chen, L., Shen, J.: Focusing properties of a photonic crystal slab with nega-
tive refraction. Phys. Rev. B 70, 115113 (2004)

10. Justice, B.J., Mock, J.J., Guo, L., Degiron, A., Schurig, D., Smith, D.R.: Spatial mapping of
the internal and external electromagnetic fields of negative index metamaterials. Opt. Express
14, 8694 (2006)

11. Kittel, C.: Solid state physics, 6th ed. John Wiley and Sons, New York, 275 (1986)
12. Kock, W.E.: Metallic delay lenses. Bell Syst. Tech. J. 27, 58 (1948)
13. Liu, R., Cui, T.J., Huang, D., Zhao, B., Smith, D.R.: Description and explanation of electro-

magnetic behaviors in artificial metamaterials based on effective medium theory. Phys. Rev. E
76, 026606 (2007)

14. Liu, R., Degiron, A., Mock, J.J., Smith, D.R.: Negative index material composed of electric
and magnetic resonators. Appl. Phys. Lett. 90, 263504 (2007)

15. Ma, Y., Rejaei, B., Zhuang, Y.: Artificial dielectric shields for integrated transmission lines.
IEEE Micro. Wirel. Comp. Lett. 19, 431–433 (2008)

16. Mukoh, Y., Nojima, T., Hasebe, N.: A reflector lens antenna consisting of an artificial dielec-
tric. Electron. Commun. Jpn, Part 1 82, 44–52 (1999)

17. Pendry, J.B., Holden, A.J., Robbins, D.J., Stewart, W.J.: Magnetism from conductors and en-
hanced nonlinear phenomena. IEEE Trans. Micro. Theory Tech. 47, 2075 (1999)

18. Pendry, J.B., Schurig, D., Smith, D.R.: Controlling electromagnetic fields. Science 312, 1780
(2006)

19. Schurig, D., Mock, J.J., Justice, B.J., Cummer, S.A., Pendry, J.B., Starr, A.F., Smith, D.R.:
Metamaterial electromagnetic cloak at microwave frequencies. Science 314, 977–980 (2006)

20. Shelby, R., Smith, D.R., Schultz, S.: Experimental verification of a negative index of refrac-
tion. Science 292, 77 (2001)

21. Smith, D.R., Padilla, W.J., Vier, D.C., Nemat-Nasser, S.C., Schultz, S.: Composite medium
with simultaneously negative permeability and permittivity. Phys. Rev. Lett. 84, 4184 (2000)

22. Smith, D.R., Rye, P.M., Mock, J.J., Vier, D.C., Starr, A.F.: Enhanced diffraction from a grating
on the surface of a negative-index metamaterial. Phys. Rev. Lett. 93, 137405 (2004)

23. Varadan, V., Sheng, Z., Penumarthy, S., Puligalla, S.: Comparison of measurement and sim-
ulation of both amplitude and phase of reflected and transmitted fields in resonant Omega
media. Micro. Opt. Tech. Lett. 48, 1549–1553 (2006)



Chapter 6
Experiment on Cloaking Devices

Ruopeng Liu, Jessie Y. Chin, Chunlin Ji, Tie Jun Cui and David R. Smith

Abstract In this chapter, we will discuss the approach of utilizing transformation
optic approach and metamaterial technology to construct various cloaking devices
in experiment. We take the advantage of rapid design approach to demonstrate the
reduced cloaking device in free space. Then we discuss the next-generation cloaking
device of broadband and low-loss feature. The experiment at microwave verifies the
broadband complex cloaking design.

Key words: Transformation optics, metamaterial design, invisibility cloak, broad-
band metamaterials, rapid design for metamaterials, spatial dispersion, cloaking ex-
periment.

6.1 Invisibility Cloak Design in Free Space

In Chapter 2, we discussed the transformation optics approach that enables a con-
ceptual design on the invisibility cloak and also gave an example of a cloaking
experiment in 2006 [6]. In this section, we will further discuss the details of such
cloaking design and experiment and also illustrate a new set of cloaking design
and experiment by applying the rapid design approach that has been discussed in
Chapter 3.

The design on this particular cylindrical cloaking device employs the coordinate
transform from a cylindrical volume to a shell excluding the object in the center.
Assuming the inner radius is a and outer radius is b, one can achieve the materials’
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parameters by Eq. (6.1) and achieve that [6]

μr =
r−a

r
,

μθ =
r

r−a
,

εz =
(

b
b−a

)2 r
r−a

(6.1)

for a TE polarization. However, such parameters are highly anisotropic and inho-
mogeneous and of singularity at the inner boundary r = a. Although the conceptual
design provides the opportunity of a perfect invisibility, the practical implementa-
tion is limited by the finite response of metamaterials and complexity of 3D structure
fabrication. To address this practical difficulty, Schurig et al. proposed a reduced de-
sign to the cylindrical cloaking device by relaxing the impedance requirement but
remaining the refractive index to the materials. One can imagine a ray-tracing pro-
cess to such reduced cloak. The remaining refractive index can allow the trajectory
of wave propagation still rendering the object. Whereas the imperfect reflection and
field distortion on transmission will unavoidably occur in reality. The reduced pa-
rameters design can then be achieved from Eq. (6.2) and be expressed by

μr =
(

r−a
r

)2

,

μθ = 1,

εz =
(

b
b−a

)2

. (6.2)

Although the first demonstration of cloaking experiment was far from perfect, the
breakthrough on the concept and methodology has led this work to one of the most
impact developments on metamaterials. To further study this experiment, we can
find that such anisotropic and inhomogeneous media are implemented by a set of
split ring resonators (SRRs). The change of geometry of SRR will allow the im-
plementation of different local material properties. In the experiment in Fig. 6.1,
10 unique SRRs have been designed from inner layer to outer layer and to achieve
μr = 0–0.278. The traditional design process follows a loop that many full wave
simulations have to be taken on various SRRs until the effective permittivity and
permeability meet the requirement from transformation optics calculation at certain
spatial point and certain frequency.

Therefore, in this cylindrical cloaking design, there are 10 unique structures. Ap-
proximately 10 iterations are needed to design a particular structure. One iteration
will consume 5 min on the step of full wave simulations. Ideally a thousand minutes
is requested to design a particular cloak at a particular frequency. This efficiency
also challenges the metamaterial technology. To address this difficulty, we incorpo-
rate the rapid design approach described in Chapter 3. By employing the rapid de-
sign algorithm on metamaterial structure calculation, metamaterial response can be
easily predicted and expressed in terms of analytical form based on the library built
by pre-simulated data. Once the library of certain type of unit cell structure is built, it
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Fig. 6.1 Rapid design for a reduced cloak, working at 10 GHz.

can be integrated together with the system-level design, experimental configuration,
and fabrication requirement. The system-level design indicates the electromagnetic
parameters requirement calculation. For example, transformation optics is a type
of system-level design, from which required permittivity and permeability distribu-
tions for certain function can be calculated. The experimental configuration means
the type of metamaterials, such as 1D transmission line metamaterials, 2D waveg-
uided metamaterials, or 3D structural metamaterials. Different types of metamateri-
als have their special features for various applications, and thus appear different in
the design system.

Applying the rapid design system, we can design the reduced cloak automati-
cally and achieve the material’s parameters and metamaterial structure geometry,
for example, shown in Fig. 6.1. Based on the same design library, we designed
and fabricated various different cloaks with different dimensions and operational
frequencies. Figure 6.2 shows the fabricated cloaks by our sophisticated design sys-
tem. The cloaks a, b & c are made on FR4substrate while the cloaks d & e are on
Duroid5880 substrate withlower loss. Excluding the design library extraction (as we
only did that once), all these different cloaking devices were designed in 10 s, com-
paring with a thousand minutes for a particular one in the past. Figure 6.3 shows
the series of invisible cloak measurements. All the experiments are designed by the
same structure library (Rogers Duroid5880 SRR unit cell) and measured within 0.1
GHz error around designed frequency from rapid design system, showing the accu-
racy of this rapid metamaterial design approach.
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a

b

c

d

e

Fig. 6.2 Fabricated invisible cloak by rapid design system.

Fig. 6.3 Invisible cloak measurement.
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6.2 Transformation Optics Approach to Theoretical Design
of Broadband Ground Plane Cloak

Transformation optics is a novel method for the design of complex electromag-
netic media that offers new opportunities for the control of electromagnetic waves
[5, 6]. Applying the transformation optical approach, a wide variety of devices can
be designed with unique properties, including beam shifters, beam bends, beam
splitters, focusing and collimating lenses, and structures that concentrate electro-
magnetic waves. However, one of the most compelling examples of the transforma-
tion optical technique has been the prescription for an invisibility cloak – a material
that can be used to hide other objects from detection. The prospect of cloaking has
proven a tantalizing prospect to the community, with numerous cloaking concepts
currently being investigated.

The transformation optical approach is conceptually simple. One imagines warp-
ing space so as to control the trajectories of light in a desired manner. Light that
flows in a straight line in the unwarped space instead follows a route in the warped
space dictated by the details of the coordinate transformation that connects the two
spaces. As what is now an iconic example of the transformation optical approach,
an invisibility cloak can be conceptually constructed by poking a hole in space and
compressing the space within a sphere to within a shell.

Although physically warping space is not an option, the coordinate transforma-
tion can be applied to Maxwells’ equations. Because Maxwells’ equations con-
tain terms that define the properties of a material, the transformation can al-
ternatively yield a specification for a medium in the form of spatially varying
electric permittivity and magnetic permeability values. The resulting medium is
highly complex, being anisotropic with spatial gradients in the tensor elements
of the constitutive parameters. The prospect of realizing transformation optical
structures then comes down to being able to find or construct the specified
materials.

Though the specifications for transformation optical structures would generally
be difficult to achieve using conventional materials, the prospects are much better
for achieving them using artificially structured metamaterials. Over the past several
years, metamaterials have been shown to possess a wide range of electromagnetic
properties that would be difficult or even impossible to achieve with conventional
materials. Moreover, the properties of metamaterials can be engineered with great
precision over a broad range of frequencies and are well suited to implement the
complex gradients required by transformation optical structures. In 2006, a cloak
design was realized in a metamaterial sample, which demonstrated the cloaking
mechanism over a narrowband of microwave frequencies.

The metamaterial cloak represented an approximation to the ideal cloak spec-
ification, arrived at by the transformation optical approach. In fact, the required
constitutive parameters for the ideal cloaking structures are highly demanding even
for metamaterials, generally requiring separate control over at least three of the
constitutive parameters. An ideal metamaterial implementation of the cylindrical
cloak has yet to be achieved. Also, given that some of the elements of the rela-
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tive permittivity and permeability tensors must be between zero and unity, most
cloak designs will need to be based on resonant elements. The use of these ele-
ments sets an inherent limit on the bandwidth over which the cloaking effect ex-
ists and leads to a greater dissipation of the waves as they propagate through the
structure.

There are endless number of transformations that will arrive at a structure that
will provide varying degrees of cloaking. The spherical and cylindrical cloaks con-
sidered in 2006 both have singular regions that necessitate rather extreme values
for some of the constitutive tensor elements (elements that require values near zero
or approach infinity, for example). However, if certain conditions are relaxed, it is
possible to design structures that are practically much more achievable. In a recent
theoretical study, Li and Pendry describe the design of a structure that can cloak
objects placed on a conducting sheet. Though a more limited form of cloaking,
the required constitutive parameters for this ground-plane cloak are much easier to
achieve with the metamaterial techniques currently available.

To design the ground plane cloak, Li and Pendry first restrict the problem to a 2D
plane of uniform dielectric value εb with the electric field assumed polarized out of
the plane (transverse electric polarization). In general, the transformation would lead
to an anisotropic medium with values of εz, μx, and μy that vary as a function of the
spatial coordinate. Because there are infinite number of coordinate maps that will
lead to the same cloaking behavior, Li and Pendry search for a map that minimizes
the anisotropy in the permeability components. Defining an anisotropy factor as
α = max(nx/ny, ny/nx), it is possible to find transformations for which α is near
unity. For such transformations, the permeability can be simply set to unity and the
permittivity varied. If the background dielectric in the original space is sufficiently
greater than unity, then the values for the permittivity of the cloaking structure are
always greater than unity; this feature allows the possibility of utilizing non-resonant
metamaterial elements and thus making the cloak broadband.

Following the procedure outlined by Li and Pendry, we design a ground plane
cloak that minimizes the anisotropy factor. Li and Pendry stated that the quasi-
conformal map [3], generated by minimizing the modified-Liao functional [2] upon
slipping boundary condition, minimizes the anisotropy in the permeability compo-
nents. Numerical mapping technique is then applied to achieve the Jacobian matrix
Λ of quasiconformal mapping from the physical system and virtual system, and then
the required index distribution n2 = 1√

|Λ T Λ | . In our final design, α = 1.04, which we

treat as negligible (that is, we assume nx = ny = 1). A color map indicating the trans-
formed space and the associated refractive index distribution is shown in Fig. 6.4.
(The final map is generated numerically by the optimization procedure, so there are
no closed-form analytic expressions that define the transformation.) To simplify the
design so that non-resonant metamaterial elements can be used, we assume the en-
tire cloak is embedded in a background material with refractive index n = 1.331.
Under these assumptions, the transformation leads to refractive index values for the
ground plane cloak that range from n = 1.08 to 1.67. Note on the right and left
sides of the cloak, the refractive index distribution is uniform, taking the value of
the background material.
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Fig. 6.4 The transformation optics design for carpet cloak embedded with background materials
and impedance matching layers. The white part is the object supposed to be hid and meshing
line indicates the quasi-conformal mapping. The color map shows the designed refractive index
distribution. From Ref. [4].

Because it is convenient to launch waves in free space, the homogeneous back-
ground material in which the cloak is embedded presents a complication, since in-
cident waves from free space will encounter an impedance mismatch and scatter.
To avoid this complication, we add an impedance matching layer (IML) around
the structure, for which the index changes gradually and linearly from the index
of air to the background dielectric. Although the entire configuration is not hidden
from detection by the incident waves from free space, the embedded IML and cloak
structure can render an object invisible inside the background medium and above
the ground plane. Because of the index gradient coupled with the cloak, we expect
no amplitude scattering and only a slight redirection of the wave reflected from the
ground plane structure. The effect should be similar to observing a mirror through
an extremely thin, glass plate; objects on top of the mirror remain hidden from de-
tection.

Because the required index distribution for both the IML and the cloak always
take values greater than unity, it is possible to utilize metamaterial elements far
from resonance to implement the cloak. For example, a short wire has a very high
frequency resonant permittivity of the form

ε(w) = 1−w2
p/(w2 −w2

0 + iwγ), (6.3)
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where wp, w0, and γ can be related to the geometry of the wire and the size of the
gap between wires. If the resonance of the wire is at very high frequency compared
with the frequency range of use, then the permittivity reduces to the form of ε(w) =
1+w2

p/w2
0, which can easily be tuned from unity to large positive and non-dispersive

values. Non-resonant elements have been used to construct a variety of broadband
and low-loss gradient index optical elements at microwave frequencies.

6.3 Metamaterial Structure Design to Implement Ground-Plane
Cloak

To implement the transformation optical design for the ground plane cloak, we make
use of the I-shaped particle shown in Fig. 6.5. Following a well-established retrieval
process, the effective permittivity for a given element can be found. By varying the
geometry, a range of refractive index values can be obtained as illustrated in the inset
to Fig. 6.5, according to which a regression can be made to relate the refractive index
value with geometry dimension a. The transformation optical design in Fig. 6.4 can
thus be implemented by utilizing the metamaterial unit cell variations shown in
Fig. 6.5. The assembled cloak, shown also in Fig. 6.1, contains more than 60,000
unit cells – roughly half of which are distinct – and is fabricated on copper-clad
printed circuit board with FR4 substrate (the substrate thickness is 0.2026 mm with
a dielectric constant of 3.85+i*0.02). The completed sample is 500 mm by 106 mm
with a height of 10 mm, in which the center 250 mm by 96 mm corresponds to the
transformed region. The shape of the object hidden within the ground plane cloak
follows the curve y = 12 ∗ cos2((x− 125)π/125) (units in mm), analogous to the
perturbation considered by Li and Pendry.

Fig. 6.5 The unit cell design of the non-resonant element and fabricated sample according to the
relationship between the geometry dimension and effective index. From Ref. [4].

To address the numerical burden associated with the design of such a large-scale
metamaterial structure, we have automated several aspects of the design process,
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enabling us to produce thousands of unique metamaterial elements rapidly that are
consistent with the optimized transformation optical map. We define as system level
the overall spatially varying constitutive parameters defined by the transformation
optical procedure and define as particle level the design of the constituent elements
that form the metamaterial implementation. The first step of the automated design
process – the system-level design – employs numerical computation of the trans-
formation optical mapping. The arbitrary shape of the cloaked perturbation can be
modeled by a free curve regression. We then numerically computed the relation-
ship at every spatial point between the original space and the transformed space by
using a quasi-conformal mapping algorithm [2]. Once the mapping has been deter-
mined numerically, the transformation optics formula can then be used to calculate
the permittivity and permeability tensors, in which a numerical derivative is taken.
The conclusion of the first step, or the system-level design, results in the spatial
distribution of the constitutive parameters.

The second step in the process is to design and calculate the physical dimensions
and structure for each unit cell that forms the cloaking. This step is the particle-
level design step. We note that Li and Pendry [3] suggested a transformation optical
(system-level) design in which the permeability should remain unity everywhere
and only the permittivity varies. Such a transformation would imply the particle-
level design should be relatively straightforward, since only electric response would
be necessary to control. However, metamaterial structures, even those based on
non-resonant elements, always exhibit spatial dispersion (i.e., constitutive param-
eters that depend on the direction of wave propagation) due to the finite size of the
unit cell relative to the wavelength. The impact of spatial dispersion is to introduce
frequency dispersion into the constitutive parameters, which leads to a frequency-
dependent magnetic response in addition to that of the frequency-dependent electric
response, as shown in Fig. 6.6.

Thus, it is necessary to consider the spatial dispersion associated with each unit
cell as part of the particle-level design process. We incorporate all of the details as-
sociated with the finite unit cell into the design procedure using a quasi-analytical
method previously described [3]. The complete response of the metamaterial ele-
ment, including the effects of spatial dispersion, can then be mathematically mod-
eled by linear or nonlinear regression. Once we choose one or several physical di-
mensions of the unit cell as variables for a given unit cell topology, we can then
build a mathematical model to express the dispersive constitutive parameters via
sampling a small set of unit-cell structures whose properties are computed by full
wave simulations. Once the library of a certain type of structure is built, a rapid
searching algorithm, such as the sequential Monte Carlo, can be applied to deter-
mine the appropriate physical dimension of the structure that achieves the required
refractive index and impedance.

In our design, the refractive index remains approximately constant with fre-
quency but the impedance may vary as a function of frequency for different unit
cell designs. In the final cloak, the unit cells on the periphery of the structure are de-
signed to have an impedance that is non-dispersive, while the impedances of the unit
cells within the cloaking region change continuously as a function of the spatial co-
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Fig. 6.6 Effective permittivity, permeability, impedance, and refractive index of I-shaped unit cell
with the dimension a = 1.4 mm. From Ref. [4].

ordinate at all operational frequencies. The waves thus neither reflect at the outside
edge of the cloak nor inside the cloak due to the careful design of the outside edge
unit cells and the gradually varying impedance. Integrating all of these constraints
into the optimization algorithm, we arrive at a metamaterial element (as shown in
Fig. 6.5) for which the refractive index value of the element can be directly related
to its physical dimensions.

The final step of the process is to take each unit cell geometry determined in the
particle-level design step and generate a large-scale mask of the entire layout for
fabrication by printed circuit board (PCB) lithographic methods. The final mask,
shown in Fig. 6.7, has more than 30,000 unit cells with more than 6,000 unique unit
cells. The mask is generated by the same Matlab program that also performs the first
two steps, so that the entire process – system- and particle-level designs, followed
by layout and mask generation – is combined together. The Matlab program has
calls to AutoCAD functions that draw all of the unit cells into the layout, producing
the final mask [4].

6.4 Experimental Measurement Platform

Figure 6.8(a) shows a top view of the closed mapping apparatus with six coaxial
cables running from a switch to six antenna positions. Microwave measurements are
made by a vector network analyzer and the planar waveguide fields are launched by
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Fig. 6.7 Ground-plane cloak mask (transformation region) generated by automatic design sys-
tem. Not shown here are the cutting outlines, with slots for assembly, around which each strip (5
unit cells, 10 mm, in height) is cut out by circuit board prototype milling machine (LPRF). From
Ref. [4].

Fig. 6.8 Ground-plane cloak mask (experimental apparatus for the ground-plane cloak measure-
ment). The apparatus consists of two metal plates separated by 1 cm, which form a 2D planar
waveguide region. From Ref. [4].

an X-band waveguide coupler toward a polycarbonate collimating lens, as shown
in the open chamber view of Fig. 6.8(b), which creates the narrow beam seen in
the measurements. This beam is reflected off of the ground plane at an angle of
about 40◦ from the surface normal. By scanning the top plate (with detector antenna)
relative to the bottom plate (and sample) with 181×181 1 mm steps, we can create
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a field map of the microwave beam incident on the ground-plane cloak. Due to the
large area required for characterizing the full incident and reflected beams, at each
plate step we simultaneously measure the electric field from four distinct antenna
positions using the switch. These four scan areas can then be patched together into
one large field map using Matlab code to match up the phase and amplitude at the
boundaries of each probe region.

Comparing the reflection from the ground plane, the ground plane with the per-
turbation and the ground plane with the cloaked perturbation (shown in Fig. 6.8(b)),
we can demonstrate the cloaking effect. Broadband performance is confirmed from
mapping the field incident upon the cloak for 13–16 GHz for this certain experiment.
While we expect that the cloak would work for much lower and higher frequencies,
we do not obtain clean measurements due to constraints of the experimental appara-
tus. The beam, formed by the finite width polycarbonate lens and used to illuminate
the ground plane, is distorted by diffraction for frequencies <13 GHz and, at the
other end of the spectrum, propagating fields become multimode within the planar
waveguide for frequencies >16 GHz [4].

6.5 Field Measurement on the Ground-Plane Cloak

To verify the predicted behavior of the ground-plane cloak design, we make use
of a phase-sensitive, near-field microwave scanning system to map the electric
field distribution inside a planar waveguide. The planar waveguide restricts the
wave polarization to transverse electric. The details of the apparatus have been
described previously [1]. A large area field map of the scattering region, includ-
ing the collimated incident and scattered beams, is shown in Fig. 6.9. The waves
are launched into the chamber from a standard X-band coax-to-waveguide cou-
pler and pass through a dielectric lens that produces a nearly collimated microwave
beam. The beam is arbitrarily chosen to be incident on the ground plane at an an-
gle of 40◦ with respect to the normal. A flat ground plane produces a near-perfect
reflection of the incident beam in Fig. 6.9(a), while the presence of the pertur-
bation produces considerable scattering in Fig. 6.9(b) (note the presence of the
strongly scattered secondary beam). By covering the space surrounding the per-
turbation with the metamaterial cloaking structure, however, the reflected beam
is restored, as if the ground plane were flat in Fig. 6.9(c). The beam is slightly
bent as it enters the cloaking region due to the refractive index change of the
embedding material but is bent back upon exiting. The gradient index IML in-
troduced into the design minimizes reflections at the boundaries of the cloaking
region.

As the ground-plane cloak makes use of non-resonant elements, it is expected to
exhibit a large frequency range of operation. The cloaking behavior was confirmed
in our measurements from the range 13 to 16 GHz, though we expect the bandwidth
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Fig. 6.9 Measured field mapping (E-field) of the ground, perturbation, and ground-plane cloaked
perturbation. The rays display the wave propagation direction and the dash line indicates the nor-
mal of the ground in the case of free space and that of the ground-plane cloak in the case of the
transformed space. (a) A collimated beam incident on the ground plane at 14 GHz, (b) a colli-
mated beam incident on the perturbation at 14 GHz (control), (c) a collimated beam incident on the
ground-plane cloaked perturbation at 14 GHz, (d) a collimated beam incident on the ground-plane
cloaked perturbation at 13 GHz, (e) a collimated beam incident on the ground-plane cloaked per-
turbation at 15 GHz, and (f) a collimated beam incident on the ground-plane cloaked perturbation
at 16 GHz. From Ref. [4].

to actually stretch to very low frequencies (less than 1 GHz) which cannot be verified
experimentally due to limitations of the measurement apparatus and the beam form-
ing lens. We illustrate the broad bandwidth of the cloak with the field maps taken
at 13 GHz in Fig. 6.9(d), 15 GHz in Fig. 6.9(e) and 16 GHz in Fig. 6.9(f), which
shows similar cloaking behavior to the map taken at 14 GHz in Fig. 6.9(c). The
collimated beam at 16 GHz has begun to deteriorate due to multimode propagation
in our 2D measurement chamber, which is also observed in the flat ground plane
control experiment at that frequency (not shown here). However, based on the pre-
dicted response of the broadband unit cells we expect this cloak to function up to
approximately 18 GHz.

To further visualize the performance of the ground-plane cloak, we illuminated
the sample from the side (90◦ from the surface normal) with a narrow collimated
beam. As the ground-plane cloaked perturbation should also be cloaked with re-
spect to an observer located on the ground, the wave, which should follow the metric
as defined by the quasi-transformation map in Fig. 6.4, can be expected to detour
around the perturbation and then return back to its original propagation direction.
The field map for this case is shown in Fig. 6.10(b), which corresponds with the pre-
dicted transformation extremely well (a low-resolution representation of the trans-
formation grid is overlaid on the experimental data). For comparison, Fig. 6.10(a)
shows a map of the field strongly scattered from the perturbation in the absence of
the cloak [4].
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Fig. 6.10 Two-dimensional field mapping (E-field) of the perturbation and ground-plane cloaked
perturbation, illuminated by the waves from the left side (a) perturbation, (b) ground-plane cloaked
perturbation. The grid pattern indicates the quasi-conformal mapping of the transformation optics
material parameters. From Ref. [4].

6.6 Power and Standing Wave Measurement
on the Ground-Plane Cloak

To study the cloaking effect in more detail, we conducted standing wave measure-
ment and observe the intensity pattern within the transformed area on both control
and cloaking cases. In either of them, the incident and the reflected waves produce
a standing wave pattern that we use as a measure of the scattering produced by the
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Fig. 6.11 Power plot of the standing waves of the carpet cloak and control by simulation and
experiment: (a) simulated power plot of only ground at 14 GHz; (b) simulated power plot of carpet
cloak at 14GHz; (c) simulated control scatter at 14 GHz; (d) experimental power plot of only
ground at 14 GHz; (e) experimental power plot of carpet cloak at 14 GHz; (f) experimental power
plot of control scatter at 8 GH; and (g) experimental power plot of carpet cloak at 8 GHz. From
Ref. [4].
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perturbation on the ground plane. In the absence of the cloak, the ground plane is no
longer flat, and the perturbation introduces a significant distortion into the standing
wave pattern; in particular, the interference pattern is no longer parallel to the plane,
as can be seen in Fig. 6.11(a). However, when the ground plane cloak is present, the
perturbation is effectively removed from detection and the standing waves pattern is
once again parallel with the ground, as shown in Fig. 6.11(b). Moreover, since the
cloak makes use of elements far away from resonance, the metamaterial cloak can
be seen to have a large bandwidth, at least over the range 8–14.8 GHz confirmed
in our experiment. The bandwidth of cloak is anticipated to stretch from very low
frequencies (less than 1 GHz) to around 17 GHz, where the first resonance of the
metamaterial elements occurs. The broad bandwidth of the cloak is illustrated by
the power maps taken at 8 GHz in Fig. 6.11(c) and (d), which show the identical
behavior to the maps taken at 14 GHz [4].

6.7 Conclusion

The experiment on reduced cloak and broadband ground-plane cloak provided solid
evidence of the controllability to electromagnetic waves by metamaterial technology
and transformation optic approach. The complex media can be designed and con-
structed by metamaterials efficiently by using rapid design approach. The bandwidth
and loss performance can be dramatically improved by taking use of non-resonant
element metamaterials. Although the progress of cloaking device design is in the
initial step, the underlying technology offers a unique approach to control elec-
tromagnetic wave propagation by complex media and will have great potential in
various RF and optical applications in the future.
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Chapter 7
Finite-Difference Time-Domain Modeling
of Electromagnetic Cloaks
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Abstract A radially dependent dispersive finite-difference time-domain (FDTD)
method is proposed to simulate electromagnetic cloaking devices. The Drude disper-
sion model is applied to model the electromagnetic characteristics of the cloaking
medium. Both lossless and lossy cloaking materials are examined and their oper-
ating bandwidth investigated. It is demonstrated that the perfect “invisibility” of
electromagnetic cloaks is only available for lossless metamaterials and within an
extremely narrow frequency band. Spherical cloaks are simulated and investigated
with a parallel dispersive FDTD technique. Finally, ground-plane cloaking devices
are examined and analyzed with non-orthogonal and orthogonal FDTD methods.
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7.1 Introduction

Cloaking devices have received unprecedented attention from the scientific com-
munity. Based on the form invariance of Maxwell’s equations, linear coordinate
transformations have been applied in order to manipulate the electromagnetic char-
acteristics of the propagation medium [38, 31, 30]. These techniques are inspired
from the theory of General Relativity and conformal mapping procedures. After the
transformations, the medium produced is able to guide the electromagnetic waves
around an object without any disturbances and reflections. This is equivalent to
waves propagating through free space. Hence, the object placed inside the cloak
becomes practically “invisible” to an external observer. The permittivity and per-
meability of such cloaking devices are in general anisotropic and dispersive, as first
demonstrated by Pendry et al. [38].

The implementation of cloaks relies on metamaterials [51], which are artificially
constructed materials with extraordinary electromagnetic properties that cannot be
obtained in nature. In practice, it is easier to implement the cloaking device when
some of the material parameters are spatially uniform. To solve this problem, ap-
proximate cloaks using reduced parameter sets were proposed in [15, 5, 53], oper-
ating at different polarizations. A simplified cloaking device was constructed and
tested at microwave frequencies, with promising results [44]. Currently, there are
efforts for an experimental verification of cloaking at optical frequencies. One of
them uses silver nanowires with subwavelength dimensions embedded in a silica
dielectric host [5]. Another approach uses a concentric structure made of a layered
gold-dielectric material [47]. Finally, cloaks derived from a higher-order coordinate
transformation [7] have been proposed for a future optical cloaking device [6].

Due to causality constraints, metamaterials are often frequency dispersive and,
hence, have limited bandwidth. These limitations are thoroughly analyzed in [11]
and [56]. Another drawback of metamaterials is their lossy nature [39]. To avoid
using anisotropic elements, an alternative approach was proposed [23], constructing
the cloaking shell from layers of homogeneous isotropic materials with subwave-
length dimensions. However, it is difficult to realize this structure, due to the alter-
nating values of permittivity required for different layers of the cloaking device. A
different approach, which applied sensors and active sources near the surface of the
cloaked object, has been described in [35] and can be functional in a broader band-
width. Finally, wider bandwidth cloaking applications can be achieved, if the hard
surface (meta-surface) concept [25, 26, 19] is employed to construct the cloaking
device.

Apart from the traditional cylindrical and spherical cloaking structures, many
interesting potential applications have been proposed, derived from different coor-
dinate transformations. The technique was used for the construction of elliptic [28]
and square [42] cloaks. Moreover, it has been applied to achieve cloaking in the
acoustic frequency spectrum [16, 9]. Other proposed devices are carpet cloaking
structures [32, 34], concave mirrors for all angles [55], super-absorbers [37], field
concentrators [42], spherical [50] and cylindrical [54] superlens, flat near-field and
far-field focusing lenses [46], reflectionless phase shifters and beam splitters [40],
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field rotators [10], adaptive beam benders and expanders [41], and novel antenna
designs [27, 24].

This chapter focuses on the simulation and characterization of cloaking devices.
The lossless cloaking structure has been modeled analytically in [38, 31, 45]. A
cylindrical wave expansion technique was used to simulate a lossless cylindrical
cloak in [43]. An analytical method, based on the Mie scattering model, was pro-
posed to exploit the lossy spherical [12] and cylindrical [57] cloaking structures. The
commercial simulation package COMSOL MultiphysicsTM has been widely used
to model different cloaks and to compare theoretical predictions [15, 5, 7, 28, 42].
It uses the finite element method (FEM), a frequency-domain numerical method.
However, such frequency-domain techniques can become inefficient if a wideband
solution is desirable. The cloak has also been modeled analytically in the time-
domain [52], using a time-dependent scattering theory. The cloaking structure was
first simulated with the finite-difference time-domain (FDTD) method in [59]. An-
other FDTD cloaking model, employing the Lorentz dispersive model, is presented
in [33]. Here, we present a radially-dependent dispersive FDTD method to model
lossless and lossy cloaking devices and evaluate their bandwidth limitations. The
auxiliary differential equation (ADE) method [17] is used, based on the Drude
model, to produce the updating FDTD equations. This dispersive FDTD method
is a more general approach to the previously proposed numerical technique [59] and
has been expanded to model three-dimensional (3-D) spherical cloaks. Finally, the
newly introduced isotropic ground-plane cloaks [32] are examined and analyzed us-
ing both conformal and the Yee’s FDTD methods. The proposed numerical methods
are able to fully exploit the cloaking phenomenon and the physical insight.

7.2 FDTD Modeling of Two-Dimensional Lossy Cylindrical
Cloaks

7.2.1 Derivation of the Method

The FDTD method is based on the temporal and spatial discretization of Faraday’s
and Ampere’s Laws, which are

∇×E = −∂B
∂ t

, (7.1)

∇×H =
∂D
∂ t

, (7.2)

where E, H, D, and B are the electric field, magnetic field, electric flux density,
and magnetic flux density components, respectively. Note that harmonic time de-
pendence exp( jωt) of the field components is assumed throughout this chapter. For
the dispersive FDTD method, the constitutive equations have also to be discretized;
they are given by the following equations:
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D = εE, (7.3)

B = μH, (7.4)

where the permittivity ε and permeability μ can have either scalar or tensor form.
For the following cloaking structure modeling, the ADE FDTD technique was
employed. Both Faraday’s and Ampere’s laws were discretized with the common
procedure [48]; the conventional updating FDTD equations are

Hn+1 = Hn −
(

Δ t
μ

)
· ∇̃×En+ 1

2 , (7.5)

En+1 = En +
(

Δ t
ε

)
· ∇̃×Hn+ 1

2 , (7.6)

where Δ t is the temporal discretization, ∇̃ is the discrete curl operator, and n is the
number of the current time step.

The full set of electromagnetic parameters of the cloaking structure, in cylindrical
coordinates, is given by the following [15]:

εr(r) = μr(r) =
r−R1

r
, εφ (r) = μφ (r) =

r
r−R1

,

εz(r) = μz(r) =
(

R2

R2 −R1

)2 r−R1

r
, (7.7)

where R1 is the inner radius, R2 the outer radius, and r an arbitrary radius of
the cloaking structure. The ranges of the cloaking parameters were derived from
Eq. (7.7):

εr,μr ∈
[

0,
(R2 −R1)

R2

]
, εφ ,μφ ∈

[
R2

(R2 −R1)
,∞
]
, εz,μz ∈

[
0,

R2

(R2 −R1)

]
.

It is observed that the values of εr and μr are always less than 1 as r varies
between R1 and R2, the values of εz and μz are less than 1 for some points of r, and
the values of εφ and μφ are always greater than 1, as with conventional materials.
Thus, the conventional FDTD method cannot correctly simulate materials with the
properties of εr,μr,εz,μz and new dispersive FDTD techniques must be developed,
as with FDTD simulation of left-handed metamaterials (LHMs) [60]. The material
parameters were mapped with the well-known and widely used Drude dispersive
material model, for example, the frequency-dependent permittivity can be written
as

ε̂r = 1− ω2
p

ω2 − jωγ
, (7.8)

where ωp is the plasma frequency and γ is the collision frequency, which charac-
terizes the losses of the dispersive material. The plasma frequency ωp was varied
in order to simulate the material properties of the radially-dependent parameters,
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as given in Eq. (7.7). The required lossy permittivity can also be presented in an
alternative way by the formula ε̂r = εr(1− j tanδ ), where εr is radially dependent
and tanδ is the loss tangent of the cloaking material. Substituting this formula into
Eq. (7.8) and simplifying gave the following analytical equations for the plasma and
collision frequencies:

ω2
p = (1− εr)ω2 + εrωγ tanδ , (7.9)

γ =
εrω tanδ
(1− εr)

. (7.10)

From Eqs. (7.9) and (7.10), it is obvious that both plasma and collision frequencies
vary according to the radius of the cloaking device. Moreover, the plasma frequency
is also dependent on the losses of the material represented by tanδ and γ . The per-
meability can be described using the same Drude model, though, there have been
some examples where the Lorentz model were applied.

The εφ parameter always has values greater than 1 and was simulated with the
conventional lossy dielectric material model:

ε̂φ = εφ +
σ
jω

, (7.11)

where the parameter εφ is dependent on the radius of the cloaking shell as in Eq.
(7.7) and σ is a measurement of the conductivity losses. The loss tangent for the
lossy dielectric material is given by tanδ = σ/ωεφ . It is also radially dependent,
because it is a function of the εφ parameter. The two-dimensional (2 D) transverse
electric (TE) polarized incidence was used during simulations, without loss of gen-
erality, reducing the non-zero fields to three components Ex,Ey, and Hz. For TE
wave polarization, only three parameters from the full set (7.7) are employed: εr,
εφ , and μz.

The classical Cartesian FDTD grid was used in the modeling and the previously
mentioned parameters were transformed from the cylindrical coordinates (r,φ ,z) to
the Cartesian ones (x,y,z), as given below:

εxx = ε̂r cos2 φ + ε̂φ sin2 φ ,

εxy = εyx = (ε̂r − ε̂φ )sinφ cosφ ,

εyy = ε̂r sin2 φ + ε̂φ cos2 φ . (7.12)

Hence, the constitutive equation – Eq. (7.3) – is given in tensor form by
(

Dx

Dy

)

= ε0

(
εxx εxy

εyx εyy

)(
Ex

Ey

)
. (7.13)

From Eq. (7.13), it can be detected that
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{
ε0εxxEx + ε0εxyEy = Dx

ε0εyxEx + ε0εyyEy = Dy
, (7.14)

where εxx,εxy,εyx,εyy are given in (7.12). Substituting ε̂r from the Drude model (Eq.
(7.8)) and the lossy dielectric ε̂φ with Eq. (7.11) in the first equation of (7.14), the
following was obtained:

ε0[ jω(ω2 − jωγ −ω2
p)cos2 φ +( jωεφ +σ)(ω2 − jωγ)sin2 φ ]Ex

+ε0[ jω(ω2 − jωγ −ω2
p)− ( jωεφ +σ)(ω2 − jωγ)]sinφ cosφEy

= jω(ω2 − jωγ)Dx. (7.15)

Next, Eq. (7.15) was divided by the factor jω to achieve a simpler and lower order
FDTD algorithm:

ε0[(ω2 − jωγ −ω2
p)cos2 φ +(εφ ω2 − jω(σ + εφ γ)−σγ)sin2 φ ]Ex

+ε0[(ω2 − jωγ −ω2
p)− (εφ ω2 − jω(σ + εφ γ)−σγ)]sinφ cosφEy

= (ω2 − jωγ)Dx. (7.16)

The updating dispersive FDTD equation was obtained from Eq. (7.16) via the
inverse Fourier transform ( jω → ∂

∂ t , ω2 →− ∂ 2

∂ t2 ), giving

ε0

[(
∂ 2

∂ t2 + γ
∂
∂ t

+ω2
p

)
cos2 φ +

(
εφ

∂ 2

∂ t2 +(σ + εφ γ)
∂
∂ t

+σγ
)

sin2 φ
]

Ex

+ε0

[(
∂ 2

∂ t2 + γ
∂
∂ t

+ω2
p

)
−
(

εφ
∂ 2

∂ t2 +(σ + εφ γ)
∂
∂ t

+σγ
)]

sinφ cosφEy

=
(

∂ 2

∂ t2 + γ
∂
∂ t

)
Dx. (7.17)

A second-order discretization procedure was applied in Eq. (7.17), where the central
finite-difference operators in time (δt and δ 2

t ) and the central average operators with
respect to time (μt and μ2

t ) were used

∂ 2

∂ t2 → δ 2
t

Δ t2 ,
∂
∂ t

→ δt

Δ t
μt ,ω2

p → ω2
pμ2

t , σγ → σγμ2
t , (7.18)

where the operators δt ,δ 2
t ,μt ,μ2

t are explained in [20] and given by

δtF|ni, j,k ≡ F|n+ 1
2

i, j,k −F|n−
1
2

i, j,k , δ 2
t F|ni, j,k ≡ F|n+1

i, j,k −2F |ni, j,k +F|n−1
i, j,k,

μtF|ni, j,k ≡
F|n+ 1

2
i, j,k +F|n−

1
2

i, j,k

2
, μ2

t F|ni, j,k ≡
F|n+1

i, j,k +2F|ni, j,k +F|n−1
i, j,k

4
, (7.19)
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Where F represents arbitrary field components and (i, j,k) indices are the coordi-
nates of a certain mesh point in the FDTD domain. Hence, the discretized Eq. (7.17)
becomes

ε0

[(
δ 2

t

Δ t2 + γ
δt

Δ t
+ω2

pμ2
t

)
cos2 φ +

(
εφ

δ 2
t

Δ t2 +(σ + εφ γ)
δt

Δ t
+σγμ2

t

)
sin2 φ

]
Ex

+ε0

[(
δ 2

t

Δ t2 + γ
δt

Δ t
+ω2

pμ2
t

)
−
(

εφ
δ 2

t

Δ t2 +(σ + εφ γ)
δt

Δ t
+σγμ2

t

)]
sinφ cosφEy

=
(

δ 2
t

Δ t2 + γ
δt

Δ t

)
Dx. (7.20)

Note that εφ remains constant in Eq. (7.20), since it is always greater than 1, as
with conventional dielectric materials. Finally, the operators (7.19) are substituted
in Eq. (7.20) and the derived dispersive updating FDTD equation is

En+1
x = [C1Dn+1

x −B1En+1
y −C2Dn

x +A2En
x

+B2En
y +C3Dn−1

x −A3En−1
x −B3En−1

y ]/A1. (7.21)

With exactly the same procedure, the updating FDTD equation for the Ey component
was derived from the second equation of (7.14) as

En+1
y = [C1Dn+1

y −B1En+1
x −C2Dn

y +F2En
y

+B2En
x +C3Dn−1

y −F3En−1
y −B3En−1

x ]/F1. (7.22)

The coefficients for both Eqs. (7.21) and (7.22) are given by

A1 =
(cos2 φ + εφ sin2 φ)

Δ t2 +
ω2

p cos2 φ +σγ sin2 φ
4

+
γ cos2 φ +(σ + εφ γ)sin2 φ

2Δ t
,

A2 =
2(cos2 φ + εφ sin2 φ)

Δ t2 − ω2
p cos2 φ +σγ sin2 φ

2
,

A3 =
(cos2 φ + εφ sin2 φ)

Δ t2 +
ω2

p cos2 φ +σγ sin2 φ
4

− γ cos2 φ +(σ + εφ γ)sin2 φ
2Δ t

,

B1 =
(1− εφ )sinφ cosφ

Δ t2 +
(ω2

p −σγ)sinφ cosφ
4

+
(γ −σ − εφ γ)sinφ cosφ

2Δ t
,

B2 =
2(1− εφ )sinφ cosφ

Δ t2 − (ω2
p −σγ)sinφ cosφ

2
,

B3 =
(1− εφ )sinφ cosφ

Δ t2 +
(ω2

p −σγ)sinφ cosφ
4

− (γ −σ − εφ γ)sinφ cosφ
2Δ t

,

C1 =
1

ε0Δ t2 +
γ

2ε0Δ t
,C2 =

2
ε0Δ t2 ,C3 =

1
ε0Δ t2 − γ

2ε0Δ t
,
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F1 =
(sin2 φ + εφ cos2 φ)

Δ t2 +
ω2

p sin2 φ +σγ cos2 φ
4

+
γ sin2 φ +(σ + εφ γ)cos2 φ

2Δ t
,

F2 =
2(sin2 φ + εφ cos2 φ)

Δ t2 − ω2
p sin2 φ +σγ cos2 φ

2
,

F3 =
(sin2 φ + εφ cos2 φ)

Δ t2 +
ω2

p sin2 φ +σγ cos2 φ
4

− γ sin2 φ +(σ + εφ γ)cos2 φ
2Δ t

,

where Δ t is the temporal discretization.
However, the Eqs. (7.21) and (7.22) cannot be calculated with the FDTD algo-

rithm. The reason is that, in the case of (7.21), the component En+1
y cannot be com-

puted at the particular time step (n+1). This also applies to the En+1
x component in

Eq. (7.22). The solution is to substitute Eqs. (7.22) into (7.21) and the inverse. As a
result, the updating FDTD equation, which computes the En+1

x component, becomes

En+1
x = [C1Dn+1

x −a1D
n+1
y −C2Dn

x +a2D
n
y +b2En

x +d1E
n
y +C3Dn−1

x −a3D
n−1
y

−b3En−1
x −d2E

n−1
y ]/b1. (7.23)

The updating FDTD equation for the En+1
y component was found, in exactly the

same way, to be

En+1
y = [C1Dn+1

y − e1D
n+1
x −C2Dn

y + e2D
n
x + f2En

y +g1E
n
x +C3Dn−1

y − e3D
n−1
x

− f3En−1
y −g2E

n−1
x ]/ f1, (7.24)

where the newly introduced coefficients in Eqs. (7.23) and (7.24) are

a1 =
B1C1

F1
,a2 =

B1C2

F1
,a3 =

B1C3

F1
,

b1 = A1 − B2
1

F1
,b2 = A2 − B1B2

F1
,b3 = A3 − B1B3

F1
,

d1 = B2 − B1F2

F1
,d2 = B3 − B1F3

F1
,

e1 =
B1C1

A1
,e2 =

B1C2

A1
,e3 =

B1C3

A1
,

f1 = F1 − B2
1

A1
, f2 = F2 − B1B2

A1
, f3 = F3 − B1B3

A1
,

g1 = B2 − A2B1

A1
,g2 = B3 − A3B1

A1
.

For more accurate results, the overlined field components Dy,Ey,Dx,Ex were cal-
culated with a locally spatial averaging technique [29]. This method was employed
because the x and y field components were located in different mesh points across
the FDTD grid. Their averaged values were computed from [29]
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Ey(i, j) =
Ey(i, j)+Ey(i+1, j)+Ey(i, j−1)+Ey(i+1, j−1)

4
, (7.25)

where (i, j) are the coordinates of the mesh point.
The final step was to introduce the updating FDTD equation of the Hz field com-

ponent. From Eq. (7.7), the magnetic permeability μz component can have values
both less and greater than 1. Hence, a more complicated approach was necessary to
model the magnetic field Hz component. When μz < 1, the magnetic permeability
was mapped with the Drude model, given by

μ̂z = 1− ω2
pm

ω2 − jωγm
, (7.26)

where ωpm is the magnetic plasma frequency and γm is the magnetic collision fre-
quency, which measures the losses of the magnetic dispersive material. The analyti-
cal equations of ωpm and γm were derived in the same way as Eqs. (7.9), (7.10), and
are given by

ω2
pm = (1−μz)ω2 + μzωγm tanδm, (7.27)

γm =
μzω tanδm

(1−μz)
. (7.28)

It can be seen from Eqs. (7.27) and (7.28) that the magnetic plasma and collision
frequencies are radially dependent, because they are functions of μz, as given by Eq.
(7.7).

Equation (7.26) was substituted in the constitutive equation – Eq. (7.4) – and it
was discretized as in [60]. The updating FDTD equation for this case is

Hn+1
z =

{[
1

μ0Δ t2 +
γm

2μ0Δ t

]
Bn+1

z − 2
μ0Δ t2 Bn

z

+
[

1
μ0Δ t2 − γm

2μ0Δ t

]
Bn−1

z +

[
2

Δ t2 − ω2
pm

2

]

Hn
z

−
[

1
Δ t2 − γm

2Δ t
+

ω2
pm

4

]

Hn−1
z

}/[
1

Δ t2 +
γm

2Δ t
+

ω2
pm

4

]

. (7.29)

When the magnetic permeability of the cloaking material is μz ≥ 1, it was simulated
with the conventional lossy magnetic model:

μ̂z = μz +
σm

jω
, (7.30)

where the component μz is radially dependent and given by Eq. (7.7). The parameter
σm is the magnetic conductivity. The loss tangent of the lossy magnetic material is
given by tanδm = σm/ωμz and it is also radially dependent. The updating FDTD
equation, for this type of material, is derived from the discrete equation based on
the Faraday law – Eq. (7.5) – including the losses [48]. Finally, the updating FDTD
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equation, between H and E field components, was related to the Ampere law –
Eq. (7.6) – in free space. The currently proposed FDTD method is an extension of
the one proposed in [59] and it can also simulate lossy electromagnetic cloaks. The
proposed method can easily be extended in order to model three-dimensional (3-D)
lossy electromagnetic cloaks.

7.2.2 Discussion and Stability Analysis

Numerical approximations are inevitable, when the FDTD method is applied. Space
and time are discretized, with a detrimental effect on the accuracy of the simula-
tions. Furthermore, the permittivity and permeability are frequency dependent, de-
scribed as the Drude dispersion model (7.8). Due to the presence of a discrete-time
step Δ t, which is inherent in the FDTD method, there will be differences between
the analytical and the numerical characteristics of the cloaking material. Hence, for
the proposed dispersive FDTD method, a spatial resolution of Δx < λ/10 is in-
sufficient, unlike the conventional dielectric material simulations, where it is the
required value [48]. From a previous analysis of left-handed metamaterials [60], it
was found that spurious resonances can be found due to coarse time discretization,
which leads to numerical errors and inaccuracy. It was proposed that a spatial reso-
lution of Δx < λ/80 is essential for accurate simulations. The same and more dense
spatial resolution restrictions have to be applied in the simulation of the cloaking
structure.

The same approach as that taken in [59, 60] will be followed for the computation
of the numerical values of the permittivities εr,εφ , and the permeability μz. The
plane waves, described in a discrete-time form, are

En = Ee jnωΔ t ,Dn = De jnωΔ t . (7.31)

They are substituted in Eq. (7.21) and the calculated numerical permittivities ε̃r, ε̃φ
are

ε̃r =

[

1− ω2
pΔ t2 cos2 ωΔ t

2

2sin ωΔ t
2 (2sin ωΔ t

2 − jγΔ t cos ωΔ t
2 )

]

, (7.32)

ε̃φ = εφ +
σΔ t

2 j tan ωΔ t
2

. (7.33)

Notice that, when Δ t → 0, which leads to a very fine FDTD grid, Eqs. (7.32)
and (7.33) are transformed to the Drude model (7.8) and the lossy dielectric mate-
rial (7.11), respectively. Exactly the same numerical permeability μ̃z formulas can
be produced for the dispersive magnetic model (7.26) and the conventional lossy
magnetic material (7.30). The comparison between analytical and numerical mate-
rial parameters is given in [59]. It is concluded that conventional spatial resolutions
with values Δx < λ/10 are not appropriate for this kind of anisotropic material and
more fine FDTD meshes, with Δx < λ/80, have to be applied to maintain the sim-
ulation accuracy.
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Another problem, which was dominant during the FDTD modeling of cloaking
structure, was numerical instability. The Courant stability criterion Δ t = Δx/

√
2c

[48] was satisfied during the FDTD simulations, where c is the speed of light in
free space. The object, which was “cloaked”, was chosen to be composed of a per-
fect electric conductor (PEC) material. Arbitrary materials can be used for the ob-
ject placed inside the cloaking shell. However, for FDTD modeling, it is better to
choose the PEC material, because very small field values will always be expected
inside the cloaked space. This is due to the numerical approximations, which are
inherent to the FDTD method. The instability was generated at two specific regions
of the cloaking FDTD meshes. The first instability region was obtained at the in-
terface between the cloaking material and the free space (r = R2). The other was
concentrated at the interface between the cloaking device and the “cloaked” PEC
material (r = R1). In both regions, the permittivities εr,εφ and the permeability μz

are changing rapidly from finite, even 0, to infinite theoretical values. As a result,
spurious cavity resonances are created, which are combined with the irregular stair-
case approximation of the cloaking structure’s cylindrical geometry. From the dis-
cretization, with the FDTD method, of the divergence of the electric flux density
∇ ·D, it can be concluded that the instability is present in the form of accumulated
charges at these two interfaces.

In order to achieve stable FDTD simulations, a series of modifications was ap-
plied in the conventional FDTD algorithm. First, the locally spatial averaging tech-
nique (7.25) was introduced for the simulation of the constitutive equation, which
is given in tensor form in Eq. (7.13). This method improved the stability and accu-
racy of the cloaking modeling. Fine spatial resolutions (Δx < λ/80) were applied,
which alleviated the effect of the inevitable – for the current cylindrical geome-
try – staircase approximation. Ideally, an infinite spatial resolution will guarantee
an accurate and stable cloaking modeling. Moreover, there are differences between
the analytical and the numerical – Eq. (7.32) – material parameters, which affected
the stability of the FDTD simulations in a straightforward manner. Corrected nu-
merical electric and magnetic plasma and collision frequencies were computed. The
required numerical lossy permittivity was equal to ε̃r = εr(1− j tanδ ), where εr was
radially-dependent (7.7) and tanδ was the loss tangent of the cloaking material. If
the numerical lossy permittivity is substituted in Eq. (7.32), the resulting corrected
plasma and collision frequencies were obtained as [59]

ω̃2
p =

2sin ωΔ t
2 [−2(εr −1)sin ωΔ t

2 + εrγΔ t cos ωΔ t
2 tanδ ]

Δ t2 cos2 ωΔ t
2

, (7.34)

γ̃ =
2εr sin ωΔ t

2 tanδ
(1− εr)Δ t cos ωΔ t

2

. (7.35)

For the conventional lossy dielectric/magnetic model, the only correction, for im-
proved stability, was applied at the frequency ω . The corrected frequency was easily
obtained from Eq. (7.33):
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ω̃ =
tan ωΔ t

2

Δ t/2
. (7.36)

With all the previous modifications, a stable FDTD simulation can be satisfied at
the outer interface (r = R2) of the cloaking structure. For the inner interface (r = R1),
one more modification has to be applied in the FDTD algorithm, in order to achieve
stability. The correct definition of the “cloaked” perfect electric conductor (PEC)
material is crucial for stable modeling of the cloak. The PEC is defined in the FDTD
code as a material with infinite permittivity (ε → ∞). Hence, the coefficient

(Δ t
ε
)
,

in the discrete Ampere’s Law (Eq. (7.6)), has to be set to 0 inside the PEC material,
in order to achieve a correct and stable simulation. After all these modifications,
which have been made to the FDTD algorithm, the resulted modeling is stable and
the numerical accuracy has been improved. There are no accumulated charges at
the two interfaces (r = R1,r = R2), which is evident by the FDTD simulation of the
divergence of the electric flux density ∇ ·D.

7.2.3 Numerical Results

A TE polarized plane-wave source was utilized to illuminate the 2-D cloaking
structure. A uniform spatial discretization was used, with an FDTD cell size of
Δx = Δy = λ/150, where λ is the wavelength of the excitation signal. In this case,
the operating frequency was set to be f = 2 GHz and the free-space wavelength
was λ = 15 cm. The temporal discretization was chosen according to the Courant
stability condition [48] and the time step was given by Δ t = Δx/

√
2c, where c is the

speed of light in free space.
First, the lossless cloaking shell was simulated to validate the proposed FDTD

method, which meant that the collision frequency in the Drude model (7.8) was
set equal to 0 (γ = 0). Furthermore, the conductivity in Eq. (7.11) is also set to 0
(σ = 0). Hence, the radially-dependent plasma frequency was computed from the
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Fig. 7.1 (a) The full set of cloaking material parameters used in the FDTD simulation. (b) 2-D
FDTD computation domain of the cloaking structure for the case of plane-wave excitation.
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simplified equation: ωp = ω
√

1− εr, where εr is given by Eq. (7.7). The inner and
outer radius – of the cloaking device had dimensions R1 = 10 cm and R2 = 20 cm,
respectively. The full set of the cloaking parameters (Eq. (7.7)) is changing with the
cloak’s radius, as shown in Fig. 7.1(a). The computational domain was terminated
along the y-direction with the Berenger’s perfectly matched layers (PMLs) [3]. The
waves were fully absorbed in the PMLs, equivalent to their leaving the computation
domain without introducing reflections. In the last layer of the computational do-
main along the x-direction, Bloch’s periodic boundary conditions (PBCs) [48] were
applied, in order to create a propagating plane wave. The FDTD computation do-
main for the current simulations is shown in Fig. 7.1(b). A transverse profile of the
propagating field in the lossless cloaking shell is depicted in Fig. 7.2(a). The results
for plane-wave excitation, when the steady state is reached, are given in Fig. 7.2(b).
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Fig. 7.2 (a) Transverse profile of the magnetic field Hz component propagating through the lossless
cloaking device. The wave propagates from left to right undisturbed. (b) Normalized magnetic field
distribution of the lossless cloaking device with plane-wave excitation. The wave propagates from
left to right and the cloaked object is composed of PEC material.

In Fig. 7.2(b), the electromagnetic wave propagates from left to right in the
FDTD computation domain. The wave bends inside the cloaking device in order
to avoid the “cloaked” object, as was expected. The wave trajectory is recomposed
without any disturbance behind the cloaking shell. Therefore, the object placed
inside the cloaking structure appears as if it does not exist, like it is “invisible.”
Note that, for this type of cloaking device, there are no constraints about the size
and the material type of the “hidden” object. This is in contrast to the proper-
ties of the proposed plasmonic and LHM-based cloaking devices [2, 36, 1, 14].
In Fig. 7.2(b), a small disturbance of the plane wave is visible leaving the cloak
on the right-hand side. Furthermore, there is a slight scattering coming back to
the source plane on the left-hand side. The reason is that the surface of the cloak-
ing device is curved (cylindrical structure), but it is being modeled with a Carte-
sian FDTD mesh. As a result, a staircase approximation is inevitable, which di-
rectly reduces the simulation accuracy. This problem can be solved if a conformal
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scheme [61] is utilized or a cylindrical FDTD is applied, combined with a disper-
sive FDTD scheme. However, the analysis of the conformal dispersive FDTD [61]
technique leads to a complicated sixth-order differential equation for the simula-
tion of the cloaking structure. This is due to the anisotropy of the cloaking material
parameters.

The next step was to introduce losses in the radially-dependent and dispersive
cloaking material, which is a far more practical and realistic representation of the
metamaterials. The loss tangent, tanδ , was set equal to 0.1, for both the disper-
sive ε̂r component (Eq. (7.8)) and the conventional lossy dielectric component ε̂φ
(Eq. (7.11)). For the magnetic component μ̂z, the magnetic loss tangent is chosen
to be tanδm = 0.1, again for both the dispersive (Eq. (7.26)) and the conventional
lossy (Eq. (7.30)) cases. The FDTD computational domain scenario used to sim-
ulate the lossy cloak is the same as in Fig. 7.1(b). The attenuation of the propa-
gating magnetic field Hz component through the lossy cloak is clearly depicted in
Fig. 7.3(a). The magnetic field Hz distribution, with a plane-wave excitation, is de-
picted in Fig. 7.3(b). It is observed that the cloaking device is working (bending of
waves) properly, like the lossless case. But, due to the presence of losses in electro-
magnetic cloaks, there is a strong shadowing effect to the field behind the cloaking
shell. For tanδ = 0.01, the magnetic field pattern is almost identical to the ideal loss-
less case in Fig. 7.2(b). However, the cloaking performance is impaired due to the
shadow cast behind the cloaked object, for a loss tangent of tanδ = 0.1. Therefore,
the proposed cloaking structure is sensitive to losses, which is a drawback toward
the realization of future “invisibility” devices.

The scattering coefficients of lossless and lossy cloaks are calculated with ref-
erence to the free-space case, with no obstacles present. Equal loss values are
chosen for the electric permittivities εr, εφ and the permeability μz components
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Fig. 7.4 Scattering patterns of lossless and lossy cloaks. Equal loss tangents of the electric and
magnetic parameters were chosen, which range from 0 to 0.1.

(tanδ = tanδm). The scattering patterns, varying with the losses, are depicted in
Fig. 7.4, where the angles of 0◦ and 180◦ are forward and backward scattering,
respectively. It is interesting to compare our numerical results of Fig. 7.4 with
the analytical computed far-field scattering performance of the cylindrical cloak
presented in [57]. It is seen that the scattering coefficients increase with the losses;
furthermore the minimum scattering is no longer at the backscattering point (angle
of 180◦) as the losses rise, which is in good agreement with the analytical solution
of the cloak [57].

The losses directly affect the cloak’s performance; moreover the cloaking mate-
rial parameters are frequency dispersive. For example, it is seen in Fig. 7.5(a) how
the value of εr at the inner radius of the cloaking device (r = R1) is changing with
a slight deviation from the center frequency of 2 GHz. Hence, the cloak is func-
tional only at a narrow frequency range. The FDTD method gives us the flexibility
to perceive the bandwidth issues of the cloaking device, because it is a time-domain
numerical technique. FDTD modeling of the lossless cloaking device will again be
employed to investigate the bandwidth limitations of the cloak. The computation
domain is the same as in Fig. 7.1(b) and the updating FDTD equations are given
by Eqs. (7.5), (7.6), (7.23), (7.24), and (7.29). The excitation of this simulation is
a wideband Gaussian pulse with a fixed bandwidth of 1 GHz (full width at half
maximum – FWHM) centered at a frequency of 2 GHz.

The wideband Gaussian pulse is shown in Fig. 7.5(b) after it has propagated
through the cloaking device. It is obvious that there are reflections and that the pulse
trajectory is not recomposed correctly. It experiences a time delay, which is more
intense close to the cloak’s inner boundary, in the same way as was derived for
3-D spherical cloaks, using the Geometrical Optics [8]. However, the bending of the
electromagnetic pulse inside the device is still present, same as that is seen when
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Fig. 7.5 (a) Ideal cloaking material parameter εr , at the point r = R1 of the cloak, varying with
the frequency. Note that the values of εr are always less than 1 and they can be negative. (b) A
wideband Gaussian pulse propagating from the left to the right side of the cloak. The pulse has
a fixed bandwidth of 1 GHz (FWHM), centered at a frequency of 2 GHz. The snapshot is taken
when the pulse is recomposed at the right side of the cloak.

using the ideal cloak in Fig. 7.2(b). Finally, an interesting bandwidth study of the
spherical cloak, using the analytical Mie scattering model, was published in [58].

Here, the reflection coefficient of the cloaking device was calculated, in order
to measure the backscattering of the structure. The magnetic field values Hz are
averaged along a line parallel to the x-axis, close to the plane-wave source, and the
excitation pulse is isolated from the reflected signal. Furthermore, the transmission
coefficient was measured with the same technique of averaging the field values along
a line, close to the right side PML wall. The computed reflection and transmission
coefficients can be seen in Fig. 7.6(a) and (b), respectively.

To conclude, the cloak has acceptable performance over a narrow bandwidth
only, with ideal behavior (no reflections and total transmission of the field) at one
frequency, namely the center frequency (2 GHz). However, it is interesting that the
device can operate with a tolerable percentage of reflections and a half fraction of
transmitted signal in a wider frequency range.
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Fig. 7.6 (a) Reflection coefficient of ideal cloak in dB, varying with frequency. (b) Transmission
coefficient of ideal cloak, varying with frequency. In both cases, the device is illuminated with a
wideband Gaussian pulse.
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7.3 Parallel Dispersive FDTD Modeling of Three-Dimensional
Spherical Cloaks

A complete set of material parameters of the 3-D ideal cloak in the spherical coor-
dinate is given by [33]

εr = μr =
R2

R2 −R1

(
r−R1

r

)2

,

εθ = μθ =
R2

R2 −R1
,

εφ = μφ =
R2

R2 −R1
, (7.37)

where R1 and R2 are the inner and outer radii of the cloak, respectively, and r is the
distance from a spatial point within the cloak to the center of it. Due to its simplicity,
we have chosen the ADE method [17] to model 3-D cloaks, as it was used before
for the simulation of 2-D cloaks.

For the conventional Cartesian FDTD mesh, since the material parameters given
in (7.37) are in the spherical coordinates, the following coordinate transformation is
used [4]:

⎡

⎣
εxx εxy εxz

εyx εyy εyz

εzx εzy εzz

⎤

⎦=

⎡

⎣
sinθ cosφ cosθ cosφ −sinφ
sinθ sinφ cosθ sinφ cosφ

cosθ −sinθ 0

⎤

⎦

⎡

⎣
εr 0 0
0 εθ 0
0 0 εφ

⎤

⎦

·
⎡

⎣
sinθ cosφ sinθ sinφ cosθ
cosθ cosφ cosθ sinφ −sinθ
−sinφ cosφ 0

⎤

⎦ . (7.38)

The tensor form of the constitutive relation is given by

ε0

⎡

⎣
εxx εxy εxz

εyx εyy εyz

εzx εzy εzz

⎤

⎦

⎡

⎣
Ex

Ey

Ez

⎤

⎦=

⎡

⎣
Dx

Dy

Dz

⎤

⎦

⇔ ε0

⎡

⎣
Ex

Ey

Ez

⎤

⎦=

⎡

⎣
εxx εxy εxz

εyx εyy εyz

εzx εzy εzz

⎤

⎦

−1⎡

⎣
Dx

Dy

Dz

⎤

⎦ , (7.39)

where ⎡

⎣
εxx εxy εxz

εyx εyy εyz

εzx εzy εzz

⎤

⎦

−1

=

⎡

⎣
ε ′xx ε ′xy ε ′xz
ε ′yx ε ′yy ε ′yz
ε ′zx ε ′zy ε ′zz

⎤

⎦ , (7.40)

and

ε ′xx =
1
εr

sin2 θ cos2 φ +
1
εθ

cos2 θ cos2 φ +
1
εφ

sin2 φ ,
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ε ′xy =
1
εr

sin2 θ sinφ cosφ +
1
εθ

cos2 θ sinφ cosφ − 1
εφ

sinφ cosφ ,

ε ′xz =
1
εr

sinθ cosθ cosφ − 1
εθ

sinθ cosθ cosφ ,

ε ′yx =
1
εr

sin2 θ sinφ cosφ +
1
εθ

cos2 θ sinφ cosφ − 1
εφ

sinφ cosφ ,

ε ′yy =
1
εr

sin2 θ sin2 φ +
1
εθ

cos2 θ sin2 φ +
1
εφ

cos2 φ ,

ε ′yz =
1
εr

sinθ cosθ sinφ − 1
εθ

sinθ cosθ sinφ ,

ε ′zx =
1
εr

sinθ cosθ cosφ − 1
εθ

sinθ cosθ cosφ ,

ε ′zy =
1
εr

sinθ cosθ sinφ − 1
εθ

sinθ cosθ sinφ ,

ε ′zz =
1
εr

cos2 θ +
1
εθ

sin2 θ . (7.41)

Note that the inverse of the permittivity tensor matrix (7.40) exists only when εr �= 0,
εθ �= 0, and εφ �= 0. However, the inner boundary of the cloak does not satisfy the
condition of εr �= 0. Therefore, in our FDTD simulations, we place a perfect electric
conductor (PEC) sphere with its radius equal to R1 inside the cloak to guarantee the
validity of (7.40).

Substituting (7.40) into (7.39) gives

ε0Ex =
(

1
εr

sin2 θ cos2 φ +
1
εθ

cos2 θ cos2 φ +
1
εφ

sin2 φ
)

Dx

+
(

1
εr

sin2 θ sinφ cosφ +
1
εθ

cos2 θ sinφ cosφ − 1
εφ

sinφ cosφ
)

Dy

+
(

1
εr

sinθ cosθ cosφ − 1
εθ

sinθ cosθ cosφ
)

Dz, (7.42)

ε0Ey =
(

1
εr

sin2 θ sinφ cosφ +
1
εθ

cos2 θ sinφ cosφ − 1
εφ

sinφ cosφ
)

Dx

+
(

1
εr

sin2 θ sin2 φ +
1
εθ

cos2 θ sin2 φ +
1
εφ

cos2 φ
)

Dy

+
(

1
εr

sinθ cosθ sinφ − 1
εθ

sinθ cosθ sinφ
)

Dz, (7.43)

ε0Ez =
(

1
εr

sinθ cosθ cosφ − 1
εθ

sinθ cosθ cosφ
)

Dx

+
(

1
εr

sinθ cosθ sinφ − 1
εθ

sinθ cosθ sinφ
)

Dy
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+
(

1
εr

cos2 θ +
1
εθ

sin2 θ
)

Dz. (7.44)

Since the above equations have a similar form, in the following, the derivation of
the updating equation is only given for the Ex component. The updating equations
for the Ey and Ez components can be derived following the same procedure.

Express εr in the Drude form of (7.37), Eq. (7.42) can be written as

ε0
(
ω2 − jωγ −ω2

p

)
Ex =

[
(
ω2 − jωγ

)
sin2 θ cos2 φ

+
(
ω2 − jωγ −ω2

p

)
(

cos2 θ cos2 φ
εθ

+
sin2 φ

εφ

)]
Dx

+
[(

ω2 − jωγ
)

sin2 θ sinφ cosφ +
(
ω2 − jωγ −ω2

p

) cos2 θ sinφ cosφ
εθ

−(
ω2 − jωγ −ω2

p

) sinφ cosφ
εφ

]
Dy +

[
(
ω2 − jωγ

)
sinθ cosθ cosφ

−(
ω2 − jωγ −ω2

p

) sinθ cosθ cosφ
εθ

]
Dz. (7.45)

Note that εθ and εφ remain in (7.45) since their values are always greater than 1
in the proposed cloak and, hence, there is no need to apply the Drude model in the
FDTD updating equations. Applying the inverse Fourier transform and the following
rules:

jω → ∂
∂ t

, ω2 →− ∂ 2

∂ t2 , (7.46)

Equation (7.45) can be rewritten in the time domain as

ε0

(
∂ 2

∂ t2 + γ
∂
∂ t

+ω2
p

)
Ex =

[(
∂ 2

∂ t2 + γ
∂
∂ t

)
sin2 θ cos2 φ

+
(

∂ 2

∂ t2 + γ
∂
∂ t

+ω2
p

)
cos2 θ cos2 φ

εθ
+
(

∂ 2

∂ t2 + γ
∂
∂ t

+ω2
p

)
sin2 φ

εφ

]
Dx

+
[(

∂ 2

∂ t2 + γ
∂
∂ t

)
sin2 θ sinφ cosφ +

(
∂ 2

∂ t2 + γ
∂
∂ t

+ω2
p

)
cos2 θ sinφ cosφ

εθ

−
(

∂ 2

∂ t2 + γ
∂
∂ t

+ω2
p

)
sinφ cosφ

εφ

]
Dy +

[(
∂ 2

∂ t2 + γ
∂
∂ t

)
sinθ cosθ cosφ

−
(

∂ 2

∂ t2 + γ
∂
∂ t

+ω2
p

)
sinθ cosθ cosφ

εθ

]
Dz. (7.47)

The FDTD simulation domain is represented by an equally spaced 3-D grid with
the periods Δx, Δy, and Δz along the x-, y-, and z-directions, respectively. For the
discretization of Eq. (7.47), we use the central finite-difference operators in time (δt

and δ 2
t ) and the central average operator with respect to time (μt and μ2

t ):
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∂ 2

∂ t2 → δ 2
t

(Δ t)2 ,
∂
∂ t

→ δt

Δ t
μt , 1 → μ2

t ,

where the operators δt , δ 2
t , μt , and μ2

t are defined as in [20]:

δtF|nmx,my,mz
≡ F|n+ 1

2
mx,my,mz −F|n−

1
2

mx,my,mz ,

δ 2
t F|nmx,my,mz

≡ F|n+1
mx,my,mz

−2F|nmx,my,mz
+F|n−1

mx,my,mz
,

μtF|nmx,my,mz
≡ F|n+ 1

2
mx,my,mz +F|n−

1
2

mx,my,mz

2
,

μ2
t F|nmx,my,mz

≡
F|n+1

mx,my,mz
+2F|nmx,my,mz

+F|n−1
mx,my,mz

4
, (7.48)

where F represents field components and mx,my,mz are the indices corresponding to
a certain discretization point in the FDTD domain. The discretized Eq. (7.47) reads

ε0

[
δ 2

t

(Δ t)2 + γ
δt

Δ t
μt +ω2

pμ2
t

]
Ex =

{[
δ 2

t

(Δ t)2 + γ
δt

Δ t
μt

]
sin2 θ cos2 φ

+
[

δ 2
t

(Δ t)2 + γ
δt

Δ t
μt +ω2

pμ2
t

](
cos2 θ cos2 φ

εθ
+

sin2 φ
εφ

)}
Dx

+
{[

δ 2
t

(Δ t)2 + γ
δt

Δ t
μt

]
sin2 θ sinφ cosφ

+
[

δ 2
t

(Δ t)2 + γ
δt

Δ t
μt +ω2

pμ2
t

](
cos2 θ sinφ cosφ

εθ
− sinφ cosφ

εφ

)}
Dy

+
{[

δ 2
t

(Δ t)2 + γ
δt

Δ t
μt

]
sinθ cosθ cosφ

−
[

δ 2
t

(Δ t)2 + γ
δt

Δ t
μt +ω2

pμ2
t

]
sinθ cosθ cosφ

εθ

}
Dz. (7.49)

Note that in (7.49), the discretization of the term ω2
p of (7.47) is performed using the

central average operator μ2
t in order to guarantee the improved stability; the central

average operator μt is used for the term containing γ to preserve the second-order
feature of the equation. Equation (7.49) can be written as

ε0

[
En+1

x −2En
x +En−1

x

(Δ t)2 + γ
En+1

x −En−1
x

2Δ t
+ω2

p
En+1

x +2En
x +En−1

x

4

]

= sin2 θ cos2 φ
[

Dn+1
x −2Dn

x +Dn−1
x

(Δ t)2 + γ
Dn+1

x −Dn−1
x

2Δ t

]

+
(

cos2 θ cos2 φ
εθ

+
sin2 φ

εφ

)[
Dn+1

x −2Dn
x +Dn−1

x

(Δ t)2 + γ
Dn+1

x −Dn−1
x

2Δ t
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+ω2
p

Dn+1
x +2Dn

x +Dn−1
x

4

]
+ sin2 θ sinφ cosφ

[
Dn+1

y −2Dn
y +Dn−1

y

(Δ t)2

+γ
Dn+1

y −Dn−1
y

2Δ t

]

+
(

cos2 θ sinφ cosφ
εθ

− sinφ cosφ
εφ

)

·
[

Dn+1
y −2Dn

y +Dn−1
y

(Δ t)2 + γ
Dn+1

y −Dn−1
y

2Δ t
+ω2

p

Dn+1
y +2Dn

y +Dn−1
y

4

]

+sinθ cosθ cosφ
[

Dn+1
z −2Dn

z +Dn−1
z

(Δ t)2 + γ
Dn+1

z −Dn−1
z

2Δ t

]

− sinθ cosθ cosφ
εθ

[
Dn+1

z −2Dn
z +Dn−1

z

(Δ t)2 + γ
Dn+1

z −Dn−1
z

2Δ t

+ω2
p

Dn+1
z +2Dn

z +Dn−1
z

4

]
. (7.50)

After simple manipulations, the updating equation for Ex can be obtained as

En+1
x =

[
b0xxDn+1

x +b1xxDn
x +b2xxDn−1

x +b0xyDy
n+1 +b1xyDy

n +b2xyDy
n−1

+b0xzDz
n+1 +b1xzDz

n +b2xzDz
n−1 − (

a1xEn
x +a2xEn−1

x

)
]
/a0x, (7.51)

where the coefficients are given by

a0x = ε0

[
1

(Δ t)2 +
γ

2Δ t
+

ω2
p

4

]

, a1x = ε0

[

− 2
(Δ t)2 +

ω2
p

2

]

,

a2x = ε0

[
1

(Δ t)2 − γ
2Δ t

+
ω2

p

4

]

,

b0xx = sin2 θ cos2 φ
[

1
(Δ t)2 +

γ
2Δ t

]
+
(

cos2 θ cos2 φ
εθ

+
sin2 φ

εφ

)[
1

(Δ t)2 +
γ

2Δ t
+

ω2
p

4

]

,

b1xx = −sin2 θ cos2 φ
2

(Δ t)2 +
(

cos2 θ cos2 φ
εθ

+
sin2 φ

εφ

)[

− 2
(Δ t)2 +

ω2
p

2

]

,

b2xx = sin2 θ cos2 φ
[

1
(Δ t)2 − γ

2Δ t

]
+
(

cos2 θ cos2 φ
εθ

+
sin2 φ

εφ

)[
1

(Δ t)2 − γ
2Δ t

+
ω2

p

4

]

,

b0xy = sin2 θ sinφ cosφ
[

1
(Δ t)2 +

γ
2Δ t

]
+
(

cos2 θ sinφ cosφ
εθ

− sinφ cosφ
εφ

)

·
[

1
(Δ t)2 +

γ
2Δ t

+
ω2

p

4

]

,

b1xy = −sin2 θ sinφ cosφ
2

(Δ t)2 +
(

cos2 θ sinφ cosφ
εθ

− sinφ cosφ
εφ

)[

− 2
(Δ t)2 +

ω2
p

2

]

,
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b2xy = sin2 θ sinφ cosφ
[

1
(Δ t)2 − γ

2Δ t

]
+
(

cos2 θ sinφ cosφ
εθ

− sinφ cosφ
εφ

)

·
[

1
(Δ t)2 − γ

2Δ t
+

ω2
p

4

]

,

b0xz = sinθ cosθ cosφ
[

1
(Δ t)2 +

γ
2Δ t

]
− sinθ cosθ cosφ

εθ

[
1

(Δ t)2 +
γ

2Δ t
+

ω2
p

4

]

,

b1xz = −sinθ cosθ cosφ
2

(Δ t)2 − sinθ cosθ cosφ
εθ

[

− 2
(Δ t)2 +

ω2
p

2

]

,

b2xz = sinθ cosθ cosφ
[

1
(Δ t)2 − γ

2Δ t

]
− sinθ cosθ cosφ

εθ

[
1

(Δ t)2 − γ
2Δ t

+
ω2

p

4

]

.

Following the same procedure, the updating equation for Ey is

En+1
y =

[
b0yxDx

n+1 +b1yxDx
n +b2yxDx

n−1 +b0yyDn+1
y +b1yyDn

y +b2yyDn−1
y

+b0yzDz
n+1 +b1yzDz

n +b2yzDz
n−1 − (

a1yEn
y +a2yEn−1

y

)
]
/a0y, (7.52)

with the coefficients given by

a0y = ε0

[
1

(Δ t)2 +
γ

2Δ t
+

ω2
p

4

]

, a1y = ε0

[

− 2
(Δ t)2 +

ω2
p

2

]

,

a2y = ε0

[
1

(Δ t)2 − γ
2Δ t

+
ω2

p

4

]

,

b0yx = sin2 θ sinφ cosφ
[

1
(Δ t)2 +

γ
2Δ t

]
+
(

cos2 θ sinφ cosφ
εθ

− sinφ cosφ
εφ

)

·
[

1
(Δ t)2 +

γ
2Δ t

+
ω2

p

4

]

,

b1yx = −sin2 θ sinφ cosφ
2

(Δ t)2 +
(

cos2 θ sinφ cosφ
εθ

− sinφ cosφ
εφ

)[

− 2
(Δ t)2 +

ω2
p

2

]

,

b2yx = sin2 θ sinφ cosφ
[

1
(Δ t)2 − γ

2Δ t

]
+
(

cos2 θ sinφ cosφ
εθ

− sinφ cosφ
εφ

)

·
[

1
(Δ t)2 − γ

2Δ t
+

ω2
p

4

]

,

b0yy = sin2 θ sin2 φ
[

1
(Δ t)2 +

γ
2Δ t

]
+
(

cos2 θ sin2 φ
εθ

+
cos2 φ

εφ

)[
1

(Δ t)2 +
γ

2Δ t
+

ω2
p

4

]

,

b1yy = −sin2 θ sin2 φ
2

(Δ t)2 +
(

cos2 θ sin2 φ
εθ

+
cos2 φ

εφ

)[

− 2
(Δ t)2 +

ω2
p

2

]

,
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b2yy = sin2 θ sin2 φ
[

1
(Δ t)2 − γ

2Δ t

]
+
(

cos2 θ sin2 φ
εθ

+
cos2 φ

εφ

)[
1

(Δ t)2 − γ
2Δ t

+
ω2

p

4

]

,

b0yz = sinθ cosθ sinφ
[

1
(Δ t)2 +

γ
2Δ t

]
− sinθ cosθ sinφ

εθ

[
1

(Δ t)2 +
γ

2Δ t
+

ω2
p

4

]

,

b1yz = −sinθ cosθ sinφ
2

(Δ t)2 − sinθ cosθ sinφ
εθ

[

− 2
(Δ t)2 +

ω2
p

2

]

,

b2yz = sinθ cosθ sinφ
[

1
(Δ t)2 − γ

2Δ t

]
− sinθ cosθ sinφ

εθ

[
1

(Δ t)2 − γ
2Δ t

+
ω2

p

4

]

.

And the updating equations for Ez is

En+1
z =

[
b0zxDx

n+1 +b1zxDx
n +b2zxDx

n−1 +b0zyDy
n+1 +b1zyDy

n +b2zyDy
n−1

+b0zzD
n+1
z +b1zzD

n
z +b2zzD

n−1
z − (

a1zE
n
z +a2zE

n−1
z

)]
/a0z, (7.53)

with the coefficients given by

a0z = ε0

[
1

(Δ t)2 +
γ

2Δ t
+

ω2
p

4

]

, a1z = ε0

[

− 2
(Δ t)2 +

ω2
p

2

]

,

a2z = ε0

[
1

(Δ t)2 − γ
2Δ t

+
ω2

p

4

]

,

b0zx = sinθ cosθ cosφ
[

1
(Δ t)2 +

γ
2Δ t

]
− sinθ cosθ cosφ

εθ

[
1

(Δ t)2 +
γ

2Δ t
+

ω2
p

4

]

,

b1zx = −sinθ cosθ cosφ
2

(Δ t)2 − sinθ cosθ cosφ
εθ

[

− 2
(Δ t)2 +

ω2
p

2

]

,

b2zx = sinθ cosθ cosφ
[

1
(Δ t)2 − γ

2Δ t

]
− sinθ cosθ cosφ

εθ

[
1

(Δ t)2 − γ
2Δ t

+
ω2

p

4

]

,

b0zy = sinθ cosθ sinφ
[

1
(Δ t)2 +

γ
2Δ t

]
− sinθ cosθ sinφ

εθ

[
1

(Δ t)2 +
γ

2Δ t
+

ω2
p

4

]

,

b1zy = −sinθ cosθ sinφ
2

(Δ t)2 − sinθ cosθ sinφ
εθ

[

− 2
(Δ t)2 +

ω2
p

2

]

,

b2zy = sinθ cosθ sinφ
[

1
(Δ t)2 − γ

2Δ t

]
− sinθ cosθ sinφ

εθ

[
1
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+
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p

4

]

,
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[

1
(Δ t)2 +

γ
2Δ t

]
+

sin2 θ
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[
1
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γ

2Δ t
+
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4
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,

b1zz = −cos2 θ
2

(Δ t)2 +
sin2 θ

εθ

[

− 2
(Δ t)2 +

ω2
p

2
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,
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b2zz = cos2 θ
[

1
(Δ t)2 − γ

2Δ t

]
+

sin2 θ
εθ

[
1

(Δ t)2 − γ
2Δ t

+
ω2

p

4

]

.

Note that the field quantities Dx, Dy, and Dz in (7.51)–(7.53) are locally averaged
values of Dx, Dy, and Dz, respectively, since the x-, y-, and z-components of the elec-
tric fields are not in the same location within each FDTD cell [29]. The averaging
procedure needs to be applied to different field components corresponding to the
position and orientation of material interfaces. Specifically in (7.51), the averaged
Dy and Dz can be calculated using

Dy(i, j,k) =
Dy(i, j,k)+Dy(i+1, j,k)+Dy(i, j−1,k)+Dy(i+1, j−1,k)

4
,

Dz(i, j,k) =
Dz(i, j,k)+Dz(i+1, j,k)+Dz(i, j,k−1)+Dz(i+1, j,k−1)

4
,

where (i, j,k) is the coordinate of the field component. In (7.52), the averaged Dx

and Dz can be calculated using

Dx(i, j,k) =
Dx(i, j,k)+Dx(i, j +1,k)+Dx(i−1, j,k)+Dx(i−1, j +1,k)

4
,

Dz(i, j,k) =
Dz(i, j,k)+Dz(i, j +1,k)+Dz(i, j,k−1)+Dz(i, j +1,k−1)

4
.

And in (7.53), the averaged Dx and Dy can be calculated using

Dx(i, j,k) =
Dx(i, j,k)+Dx(i, j,k +1)+Dx(i−1, j,k)+Dx(i−1, j,k +1)

4
,

Dy(i, j,k) =
Dy(i, j,k)+Dy(i, j,k +1)+Dy(i, j−1,k)+Dy(i, j−1,k +1)

4
.

The updating equations for the magnetic fields Hx, Hy, and Hz are in the same
form as (7.51)–(7.53) with the same coefficients and can be obtained by replacing E
with H and D with B. The averaged field components can be calculated in a similar
manner. Equations (7.5), (7.6), (7.51)–(7.53) and the updating equations for H from
B (not given) form the updating equation set for the modeling of 3-D cloaks using
the well-known leap-frog scheme [48]. If the plasma frequency in (7.8) is equal to
0, i.e., ωp = 0, and εθ = μθ = εφ = μφ = 1, the above updating equation set reduces
to the updating equation set for the free space.

The numerical permittivity of εr (due to the time discretization in FDTD) for
the 3-D spherical cloak has the same form as that for the 2-D cylindrical cloak as
introduced in the previous section, as, for both cases, the Drude dispersion model
is used. The above averaging of field components and the correction of numerical
material parameters ensure stable and accurate FDTD simulations of the 3-D cloak.

The FDTD method is a versatile numerical technique. However, similar to other
numerical methods, it is computationally intensive. For large electromagnetic prob-
lems such as the modeling of 3-D cloaks, the requirement for system resources
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is beyond the capability of a single personal computer (PC). One way to resolve
this problem is to divide the whole computational domain into many smaller sub-
domains, and each sub-domain can be handled by each machine of a PC cluster.
When the PCs are linked altogether with an appropriate synchronization procedure,
the original large problem can be decomposed and solved efficiently.

One of the most attractive features of the FDTD method is that it can be easily
parallelized with very little modifications to the algorithm. Since it solves Maxwell
equations in the time–space domain, the parallel FDTD algorithm is based on the
space decomposition technique [13, 18]. The data transfer functionality between
processors is provided by the message passing interface (MPI) library. Data ex-
change is required only for the adjacent cells at the interface among different sub-
domains and is performed at each time step and, therefore, the parallel FDTD algo-
rithm is a self-synchronized process. Figure 7.7 shows the arrangement of the field
components in different sub-domains in parallel FDTD simulations. The red arrows
are the transferred field components from the neighboring sub-domain during the
data communication process. At the end of parallel FDTD simulations, the results
calculated at each processor need to be combined to obtain the final simulation re-
sult. In comparison to conventional parallel FDTD method, the parallelization of
the dispersive FDTD method introduced in this work requires additional field com-
ponents to be transferred between adjacent sub-domains during the synchronization
process, because of the applied field averaging scheme. The complexity of algo-
rithm can increase further if the whole computational domain is divided along more
than one direction, although the data communication load and the overall simulation
time may be reduced.

Ey

Hx

Hy

Ex

Ez

Hz

Ey

Hx

Hy

Ex

Ez

Hz

Sub-domainI Sub-domainII

Fig. 7.7 The arrangement of field components in different sub-domains in parallel FDTD simu-
lations. The red arrows indicate the field components which are transferred from the neighboring
domain during the data communication process and used to update the field components on the
boundary of the current sub-domain.

The PC cluster used to simulate 3-D cloaks at Queen Mary, University of London,
consists of 1 head node for monitoring purposes and 15 compute nodes for per-
forming calculation tasks. Each node has Dual Intel Xeon E5405 (Quad Core 2.0
GHz) central processing units (CPUs) and there are 128 cores and 512 GB memory
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in total. The nodes are connected by a 24-port gigabit switch. The GNU C com-
piler (GCC) and a free version of MPI, MPI Chameleon (MPICH), developed by
Argonne National Laboratory [22], are used to compile the developed parallel dis-
persive FDTD code and handle the inter-core data communications, respectively.

The above developed parallel dispersive FDTD method is used to model the 3-D
spherical cloaks and the simulation domain is shown in Fig. 7.8. The FDTD cell size
in all simulations is Δx = Δy = λ/150, where λ is the wavelength at the operating
frequency f = 2.0 GHz. The time step is chosen according to the Courant stability
criterion [48]. The radii of the cloak are R1 = 0.1 m and R2 = 0.2 m. In this work,
only the ideal case (lossless) is considered with the collision frequency in (7.8) is set
to be 0 (γ = 0). The radially-dependent plasma frequency can be calculated using
(7.34) with a given value of εr calculated from (7.37). The computational domain is
truncated using the Berenger’s perfectly matched layer (PML) [3] in y-direction to
absorb waves leaving the computational domain without introducing reflections, and
terminated with periodic boundary conditions (PBCs) in x- and z-directions for the
modeling of a plane-wave source. The electric and magnetic fields of the plane wave
are along the z- and x-axes, respectively, and the propagation direction is along the
y-axis, as indicated in Fig. 7.8. For simplicity, the whole simulation domain is only
divided along y-direction into 100 sub-domains and in total 100 processors and 220
gigabyte (GB) memory were used to run the parallel dispersive FDTD simulations.
Each simulation lasts around 45 hours (13,000 time steps) before reaching the steady
state.
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Fig. 7.8 The 3-D parallel dispersive FDTD simulation domain for the case of plane-wave incidence
on the cloak. The red rectangle indicates the location of the source plane.

Figures 7.9 and 7.10 show the normalized steady-state field distributions for
the Ez and Hx components in y–z and x–y planes, respectively. It can be seen that
the plane wave is guided by the cloak to propagate around its central region and
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Fig. 7.9 Normalized field distributions for the Ez component in (a)–(c) y–z plane and (d)–(f) x–y
plane in the steady state of the parallel dispersive FDTD simulations. The cutting planes are (see
Fig. 7.8) (a) x = 2λ , (b) x = 4λ/3, (c) x = λ , (d) z = 2λ , (e) z = 4λ/3, and (f) z = λ . The wave
propagation direction is from left to right.

re-composed after leaving the cloak. There are no visible reflections (except those
minor numerical ones due to the finite spatial resolution in FDTD simulations). It
is also interesting to note that the Ez component in y–z and x–y planes in Fig. 7.9
and the Hx component in x–y and y–z planes in Fig. 7.10 have the same distribu-
tions (with different amplitude), which is due to the fact that the ideal 3-D cloak is
a rotationally symmetric structure with respect to the electric and magnetic fields.
The wave behavior near the 3-D cloak can be better illustrated using the power
flow diagram, as plotted in Fig. 7.11. It is shown that the Poynting vectors are
diverted around the central area enclosed by the cloak. Therefore, objects placed
inside the cloak do not introduce any scattering to external radiations and hence
become “invisible.”

The above presented results validate the developed parallel dispersive FDTD
method and demonstrate the cloaking property of the structure. However, there are
some numerical issues that need to be addressed in FDTD simulations. Besides the
correction of numerical material parameters introduced earlier, since the cloak is a
sensitive structure, for single-frequency simulations, the switching time of the sinu-
soidal source also has significant impact on the convergence time. Normalized field
distributions from the simulations using different switching time are plotted at the
time step t = 1320Δ t and shown in Fig. 7.12. It can be seen that if the source is
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Fig. 7.10 Normalized field distributions for the Hx component in (a)–(c) y–z plane and (d)–(f) x–y
plane in the steady state of the parallel dispersive FDTD simulations. The cutting planes are (see
Fig. 7.8) (a) x = 2λ , (b) x = 4λ/3, (c) x = λ , (d) z = 2λ , (e) z = 4λ/3, and (f) z = λ . The wave
propagation direction is from left to right.
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parallel dispersive FDTD simulations.
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switched to its maximum amplitude within a short period of time, because of the
multiple frequency components excited, and the cloak is essentially a narrowband
structure due to its dispersive nature, the scattering from the cloak may occur, as
shown in Fig. 7.12(a). The scattered waves oscillate within the lossless cloak and
hence it requires a very long time for the simulations to reach the steady state. It
is also demonstrated that if the switching time is greater than 10T0, where T0 is the
period of the sinusoidal wave, the scattered waves can be significantly reduced and
a much shorter convergence time in simulations can be achieved. Therefore, in the
previous simulations, the switching time of 30T0 was used.
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Fig. 7.12 Comparison of the influence of different switching time (ST) of the sinusoidal source
on the simulation results: (a) ST = T0, (b) ST = 10T0, (c) ST = 30T0, where T0 is the period of
the sinusoidal wave. The wave propagation direction is from left to right and the normalized field
distributions are plotted in the x–y plane (z = 2λ , see Fig. 7.8) and at the time step t = 1320Δ t.

Since the FDTD method is a time-domain technique, it is convenient to study
the transient response of the 3-D cloak. The snapshots of the field distributions for
the Ez component at different time steps t = 3000Δ t (5.77 ns), t = 5000Δ t (9.62
ns), and t = 8000Δ t (15.40 ns) are taken and plotted in Fig. 7.13. It is shown in
Fig. 7.13(a) that outside the shadow region behind the cloak (y ∼ 3.5λ , x < 0.5λ ,
and x > 3.5λ ), waves propagate at the speed of light and the wave front remains
the same as the one before reaching the cloak. However, due to the fact that the
waves that travel through the cloak undergo a longer path compared to the free-
space one, and since the group velocity cannot exceed the speed of light, the wave
front experiences a considerable delay, when the waves re-enter the free space, as it
is illustrated by the field distributions at different time steps in FDTD simulations
in Fig. 7.13. The convergence of simulations is rather slow and the steady state is
reached in simulations only after about 13,000 time steps (25.02 ns).

In summary, a parallel dispersive FDTD method has been developed to model the
ideal 3-D cloak. The radial dependent permittivity and permeability of the cloak are
mapped to the Drude dispersion model and taken into account in FDTD simulations
using an ADE-based method. Due to the memory restraint of a single PC, a parallel
FDTD method is developed to handle the large amount of memory and simulation
time required to model the 3-D cloak. FDTD simulation results are validated by
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Fig. 7.13 Snapshots of the field distributions for the Ez component at different time steps in the
parallel dispersive FDTD simulations: (a) t = 3000Δ t (5.77 ns), (b) t = 5000Δ t (9.62 ns), (c)
t = 8000Δ t (15.40 ns), plotted in the x-y plane (z = 2λ , see Fig. 7.8). The wave propagation
direction is from left to right.

those obtained using analytical methods. It is demonstrated that for single-frequency
simulations, the source excitation needs to be switched on slowly enough to avoid
the wave scattering from the cloak, due to the sensitivity of the cloaking material. It
is also shown from the transient FDTD analysis that waves passing through the cloak
experience a considerable time delay comparing with the free-space propagations.

7.4 FDTD Modeling of the Ground-Plane Cloak

The majority of the proposed schemes for cloaking objects are based on the coor-
dinate transformation method [38] and require materials with relative permittivity
and permeability values that are anisotropic and less than unity. Although meta-
materials could be eventually used widespread in constructing those cloaks, such
metamaterial-based cloaks have limited implementations [44, 34], suffer from in-
herent losses and are not broadband due to their resonant nature [56, 49].

In an attempt to create more practical, isotropic cloaks, Li and Pendry [32] sug-
gested the use of the coordinate transformation technique to make an object appear
as a ground plane, thus rendering it invisible when the object and the cloak are
placed on top of another conductive plane. Despite the fact that the whole structure
needs to be embedded in a background material and that the cloak is not perfect
since any magnetic permeability and anisotropy are initially ignored, only isotropic
dielectric materials are required to realize the design.

Such coordinate transformations do not produce closed-form formulas for the
required material parameters. Rather, they need to be extracted numerically from
the non-orthogonality of the generated transformation mesh. From a simulation
perspective, a non-orthogonal FDTD algorithm (NFDTD) [21] is mostly suitable
for solving these scenarios, since the specified conformal grid can be directly im-
ported to the simulation. Due to the nature of conformal FDTD, the algorithm is very
efficient and a low spatial resolution (e.g., Δx = Δy = λ/10) is needed. Dispersive



7 Finite-Difference Time-Domain Modeling of Electromagnetic Cloaks 145

NFDTD or the conventional Yee’s FDTD algorithms can also be utilized, but with
higher resolutions of discretization.

In this section we use a coordinate transformation to create a cloak that cov-
ers a triangular-shaped conducting object placed on a ground plane. A NFDTD al-
gorithm that uses non-orthogonal meshes is initially utilized to test the full cloak.
Subsequently, based on the principle that an impinging wave would not resolve the
material features smaller than its wavelength, simple approximate cloaks are de-
signed that consist of only a few blocks of different dielectric materials and are
found through non-dispersive FDTD simulations to work almost as well as the
full cloak. In addition, a ground-plane cloak embedded in free space is presented,
and by further ignoring dispersive permittivity values (ε < 1), it is showed that a
similar simplified ground-plane quasi-cloak minimizes scattering, without requir-
ing a surrounding impedance-matched layer. The performance of the quasi-cloaks
is confirmed by evaluating the spatial and spectral distributions of the scattered field
energy.

The object to be concealed is a conductive triangular prism with a base 1.6 μm
and height 0.2 μm, while the cloak is 3 μm long and 0.75 μm tall. Using a technique
similar to the one described in [32], a 2-D near-conformal mesh is found that sur-
rounds the domain above the object. As a result, the cells become non-orthogonal or
“stretched.” Given the 2×2 covariant metric g for each cell, the relative permittivity
of each block is found as

ε =
εre f√
detg

. (7.54)

Here, εre f is the relative permittivity of the surrounding medium. A suitable map
that reduces the anisotropy of the cloak is found by minimizing the width of the

distribution of the parameter
√

gxygyx
gxxgyy

, as shown in Fig. 7.14(a), where gxy is a met-

Fig. 7.14 (a) The distribution of the cloaked region’s cells as a function of their “stretch” or
anisotropy. (b) The anisotropy map of the cloaked region, which is ignored in the simulations.
(c) The relative permittivity map of the cloaked region. (d) An approximately constructed relative
permittivity map that mimics the behavior of the material presented in (c).
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ric tensor and detg can be calculated as detg = gxy · gyx − gxx · gyy. For the map
shown in Fig. 7.14(c), 1.79 ≤ ε ≤ 4.70 and the maximum anisotropy is 1.20. The
full anisotropy map is shown in Fig. 7.14(b). The latter maximum anisotropy value
can be reduced more, when an object to cloak has less sharp corners, however, the
proposed prism structure is preferred here because the cloak can be constructed in a
simple manner using straight cuts. It should be noted that only near-orthogonal cells
result in small anisotropy and thus result in a working cloak; this can be indicated
by the narrow distribution of cells around 90◦ in Fig. 7.14(a).

Assuming that a 2.4 μm wide (FWHM) pulse at a frequency of 400 THz is
launched against the object at a 45◦ angle, the wavelength in a material with permit-
tivity 2.25 is 0.5 μm and thus features that are much smaller than this value are not
expected to be resolved. In order to test a simpler cloak that is not as detailed as the
original one in Fig. 7.14(c), we design a new “approximate” cloak by choosing only
16 evenly distributed values of permittivity in 2-D space, as shown in Fig. 7.14(d),
in addition to setting their relative permeability to unity. Each of these blocks has
dimensions (dx,dy) = (0.4285 μm, 0.3750 μm).

Both TE and TM waves are tested in order to demonstrate the isotropy of the
structure. Figure 7.15(a) shows the scattering field distribution from the object for
a TM pulse using the non-orthogonal FDTD, which has a distinct two-lobe pattern
after impinging on the metallic object over the metallic ground. The spatial dis-
cretization in this case is directly derived from the mesh generated from the coordi-
nate transformation, or λ/16, where λ is the free-space wavelength. Figure 7.15(b)
shows the scattering from the same object using conventional 2-D FDTD for a TE
pulse and discretization of λ/30. The comparison confirms that both results are in-
deed very similar. Slight differences between the patterns in these two cases are at-
tributed to the different positioning of the source due to the different FDTD meshes
utilized.

Next, the full cloak presented in Fig. 7.14(c) is applied to the object in Fig. 7.15(a),
and the result is shown in Fig. 7.15(c), using identical parameters as in Fig. 7.15(a).
We observe that the scattering pattern of a pulse impinging on a flat conductive
sheet is now almost fully retrieved, thus indicating the success of the cloaking struc-
ture. The object has collapsed into a ground plane, rendering it invisible since it is
placed above another ground plane. The scattering pattern is not perfect due to the
anisotropy that was ignored (Fig. 7.14(b)) in order to have an all-dielectric cloak.

Now we replace the full cloak with the approximate cloak that is shown in
Fig. 7.14(d). For a TE impinging source pulse, the conventional FDTD result for the
field distribution is shown in Fig. 7.15(d). We observe that despite the fact that the
cloak consists of only 16 different pieces of simple dielectric materials, the cloaking
effect is very strong and the object is effectively hidden as the scattering pattern of
a flat ground plane is excellently reconstructed.

In Fig. 7.16(a)–(c) three more maps that correspond to cloaks embedded in a
medium are presented. In Fig. 7.16(a) the full non-orthogonal map is shown. Next,
an orthogonal grid generated by recursive division of cartesian cells is used to sam-
ple the original permittivity distribution of Fig. 7.16(a), as shown in Fig. 7.16(b).
The sampled map consists of 80× 20 square blocks that have dimension equal to
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Fig. 7.15 Comparison of field distributions between orthogonal 2-D FDTD for TE waves (right
column; (b,d) ) and 2-D non-orthogonal FDTD (NFDTD) for TM waves (left column; (a,c)). A
temporally long, 400 THz frequency, 2.4 μm-wide (FWHM) Gaussian pulse impinges at a 45◦
angle on a PEC object placed on a ground plane, with (bottom row; (c,d) ) and without (top row;
(a,b)) cloaks. The cloak structure for panels (c) and (d) is given in panels 7.14(c) and 7.14(d),
respectively. The excitation and the structure are embedded in a background glass material with
εre f = 2.25. The thin black lines indicate the PML boundaries, while the thick black line is the
conducting surface. The triangular object and the cloak boundaries are also shown on top of the
conducting plane.

0.0375 μm. In addition, a low-resolution sampled map (quasi-cloak) is generated,
consisting of 6×2 blocks that have dimensions 0.4285 μm by 0.3750 μm, as shown
in Fig. 7.16(c). Again, some of the blocks are truncated to fit around the object.
The latter quasi-cloak has 2.18 ≤ ε ≤ 3.30. From the point of view of an impinging
electromagnetic wave, these two cloaks should behave similarly if its wavelength is
not much smaller than the sizes of the blocks that consist the cloaks.

Subsequently, the performance of a ground-plane cloak embedded in free space
will be evaluated. A map similar to the one presented in Fig. 7.16(a) is generated,
with the difference that it is surrounded by free space with εre f = 1. Unavoidably,
the transformation generates cells near the base corners of the triangular object that
correspond to permittivity values that are smaller than the background permittivity
εre f , with a minimum value equal to ε = 0.8. As it will be shown in detail, since these
regions are relatively small compared to the total size of the cloak and compared to
the incident wavelength, they are not expected to affect the cloaking performance
significantly. Thus, a high-resolution cloak is generated for free space, consisting
of 80× 20 blocks, and any smaller than unity values of the permittivity are set to
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Fig. 7.16 Relative 2-D per-
mittivity maps for cloaking
a triangular metallic object
placed over a ground plane.
The cloaks in (a)–(c) are em-
bedded in glass (εre f = 2.25),
while the cloaks in (d)–(e)
are embedded in free space
(εre f = 1). The colored bars
indicate the relative permit-
tivity values for each map.
(a) Full non-orthogonal map
consisting of 64× 15 cells.
(b) High-resolution sampled
map consisting of 80× 20
blocks. (c) Low-resolution
sampled map consisting
of 6× 2 blocks. (d) High-
resolution sampled map con-
sisting of 80× 20 blocks. (e)
Low resolution sampled map
consisting of 4×2 blocks.

one, as shown in Fig. 7.16(d). In addition, a low-resolution quasi-cloak is obtained
by sampling the latter high-resolution permittivity map. This quasi-cloak is shown
in Fig. 7.16(e) and consists of 4× 2 blocks with the following relative permittivity
values in the x < 0 domain (left to right, top to bottom): [1.17, 1.30, 1.02, 1.47]. The
quasi-cloak is symmetric around x = 0.

In order to quantify the performance and also verify the broadband cloaking ca-
pabilities of the ground-plane free-space quasi-cloak of Fig. 7.16(e), a 2.4 μm wide,
4.7 fs long, TM Gaussian pulse around 600 THz is launched at 45◦ (in the x < 0
region) against the quasi-cloaked object. The total field energy crossing a semi-
circular curve with 4 μm radius centered at the object is recorded (in the x > 0
region). The pulse duration is chosen such that the frequency content of the pulse
spreads over the whole visible spectrum: its FWHM is ≈ 250 THz.

The angular distribution of the reflected energy in the x > 0 region is shown in
Fig. 7.17(a); the angles are measured from the ground plane. When only the flat
ground surface is present, the peak of the distribution is observed at a 45◦ angle, as
expected. When the metallic object is placed on top, however, two strong lobes are
observed instead, at 23◦ and 71◦. When the quasi-cloak based on the 80× 20 map
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Fig. 7.17 (a) Angular distribution of the scattered field energy in free space when a 4.7 fs long,
2.4 μm wide, 600 THz Gaussian pulse is incident. The patterns shown correspond to incidence
on a flat plane, incidence on the metallic object placed on the plane, and incidence on the same
object when covered with either the 80× 20 (Fig. 7.16(d)), the 80× 20 dispersive, and the 4×2
(Fig. 7.16(e)) quasi-cloaks. (b) The corresponding amplitudes of the frequency spectra of the scat-
tered 600 THz pulse as recorded at a 45◦ angle. (c) The frequency spectra of a 1,600 THz scattered
pulse in the same setup.

(Fig. 7.16(d)) is placed around the object, most of the scattered energy is now re-
stored into a single lobe again around 49◦. A similar single-lobe pattern is observed
when the simplified sampled 4× 2 quasi-cloak (Fig. 7.16(e)) is utilized, as shown
also in Fig. 7.17(a), with only slight deterioration compared to the high-resolution
cloak. The cloaking performance of simpler structures, consisting of fewer than
eight blocks using this transformation map, is very limited. Note that the pattern
observed for small angles (up to ≈ 20◦) in Fig. 7.17(a) is a result of the interference
between the incident and reflected parts of the pulse.

In addition, the effect of the dispersive values of the original map that were ig-
nored is analyzed. A dispersive FDTD simulation [59] with similar parameters is
performed, with the difference that it includes the permittivity values 0.8 ≤ ε < 1 in
the high-resolution 80× 20 cloak, instead of setting that region to free space. The
result of the angular distribution of the scattered energy for the dispersive cloak is
also shown in Fig. 7.17(a). Indeed, it is verified that the pattern is almost identical
to the pattern of the non-dispersive 80×20 cloak at that frequency.

The frequency spectra of the 600 THz scattered pulses are shown in Fig. 7.17(b),
by recording the electric field amplitude as a function of time on the semi-circular
curve at a 45◦ angle. The filled area indicates the spectrum of the reflected pulse
when only the flat surface is present, which is used as a reference. We observe in
Fig. 7.17(b) that the frequency spectrum of the scattered pulse, when only the bare
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object is present on top of the ground plane, is severely distorted: both its amplitude
and its relative distribution are different compared to the reference spectrum within
the spectrum. When the quasi-cloaks are covering the object, though, the spectrum
of the original pulse at 45◦ is almost fully recovered. Again, the dispersive sections
of the cloak do not affect its performance when replaced by free space.

The strong broadband performance of the quasi-cloak is exhibited until the in-
cident wavelength becomes much smaller than the dimensions of the cloak’s block
elements. This is illustrated by launching an identical 4.7 fs long pulse at 1,600 THz
frequency toward the cloak, and obtaining the reflected spectra as before, which are
shown in Fig. 7.17(c). It is observed that the simplified 4×2 quasi-cloak is not ca-
pable of restoring the spectrum as well as the 80× 20 cloak, especially past 1,550
THz. In addition, the dispersive cloak (with its elements tuned to operate around
the incident frequency) now exhibits improved performance compared to the all-
dielectric one. The dispersive area is larger in terms of the incident wavelength for
this higher frequency, thus introducing more error when replacing it with free space.

The results of Fig. 7.17 demonstrate that even though perfect optical cloaking
is not achieved with a quasi-cloak, its cloaking performance is substantial, with
the additional advantages that it is very simple to construct and it can be natively
placed in free space. These two factors are obviously extremely favorable in a vari-
ety of cloaking applications, as experimental imperfections that are inevitably intro-
duced when building more complicated structures, can be avoided. When designing
a quasi-cloak, there is a tradeoff between the simplicity of the structure and the up-
per frequency of operation. While the broadband performance demonstrated here
should be more than adequate for most applications, it can be improved when nec-
essary by increasing the complexity of the structure.

7.5 Conclusion

Novel radially dependent dispersive FDTD techniques were presented to model 2-
D lossy and 3-D lossless cloaking devices. The cloaking material parameters were
mapped using the dispersive Drude model and the constitutive equations were dis-
cretized in space and time. The FDTD simulation results were in good agreement
with similar findings from the theoretical analysis and the frequency-domain nu-
merical modeling of the cloaking structures. From the FDTD numerical modeling,
it was concluded that the cloaking structure is sensitive to losses. Moreover, it can
be “invisible” only at a narrow frequency range, approximately 20% at the central
frequency of 2 GHz.

The parallelization of the FDTD method is essential due to the large amount
of memory and simulation time required to model the 3-D spherical cloak. It was
demonstrated that for single-frequency simulations, the source excitation needs to
be switched on slowly enough to avoid the wave scattering from the cloak, due to the
sensitivity of the cloaking material. It was also shown from the transient FDTD anal-
ysis that waves passing through the 2-D and 3-D cloaks experience a considerable
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time delay compared with the free-space propagations. These limitations are un-
avoidable and a direct result of the device’s inherent dispersive nature.

To avoid the dispersion effects and achieve broadband invisibility devices, ground-
plane cloaks were proposed and modeled with the FDTD method. It was demon-
strated that ground-plane quasi-cloaks can be designed using relatively simple struc-
tures without significantly affecting their cloaking performance or bandwidth. Such
quasi-cloaks designed to work in free space above a metallic surface, consisting of
only a few all-dielectric blocks, can provide strong cloaking potential over the whole
visible spectrum, as long as its features remain smaller than the wavelength of radi-
ation. These designs should be straightforward to be practically implemented com-
pared to previous ideas, e.g., by doping material blocks or by using non-resonant
metamaterial cells.
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Chapter 8
Compensated Anisotropic Metamaterials:
Manipulating Sub-wavelength Images

Yijun Feng

Abstract In this chapter, I will discuss the image focusing, rotation, lateral shift,
as well as the image magnification with sub-wavelength resolutions through differ-
ently designed structures of compensated anisotropic metamaterials. The verifica-
tions of all the proposed structures by full wave electromagnetic simulations will
be demonstrated, as well as the experimental proof of imaging with sub-wavelength
resolution through a compensated bilayer lens realized by TL metamaterials. Utiliz-
ing the proposed structures, planar optical image of sub-wavelength objects can be
magnified to wavelength scale allowing for further optical processing of the image
by conventional optics.

Key words: Anisotropic metamaterial, compensated anisotropic metamaterials,
sub-wavelength image, anisotropic metamaterial prism, transmission line metama-
terial, perfect lens, compensated bilayer lens, diffraction limit.

8.1 Introduction

One of the intriguing properties of the artificial left-handed metamaterials (LHMs),
i.e., the composite materials possessing both negative permittivity and permeabil-
ity, first introduced by Victor G. Veselago in the 1960s, is their ability to focus
the electromagnetic waves from a point source by a flat slab of the material [38].
Such focusing is a straightforward consequence of the ray optics due to the nega-
tive refraction of the LHM. In 2000, John B. Pendry extended Veselago’s idea of
focusing by flat LHM slab and included evanescent waves in his analysis. He dis-
covered a rather striking transmission property and predicted that the evanescent
waves emitted from the source, which carry sub-wavelength structural information
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of the object, could be amplified inside the LHM slab and reconstructed at the im-
age plane without loss in amplitude [25]. We know that the resolution of common
physical imaging devices is restricted by the so-called diffraction limit, since these
devices can only work with propagating spatial harmonics emitted from the source.
The conventional lens systems cannot propagate evanescent waves which carry sub-
wavelength information, due to the exponential decay of the waves that is exhibited
in natural materials. Therefore, Pendry’s discovery indicated that a lossless LHM
slab with εr = μr = −1, where εr is the relative dielectric permittivity and μr is
the relative magnetic permeability, should in principle behave like a “perfect lens”
to achieve super-resolution, which overcomes the diffraction limit of conventional
imaging systems. Unfortunately, the promising theoretical predictions have been
limited by practical difficulties in the development of LHM. The dissipation and
dispersion inherent to realistic metamaterials introduce a natural limit to the achiev-
able resolution of the “perfect lens” configuration of an LHM slab [33, 30, 41].

However, recent experimental demonstrations with different “perfect lens” struc-
tures based on metamaterials have obtained resolution better than the diffraction
limit of traditional imaging systems [12, 2, 22, 23, 1, 24, 18, 13]. For example,
by investigating the electromagnetic radiation focusing through a slab of artificial
structured material with negative real parts of the permittivity and permeability, the
well-established images of two sources separated by a distance about 1/6 of the
wavelength have been obtained experimentally, which demonstrates the ability of
producing improved resolution not restricted by the diffraction limit [18]. Another
attempt is to realize the LHM planar lens with a transmission line metamaterial.
A. Grbic et al. have demonstrated imaging of a point source with a half-power
beamwidth of 0.21 effective wavelengths, which overcomes the diffraction limit at
microwave frequency [13]. The experimental images in both examples are imper-
fect since the image beamwidth is much wider than that of the source due to the
significant degradation by the losses and deviations of the material parameters in
the realistic metamaterials.

LHMs were initially characterized as an isotropic media by Veselago [38], but it
is currently accepted that the artificial LHM, such as the commonly used periodic ar-
ray of split-ring resonators (SRRs) and conducting wires [31, 28, 29], is better mod-
eled by anisotropic constitutive parameters, which can be diagonalized in the coor-
dinate system parallel with the principal axes of the metamaterial [14]. Anisotropic
metamaterials (AMMs) for which some diagonal elements of the permittivity and
permeability tensors have negative value have been studied theoretically and iden-
tified into four classes based on their electromagnetic wave propagation properties,
which are called cutoff, always-cutoff, never-cutoff, and anti-cutoff media [32]. An-
alytical studies of these anisotropic media have demonstrated anomalous electro-
magnetic wave reflection and refraction that occurs at the interface between normal
medium and the anisotropic medium. Negative refraction could be realized in such
medium under some different combinations of the medium parameters [32, 40, 20],
and recent experiment and simulation have confirmed the negative refraction in the
AMM composed of split-ring resonators, designed to provide a permeability of – 1
along the longitudinal axis [34]. The inversion of critical angle has also been studied
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when a wave propagates through an anisotropic metamaterial composed of SRR and
wire array exhibiting negative permittivity and negative permeability along some
specific directions [14]. Using a transmission line version of AMM, we have suc-
cessfully explored and demonstrated the various salient properties of the AMM,
such as the negative refraction [8, 36], partial focusing [36], anomalous Brewster ef-
fect [9], and extraordinary transmission [11]. The artificial AMMs have significantly
broadened the range of electromagnetic wave propagation phenomena available.

In the rest of this chapter, we will first discuss the electromagnetic wave prop-
agation in different kinds of AMM media, especially a bilayer of AMM that com-
pensated with each other in Section 8.2. Such configuration is considered as an
expansion of the Veselago lens structure. The compensated bilayer that employs
positive and negative refracting layers of anisotropic metamaterials can accomplish
near-field focusing in a similar manner to the Veselago lens system where the wave
propagation in the vacuum layer is completely compensated by that in the LHM
layer. The compensated bilayer AMM lens could transfer the field distribution from
one side of the bilayer to the other with sub-wavelength resolution not restricted
by the diffraction limit. In Section 8.3, we will analyze the imaging performance
through the compensated bilayer lens theoretically and explore the effects of loss
and retardation in the material parameters on the image quality, which are evitable
in realistic metamaterials. The advantage to the imaging using the compensated
bilayers is that they exhibit a decreased sensitivity to losses in material parame-
ters relative to the LHM perfect lens configuration. Based on the concept of sub-
wavelength imaging through compensated bilayer of AMMs, we also propose 2D
prism pair structures of compensated AMMs that are capable of manipulating 2D
sub-wavelength images in Section 8.4. We will demonstrate that planar image rota-
tion with arbitrary angle, lateral image shift, as well as image magnification could be
achieved with sub-wavelength resolution through properly designed compensated
prism structures. In Section 8.5, we will discuss the realization of the AMM through
transmission line circuit analogue and present the planar lens of anisotropic compen-
sated bilayer through the implementation of anisotropic metamaterials by periodic
transmission line circuits based on different unit cells of loaded microstrip grids.
We will demonstrate by both the microwave circuit simulation and experimental
measurement that compensated bilayers can produce image with sub-wavelength
resolution. The experiment provides a practical result that supports the loss insensi-
tivity of the compensated bilayer lens. Finally, in the concluding section, main ideas
of this work are briefly summarized.

8.2 Compensated Anisotropic Metamaterial Bilayer

When LHM was first examined by Victor G. Veselago in the 1960s, it is consid-
ered as an isotropic electromagnetic medium with simultaneously negative permit-
tivity and permeability [38]. In principle, the LHM could be isotropic in 3D but
it becomes difficult when we consider the realization of the LHM. The first and
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well-used LHM is the artificial composite structure of periodically arranged unit
cells of split-ring resonators (SRRs) and conducting wires [31, 28, 29]. The propa-
gation of electromagnetic (EM) wave through such composite structure is obviously
dependent on the orientation of the structured metallic unit cell. For example, simul-
taneously negative effective permittivity and permeability are only retrieved when
the electric field orientates parallel to the metal wire and the magnetic field orien-
tates perpendicular to the plane of the SRR. This kind of structured metamaterial is
better modeled by anisotropic constitutive parameters, which can be diagonalized in
the coordinate system parallel with the principal axes of the metamaterial [14]. In
this section, we will discuss the general wave propagation phenomena in anisotropic
metamaterials.

8.2.1 Anisotropic Metamaterials

In general we can define the structured composite as anisotropic metamaterial
(AMM) with the following relative permittivity and permeability tensors:

ε̂ =

⎛

⎝
εx 0 0
0 εy 0
0 0 εz

⎞

⎠ , μ̂ =

⎛

⎝
μx 0 0
0 μy 0
0 0 μz

⎞

⎠ . (8.1)

The diagonal elements of the permittivity and permeability tensors could be either
a positive or a negative value.

To simplify the description of EM wave propagating in an AMM medium, we
only consider a TE plane wave (S-polarized wave) with electric field polarized along
the z-axis as shown in Fig. 8.1 having the form of

E = ẑE0ei(kxx+kyy−ωt), (8.2)

Fig. 8.1 TE plane wave prop-
agation through the interface
between normal medium and
the AMM medium.
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where ω is the working frequency of the plane wave and kx or ky is the x- or
y-component of the wave vector, respectively. The dispersion relation for the wave
propagating in the AMM medium can be derived as

k2
y

εzμx
+

k2
x

εzμy
=

ω2

c2 . (8.3)

The dispersion relation is either elliptic or hyperbolic curve in the iso-frequency
plane. In the absence of losses, the plane wave solution in the anisotropic media can
be either a propagating wave or an evanescent wave depending on the sign of k2

x ,
and the media could therefore be classified into four classes based on their cutoff
properties as summarized in Table 8.1, which are called the cutoff, anti-cutoff, never-
cutoff, and always-cutoff media [32].

Table 8.1 Anisotropic medium classification based on z-polarized (TE) wave properties.

Medium type Material parameters Wave property Cutoff condition

Cutoff media εzμy > 0,μy/μx > 0
Propagating ky < kc

Evanescent ky ≥ kc

Anti-cutoff media εzμy < 0,μy/μx < 0
Evanescent ky < kc

Propagating ky ≥ kc

Never-cutoff media εzμy > 0,μy/μx < 0 Propagating All real ky

Always-cutoff media εzμy < 0,μy/μx > 0 Evanescent No real ky

Anomalous reflection and refraction phenomena have been revealed at the in-
terface between normal media (or right-handed materials, RHMs) and never-cutoff
or anti-cutoff media, which have a hyperbolic dispersion relation, such as negative
refraction [14, 32, 40, 20] and partial focusing [34]. These phenomena are different
from those that occur at the interface between normal media or the interface between
normal media and the isotropic left-handed metamaterial.

It is also possible to consider wave propagation in the AMM with different polar-
ization, which exhibits different classes of behavior. The TM wave analysis can be
obtained similar to the TE wave through duality and the dispersion relation is just the
dual case of Eq. (8.3) by interchanging permittivity and permeability everywhere.

8.2.2 Compensated Bilayer of AMMs

Veselago lens (or the perfect lens) can be viewed as a bilayer of vacuum and LHM,
in which the LHM (with relative permittivity and permeability of −1) exactly com-
pensates for the propagation effects associated with an equal length of vacuum. By
combining positive and negative refracting layers of AMM media, it is possible to
produce a compensated bilayer that accomplishes near-field focusing in a similar
manner to the perfect lens. To describe the compensation in the AMM bilayer, we
theoretically analyze the EM wave propagation through a bilayer of AMM as shown
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in Fig. 8.2. Assume Region 0 and Region III are free space, while Region I and Re-
gion II are filled by AMMs with material tensor denoted as

Fig. 8.2 Two-dimensional point source propagating through a compensated AMM bilayer.

ε̂ j = ε0

⎛

⎝
ε jx 0 0
0 ε jy 0
0 0 ε jz

⎞

⎠ , μ̂ j = μ0

⎛

⎝
μ jx 0 0
0 μ jy 0
0 0 μ jz

⎞

⎠ ( j = 1,2). (8.4)

The transmission coefficient T of the electric field through the bilayer can be calcu-
lated as [5]

T = 8[(1+ p)(1+q)(1+ r)e−i(k1xL1+k2xL2)

+ (1+ p)(1−q)(1− r)e−i(k1xL1−k2xL2)

+ (1− p)(1−q)(1+ r)e−i(k1xL1−k2xL2)

+ (1− p)(1+q)(1− r)e−i(k1xL1+k2xL2)]−1

, (8.5)

where L1 and L2 are the thicknesses of the first and the second layers, respectively.
The relative effective impedances p, q, and r are defined as

p = k1x/μ1yk0x, q = μ1yk2x/μ2yk1x, r = μ2yk0x/k2x . (8.6)

k0x, k1x, and k2x are the x-component of the wave vector in free space, the first,
and the second layer of the bilayer, respectively, which satisfy different dispersion
relations

k2
y + k2

0x = k2
0, k2

y + k2
jxμ jx/μ jy = k2

0ε jzμ jx ( j = 1,2). (8.7)

If the two AMM layers compensate with each other, a unit transmission coefficient,
T = 1, is required for EM plane waves with any value of the transverse wave vector
ky. From the expression of the transmission coefficient described in Eq. (8.5), the
requirement is satisfied in the following two conditions:

q = 1 and k1xL1 + k2xL2 = 0, (8.8)
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where k1x and k2x have opposite sign corresponding to propagating mode, or

q = −1 and k1xL1 − k2xL2 = 0, (8.9)

where k1x and k2x have the same sign corresponding to evanescent mode. Under
these two conditions T becomes unity resulting in a compensated bilayer [14].

Obviously compensated bilayer can be composed of vacuum and anti-vacuum
(ε = −ε0 and μ = −μ0) layers of same thickness, which yields the configuration of
Veselago lens. Moreover, compensated bilayer can also be composed by combining
positive and negative refracting layers of never-cutoff media (NCM) or anti-cutoff
media (ACM). The electromagnetic field incident at the front surface of the bilayer
can be restored completely in both magnitude and phase at the back surface accom-
plishing near-field focusing. Table 8.2 shows some examples of metamaterials with
parameters’ tensor element of unit magnitude and equal layer thickness that could
form a compensated bilayer.

Table 8.2 Examples of different material types for compensated bilayers.

Bilayer type εx εy εz μx μy μz Material

Veselago lens
1st layer 1 1 1 1 1 1 Vacuum
2nd layer −1 −1 −1 −1 −1 −1 LHM

NCM compensated bilayer
1st layer −1 1 1 −1 1 1 Positive refracting NCM
2nd layer 1 −1 −1 1 −1 −1 Negative refracting NCM

ACM compensated bilayer
1st layer 1 −1 −1 −1 1 1 Positive refracting ACM
2nd layer −1 −1 1 1 −1 −1 Negative refracting ACM

8.3 Sub-wavelength Imaging by Compensated Anisotropic
Metamaterial Bilayer

8.3.1 Compensated AMM Bilayer Lens

To study the sub-wavelength imaging phenomenon of the planar lens composed of
AMM compensated bilayer, we assume that a 2D point source I0e−iωt is placed at
the front interface of the bilayer with d1 → 0, as shown in Fig. 8.2. The two AMM
layers in Fig. 8.2 are of the same type, which could be cut-off media (including
isotropic RHM or LHM), NCM or ACM, but with different phase refracting prop-
erty (one is positive refracting layer and the other is negative refracting layer). Fol-
lowing the classical electromagnetic theory, the fields radiated by the point source
can be expressed as closed forms of Sommerfeld-type integrals [5]. The e−iωt time
convention is assumed and suppressed throughout. We have the electric field in dif-
ferent regions as

Ez =
∫ ∞

−∞
dkyβ Ẽze

ikyy , (8.10)
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where β = −ωμ0I0/4πk0x and

Ẽz =

⎧
⎪⎪⎨

⎪⎪⎩

eik0x|x| +Rse−ik0xx, x < d1

E+
1 eik1xx +E−

1 e−ik1xx, d1 < x < d2

E+
2 eik2xx +E−

2 e−ik2xx, d2 < x < d3

Te−ik0x(L1+L2)eik0xx, x > d3

. (8.11)

According to the boundary conditions, the transmission coefficient T is determined
by Eq. (8.5) and the other coefficients in Eq. (8.11) can be calculated as

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Rs = 1
2 (1− p)E+

1 ei(k1x+k0x)d1 + 1
2 (1+ p)E−

1 e−i(k1x−k0x)d1

E+
1 = 1

2 (1+q)E+
2 ei(k2x−k1x)d2 + 1

2 (1−q)E−
2 e−i(k2x+k1x)d2

E−
1 = 1

2 (1−q)E+
2 ei(k2x+k1x)d2 + 1

2 (1+q)E−
2 e−i(k2x−k1x)d2

E+
2 = 1

2 (1+ r)Te−ik0x(L1+L2)ei(k0x−k2x)d3

E−
2 = 1

2 (1− r)Te−ik0x(L1+L2)ei(k0x+k2x)d3

. (8.12)

If the material tensors for the bilayer satisfy the compensation requirements of
Eqs. (8.8) and (8.9), the bilayer will allow EM wave incident at the front surface
to be restored completely in both magnitude and phase at the back surface. So the
EM wave irradiated from the point source placed at the front surface will be re-
focused at the back surface forming a perfect image. In addition to making perfect
imaging through Veselago lens that the EM wave propagation in vacuum is compen-
sated by an equal thickness of LHM (ε =−ε0 and μ =−μ0, or called anti-vacuum),
we could also build compensated bilayer lens by combining positive and negative
refracting layers of NCM or ACM to perform perfect imaging.

But it should be emphasized that the mechanism of building perfect image with
sub-diffraction resolution is quite different between the isotropic Veselago perfect
lens and the NCM or ACM bilayer perfect lens. In the case of isotropic Veselago
perfect lens, the evanescent components that carry the sub-wavelength features of
the object have been recovered due to the amplification through the LHM. While
in the case of NCM or ACM bilayer lens, the evanescent components from the
object have been converted into propagating modes in the NCM or ACM bilayer,
and then back to evanescent components at the back surface, building an image with
resolution beyond the diffraction limit. The different behaviors of propagating or
evanescent wave propagation in different compensated bilayers have been compared
schematically in Fig. 8.3.

Fig. 8.3 Comparison of propagating and evanescent waves in different compensated bilayers.
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Fig. 8.4 Electric field distribution for a 2D line source located at the left surface of (a) a compen-
sated NCM bilayer and (b) a compensated ACM bilayer.

By analyzing the EM fields, we can examine the imaging performance of NCM
or ACM bilayer lens. Figure 8.4(a) shows the amplitude distributions of the electric
field for a 2D point source at the front surface (x = 0, y = 0) of an NCM compen-
sated bilayer. We choose the material property elements as ε1z = −ε2z = 1, μ1x =
−μ2x =−1, μ1y =−μ2y = 1 and the layers of equal thickness, L1 = L2 = L = λ0/2,
where λ0 is the wavelength in free space. Perfect sub-wavelength image is retrieved
at the back surface. The simulation result is calculated through Eqs. (8.10), (8.11),
and (8.12) at work frequency of 1 GHz. Excited with the 2D point source at the
front surface, a clearly focused image is observed at the back surface of the com-
pensated bilayer. Unlike the case of an isotropic LHM planar lens, both the propa-
gating and the evanescent components of the source incident into the NCM bilayer
are converted into propagating modes, and then back to propagating and evanes-
cent components on the back surface, building an image with resolution beyond the
diffraction limit. A standing wave mode is established inside the bilayer instead of
a coupled surface plasmons mode in the case of LHM planar lens [33], which is
clearly reflected by the field distribution in Fig. 8.4(a).

Similar result is obtained for a compensated bilayer made of ACM. Focused
image point at the back surface is well established as shown in Fig. 8.4(b). Unlike
the NCM bilayer case, in the ACM bilayer the evanescent components from the
source are converted into propagating waves, while the propagation components are
converted into evanescent waves which grow exponentially in the positive refracting
ACM layer and decay exponentially in the negative refracting ACM layer yielding
a peak value along the interface between the two layers, as evident in Fig. 8.4(b).

8.3.2 Loss and Retardation Effects

One of the major problems associated with the application of metamaterials is the
electric or magnetic loss of the material. It has shown that loss inherent to realiz-
able metamaterial would limit the resolution of the perfect lens [33]. Thus, we need
to investigate the loss effect on sub-wavelength imaging by anisotropic compen-
sated bilayers [4]. For simplicity, loss in anisotropic medium is characterized by an
imaginary component in the constitutive tensor elements as
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ε jk = ε ′jk + iε ′′jk or μ jk = μ ′
jk + iμ ′′

jk ( j = 1,2;k = x,y,z). (8.13)

We compare the loss effect on sub-diffraction imaging by anisotropic compen-
sated bilayers and by isotropic LHM lens, respectively. Figure 8.5(a) shows the
image profiles obtained from an isotropic LHM lens and an NCM or ACM bilayer
lens, respectively. When the permeability loss tangent is about 10−4, the beamwidth
of the electric field at the back interface for either the NCM bilayer or the ACM
bilayer is retrieved nearly the same as that at the front interface with a beamwidth
of about λ0/10, while the beamwidth at the image plane for an isotropic LHM lens
is obviously degraded to about λ0/5. Nearly perfect sub-diffraction image is recon-
structed at the back interface with either the NCM or the ACM bilayer lens when the
loss tangent is less than 10−4, indicating a decreased sensitivity to losses in material
parameters relative to the LHM perfect lens configuration.

(a) (b)

Fig. 8.5 Comparison of the beamwidth of electric field distribution at the front and back interfaces
for an LHM lens, a compensated NCM bilayer, and an ACM bilayer, with (a) a magnetic loss
tangent of 10−4 and (b) a little parameter mismatch, δ = 10−3.

In practical cases, the bilayer could be hardly realized completely compensated
and there is always retardation from the ideal case. We have also studied the retar-
dation effect of the compensated bilayer on sub-wavelength imaging [4]. Without
losing much generality, we consider mismatch in the permittivity and permeability
tensors of the first layer with the form of ε1z = ε1z0(1 + δ ), μ1x = μ1x0/(1 + δ ),
and μ1y = μ1y0/(1 + δ ) to keep the wave numbers in different regions constant for
mathematical simplicity. We assume that δ is a small real quantity denoting the
parameter retardation. It is also possible to study the more complicated cases that
ε1x, μ1y, and μ1z have independent retardations. Here ε1x0, μ1y0, and μ1z0 are the
property tensors of region I in the completely compensated bilayer case (no retarda-
tion) as mentioned in Section 8.2.2 and material property tensors for other regions
are kept unchanged (with no retardation). For comparison, in the RHM–LHM bi-
layer we introduce similar parameter retardation in the LHM as ε2z = ε2z0(1 + δ ),
μ2x = μ2x0/(1+δ ), μ2y = μ2y0/(1+δ ).

Retardation effect on the resolution of sub-diffraction imaging is compared in
Fig. 8.5(b) for isotropic LHM lens and NCM or ACM bilayer lens, respectively.
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When δ = 10−3, the beamwidth of the calculated electric field at the back interface
for either the NCM bilayer lens or the ACM bilayer lens is nearly the same as that at
the front interface (∼ 0.1λ0), while for isotropic LHM lens it is obviously degraded
to about 0.3λ0 as shown in Fig. 8.5(b). Therefore, nearly perfect sub-diffraction
image is reconstructed at the back interface with either the NCM or the ACM bilayer
lens when the material retardation is less than 10−3.

Compared to the isotropic perfect lens, the compensated bilayer lens of AMM is
able to produce sub-wavelength image which is less sensitive to material loss and
parameter deviation. The physics behind this is that the inhomogeneous evanescent
waves that are responsible for image resolution beyond the diffraction limit have
been converted to propagating waves in the anisotropic bilayer. With this advantage
it is believed that the compensated bilayer lens of AMM is hopeful to be realized us-
ing practically obtained or fabricated metamaterial, which inevitably approximates
the ideal situation.

8.4 Compensated Anisotropic Metamaterial Prisms:
Manipulating Sub-wavelength Images

As discussed in previous section, although compensated AMM bilayer lens provides
no free space working distance, it could produce image with an enhanced resolution
beyond diffraction limit that exhibits a decreased sensitivity to losses and to devia-
tions in material parameters relative to the LHM Veselago lens configuration.

However, either the Veselago perfect lens or the AMM bilayer lens can only work
for the near field [26], which makes the image difficult to be processed or brought
to focus by conventional optics. To solve this problem, a new sub-diffraction-limit
imaging method called “hyper-lens imaging” has been proposed [15, 27, 16] and
experimentally verified [21, 35], which can resolve and magnify sub-wavelength
details utilizing the unusual optical phenomenon of strongly anisotropic metama-
terials. The hyper-lens can project the magnified image into the far field – where
it can be further manipulated by the conventional (diffraction-limited) optics. It
should be mentioned that due to the cylindrical structure, such hyperlens can only
transfer image between the inner and the outer circular cylinder boundaries, which
limits its optical applications. Further improvements have been reported by using
the concept of coordinate transformation to design planar magnifying perfect lens
[37] or hyperlens [17], but these theoretical proposals require complicated meta-
material with spatial-varying anisotropic material parameters that are difficult to
realize.

In this section, by expanding the concept of sub-wavelength image through com-
pensated bilayer of AMMs, novel 2D prism pair configurations of compensated
AMM bilayer will be discussed which are capable of manipulating sub-wavelength
images [39]. Utilizing the compensated AMM prisms, planar optical image of
sub-wavelength objects can be magnified to wavelength scale allowing for further
optical processing of the image by conventional optics.
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8.4.1 General Compensated Bilayer Structure

As discussed in Section 8.2.2, compensated bilayer can be constructed through
either isotropic RHM/LHM pair or positive refraction/negative refraction pair of
AMMs. The material parameters for the two layers should satisfy the requirement
of Eqs. (8.8) and (8.9), and examples of metamaterials have been listed in Table 8.2
with parameter tensor element of unit magnitude and equal layer thickness that
could form a compensated bilayer. Generally, the compensated bilayer is not re-
stricted to materials with unit tensor values and equal layer thickness. Let us con-
sider bilayer of unequal thickness as shown in Fig. 8.6 and assuming the thickness
ratio η = L2/L1. Compensated bilayer of NCM or ACM for both TE and TM waves
requires

ε̂1 = μ̂1 =

⎡

⎣
α 0 0
0 β 0
0 0 γ

⎤

⎦ , ε̂2 = μ̂2 =

⎡

⎣
−α/η 0 0

0 −ηβ 0
0 0 −ηγ

⎤

⎦ , (8.14)

where α , β , and γ are three arbitrary parameters that determine the material tensor

Fig. 8.6 Schematic of a compensated bilayer of unequal thickness.

elements of the compensated bilayer. When βγ > 0 and β/α < 0, it stands for an
NCM compensated bilayer, while βγ < 0 and β/α < 0, it stands for an ACM com-
pensated bilayer. Sub-wavelength imaging through compensated bilayer of unequal
thickness has been verified through rigorous calculation of the EM wave propaga-
tion [39]. Small electric and magnetic loss tangent of 10−3 is included to see their
influences on the image quality. Excited with the two point sources that are sepa-
rated about half wavelength at the front surface, two clearly focused images with
sub-wavelength resolutions are observed at the back surface of the compensated bi-
layer as shown in Ref. [39]. Unlike the case of an Veselago planar lens, a standing
wave mode is established inside the bilayer instead of a coupled surface plasmon
mode in the case of Veselago lens.
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8.4.2 Compensated AMM Prism Structures

Veselago slab lens configuration is restricted to produce identical images between
parallel source and image planes. Now we could expand the compensated bilayer
structure to a compensated prism pair (CPP) structure which can manipulate 2D
images with sub-wavelength resolution for more comprehensive cases, for example,
manipulating images between unparallel source and image planes or even producing
magnified images.

8.4.2.1 Symmetry Compensated Prism Pair Structure

We first consider a symmetry CPP (S-CPP) configuration as shown in Fig. 8.7(a).
Two prisms with a same apex angle of θ (Prism1 and Prism2) are symmetrically
putting together forming a prism pair. The two prisms are composed of AMMs with
one of their optical axes (the y-axis) aligned with the symmetry axis OO’. The mate-
rial permittivity and permeability tensors satisfy the requirement of forming an equal
thickness compensated AMM bilayer, which could be obtained through Eq. (8.14)
with η = 1. Due to the compensation nature of the two prisms, 2D sub-wavelength
objects at the left surface OA will be perfectly imaged at the right surface OB of the
S-CPP structure. For example, point sources at S1 and S2 of the source plane will be
restored at I1 and I2 of the image plane, respectively, with S1I1 and S2I2 perpendicu-
lar to the interface OO’ of the structure. Such an S-CPP structure acts as an optical
image component that makes perfect image between unparallel source and image
planes with 2θ rotation in the limit of sub-wavelength resolution.

To verify the performance, full wave EM simulation based on finite element
method has been carried out for the proposed S-CPP structure. Figure 8.7(b) shows
the calculated electric field distribution of two point sources separated about 0.03
wavelength at the left surface of an S-CPP structure with θ = 30◦. The mate-

(a) (b)

Fig. 8.7 (a) Schematic of a symmetry compensated prism pair configuration. (b) Electric field
distribution of two point sources imaged with the S-CPP structure with a loss tangent of 0.01.
After Ref. [39]. Copyright c©2008 Optical Society of America, Inc.
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rial tensor elements are chosen as μ1x = −μ2x = −3, μ1y = −μ2y = 1/3, and
ε1z =−ε2z = 1/3, and a loss tangent of about 0.01 has been included for each tensor
element. It is clearly demonstrated that at the right surface well-resolved images of
the two point sources are obtained, which confirms the ability of the S-CPP structure
for imaging sub-wavelength objects to an unparallel plane. It is worth noting that the
sub-wavelength imaging by S-CPP is not sensitive to small material losses, similar
to that of the case of a compensated bilayer lens [32]. Moreover, the boundary effect
on the image quality is almost unobservable for prisms with finite sizes since most
of the EM power is restricted to the rhombus area between the source and the image
as indicated in Fig. 8.7(b).

The proposed S-CPP structures can be used as optical components to build more
complicated imaging system. For example, it can be cascaded to make different im-
age rotation with arbitrary angles or to produce sub-wavelength image with a lateral
translation. Figure 8.8 shows that a shifted image with sub-wavelength resolution
can be obtained with a lateral translation to the original object by a combination of
four identical S-CPPs with apex angle of 2θ = 45◦. Two point sources separated by
0.04 wavelength have been well imaged at the other side of the S-CPP system with
a 0.15 wavelength lateral shift.

Fig. 8.8 Electric field distribution of two point sources imaged with four identical S-CPP structures
cascaded together with a loss tangent of 0.01. Such configuration could produce lateral image
translation with sub-wavelength resolution. The white lines indicate the boundaries of the S-CPPs.
After Ref. [39]. Copyright c©2008 Optical Society of America, Inc.
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8.4.2.2 Asymmetry Compensated Prism Pair Structures

Now we consider more general case of an asymmetry CPP (AS-CPP) configura-
tion as shown in Fig. 8.9. Two prisms with apex angles of α (for Prism1) and β
(for Prism2) are put together forming an asymmetry prism pair. The two prisms
are composed of AMMs with one of their optical axes (the y-axis) aligned with
the common axis OO’. The material permittivity and permeability tensors of the
AMM satisfy the requirement of forming an unequal thickness compensated AMM
bilayer through Eq. (8.14) with η �= 1. Similar to the S-CPP structures, due to
the compensation nature of the two prisms, sub-wavelength objects at the left sur-
face OA will be perfectly imaged at the right surface OB of the AS-CPP struc-
ture. For example, point sources at S1 and S2 of the source plane will be restored
at I1 and I2 of the image plane, respectively, with S1I1 and S2I2 perpendicular to
the interface OO’ of the structure. The interesting feature of this AS-CPP struc-
ture is that the image size is unequal to that of the object with a magnification
determined by

τ =
I1I2

S1S2
=

cosα
cosβ

, (8.15)

and the two apex angles α and β are restricted by the compensation requirement
of the two AMMs for the prisms, that is the thickness ratio η in Eq. (8.14), which
satisfies

η =
O1I1

S1O1
=

O2I2

S2O2
=

tanβ
tanα

. (8.16)

Fig. 8.9 Schematic of an asymmetry compensated prism pair configuration. After Ref. [39]. Copy-
right c©2008 Optical Society of America, Inc.
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Thus, from Eqs. (8.14), (8.15), and (8.16) we are able to design certain AS-CPP
structure that is possible of producing magnified image of sub-wavelength objects
with in principle arbitrary magnification.

As an example, we design an AS-CPP with a magnification of τ = 3. For con-
venience we further restrict α +β = π/2, then we yield η = τ2 = 9. The two apex
angles of the prisms can be determined by Eqs. (8.15) or (8.16), and the material pa-
rameters can be designed through Eq. (8.14). Actually we can see that there is plenty
of freedom for design such as AS-CPP. Here we choose ε1x = μ1x =−3, ε1y = μ1y =
1/3, ε1z = μ1z = 1/3, ε2x = μ2x = 27, ε2y = μ2y = −1/27, ε2z = μ2z = −1/27, and
a loss tangent of about 0.01 has been included for each tensor element. To verify
the performance, we calculated the electric field distribution (Fig. 8.10) for two 2D
point sources imaged with such an AS-CPP which has been cut into a cuboid shape.
The material optical axes of the two prisms are parallel or perpendicular to the in-
terface. The two point sources placed at the left boundary with a separation of only
0.1 wavelength have been projected to the bottom boundary achieving a magnified
image with sub-wavelength features of the objects. The slight intensity dimming
and peak broadening at the image plane is due to the loss of the material, but the
sub-wavelength features of the object have been well resolved.

Fig. 8.10 Electric field distribution for two point sources separated by 0.1 wavelength imaged with
an AS-CPP with a designed magnification of 3. Loss tangent of 0.01 is included for each material
parameter.

By cascading the AS-CPPs, we could make sub-wavelength image with larger
magnification. Figure 8.11 shows the imaging of three point sources through two
AS-CPPs cascaded together. The materials of the two AS-CPPs are similar to that
used in the previous example, which lead to a total magnification of 9. The simulated
electric field distribution is shown in Fig. 8.11(a) and line scans at the source and
image planes are illustrated in Fig. 8.11(b) and (c), respectively, which indicate
that the three point sources with separations within 0.1 wavelength have been well
resolved and magnified to wavelength scale. The cascaded system also partially
compensated the nonuniform image intensity in single AS-CPP resulting in more
homogenous image intensity as shown in Fig. 8.11(c). Using the AS-CPP structure,
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(a)

(b) (c)

Fig. 8.11 (a) Electric field distribution for three point sources imaged with two cascaded AS-CPPs
with a total designed magnification of 9. Loss tangent of 0.01 is included for each material param-
eter. Line scans at the source (b) and image (c) planes of the electric field which have been nor-
malized to that of the source value. After Ref. [39]. Copyright c©2008 Optical Society of America,
Inc.

planar objects with deep sub-wavelength features can be projected and magnified to
wavelength scale planar image. Such magnified image can be further processed by
conventional optics, and the both flat object and image planes are more convenient
for imaging and lithography applications.

The material requirements for building either A-CPP or AS-CPP are simply
anisotropic with partial negative permittivity or permeability components and do
not need any spatial variation. Thus they are more achievable compared to recent
proposals of designing planar magnifying perfect lens [37] or hyperlens [17] based
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on the concept of coordinate transformation. Utilizing the proposed AMM prisms,
planar optical image of objects with sub-wavelength features can be magnified to
wavelength scale allowing for further optical processing of the image by conven-
tional optics. With the rapid development of the metamaterial design and fabrica-
tion techniques in optical range, we believe the proposed sub-wavelength image
manipulations could be applied to optical imaging and lithography systems with
sub-wavelength resolutions.

8.5 Realizing Compensated AMM Bilayer Lens
by Transmission-Line Metamaterials

In this section, we focus on the realization and experimental study of the AMM. We
will discuss the realization of both the NCM and ACM bilayers based on the recently
proposed complete set of inductor (L)–capacitor (C) transmission line network rep-
resentation of AMM [8, 36, 9, 11]. We will study the sub-wavelength image prop-
erties through microwave circuit simulations and experimental meas-urements. We
will demonstrate that the image by compensated bilayer lens is less sensitive to ma-
terial loss than that of the isotropic Veselago lens, therefore has a better resolution.

8.5.1 Transmission Line Models of AMMs

Planar isotropic LHM has been synthesized by periodic structure, which is com-
posed of unit cell of 2D transmission line (TL) grids loaded with series capacitors
and shunt inductors [6, 19, 7, 3]. Such loaded TL structures have been expanded to
anisotropic structure in our previous work, and a complete set of periodic L–C cir-
cuits have been proposed that could be used to represent the electromagnetic wave
propagation in four different types of planar AMMs [8]. It is shown that based on
the L–C circuit models different types of 2D AMMs, such as the NCM or the ACM,
could be realized by L–C loaded microstrip line grids over certain operation fre-
quency bandwidth [8, 36, 9, 11].

Assuming perpendicular electric field polarization (along z-axis), the unit cells of
the planar TL metamaterials (extended in the x–y plane) are schematically illustrated
in Fig. 8.12. They are microstrip line grids periodically loaded by serial capacitance
in x- or y-direction with (or without) shunting inductance loaded in the central node.
If the TL sections in the unit cell are electrically short and the per-unit-cell phase de-
lays are small, these TL structures can be considered as 2D effective AMMs, whose
permittivity and permeability tensors are simultaneously diagonalizable, having the
form of

¯̄εe = diag [εxe,εye,εze] ,
¯̄μe = diag [μxe,μye,μze] .

(8.17)
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Fig. 8.12 Unit cells of loaded microstrip TL grid circuit used to implement (a) positive refraction
NCM, (b) negative refraction NCM, (c) positive refraction ACM, and (d) negative refraction ACM.
Reprinted figure with permission from Ref. [10]. Copyright c©2007 by the American Physical
Society.

For z-polarized wave (corresponding TE waves in the previous discussion), the prop-
agation is only determined by εz, μx, and μy. The dispersion relations of the periodic
TL metamaterials shown in Fig. 8.12 can be analyzed by rigorous periodic TL the-
ory, which show hyperbolic dispersion curves below certain critical frequency. For
example, the dispersion relation for TL circuit with unit cell of Fig. 8.12(a) is ob-
tained as [36]

cos(kyd)+
[

1− ω0

ω
1+ cos(βd)

sin(βd)

]
cos(kxd)

=
[

2− ω0

ω
1+ cos(βd)

sin(βd)

]
cos(βd)+

ω0

ω
sin(βd),

(8.18)

where ω0 = 1/2CyZ0, Z0, β , and d are the characteristic impedance, the propagation
constant, and the length of the TL section, respectively. Under the effective medium
approximation, when βd � 1, kyd � 1, kxd � 1, Eq. (8.18) is simplified to

k2
y

2β 2(1−2ω0/ωβd)
+

k2
x

2β 2 = 1. (8.19)

Comparing this dispersion relation with Eq. (8.3) for TE waves in the homoge-
nous AMMs, we obtain the equivalent effective permittivity and permeability of the
loaded TL circuit as
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εze1 =
2β

ωZ0
, μye1 =

βZ0

ω
, μxe1 =

βZ0

ω

(
1− 1

ωZ0Cyβd

)
. (8.20)

Below the cutoff frequency ωc determined by

1−1/(ωZ0Cyβd)ω=ωc
= 0, (8.21)

the TL metamaterial behaves as a positive refraction NCM (P-NCM) with positive
εz, μy, and negative μx.

Similarly, the negative refraction NCM (N-NCM) (Fig. 8.12(b)) has the follow-
ing effective permittivity and permeability:

εze2 =
2β

ωZ0

(
1− Z0

2ωLzβd

)
,μye2 =

βZ0

ω

(
1− 1

ωZ0Cyβd

)
,μxe2 =

βZ0

ω
. (8.22)

Below certain cutoff frequency, it has a negative εz, μy, and a positive μx. Similar
circuit analysis also reveals that the unit cells in Fig. 8.12(c) and (d) can be used to
implement the positive refraction ACM (P-ACM) and the negative refraction ACM
(N-ACM) under certain operation frequency bandwidth, respectively.

8.5.2 Realization of Compensated Bilayer Lens Through TL
Metamaterials

As discussed in the previous sections, compensated bilayer lens could be accom-
plished by anisotropic metamaterials, which enables both the propagating and the
evanescent waves incident on the front surface being recovered completely at the
back surface. According to Eqs. (8.8) and (8.9), for an S-polarization compensated
bilayer, the material requirements of the two layers with equal thickness are

εz1 = −εz2, μy1 = −μy2, μx1 = −μx2. (8.23)

Therefore, either the two sub-classes of NCM (P-NCM and N-NCM) or the two
sub-classes of ACM (P-ACM and N-ACM) could be employed to accomplish com-
pensated bilayer lens [10].

Using the four circuit building blocks discussed in Section 8.5.1, we are able to
construct 2D compensated bilayer lens composed of either P-NCM/N-NCM or P-
ACM/N-ACM as described schematically in Fig. 8.13. The NCM (or ACM) bilayer
is constructed by periodic TL circuit using unit cells of Fig. 8.12(a) and (b) (or Fig.
8.12(c) and (d)). To realize compensated bilayer, loaded capacitance Cx or Cy and
inductance Lz are properly chosen to satisfy the requirement of Eq. (8.23), which are
designed through the effective constitutive parameters (as indicated in Eqs. (8.20),
(8.21), and (8.22). This could result in

2Cy = 2Cx = 1/ωZ0βd, Lz = Z0/4ωβd. (8.24)
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Fig. 8.13 Compensated bilayer realized by 2D L-C loaded TL circuit sandwiched with normal
medium layers realized by TL grids. Blocks denoted by P and N represent the P-NCM or P-ACM
and the N-NCM or N-ACM using the corresponding unit cells in Fig. 8.12(a)–(d), respectively. S
and I indicate the source and the image positions. Reprinted figure with permission from Ref. [10].
Copyright c©2007 by the American Physical Society.

For actual implementation of the compensated bilayer lens, microstrip line struc-
ture is chosen to synthesize the 2D TL circuit in Fig. 8.13. The microstrip is designed
with copper strip of 0.75 mm wide and 0.17 μm thick on a grounded microwave sub-
strate (Rogers RO3003) with thickness of 1.52 mm and dielectric constant εr = 3.0,
which could be easily fabricated by printed circuit board technique. The compen-
sated bilayer is composed of 5×31 unit cells of P-NCM (or P-ACM) together with
5×31 unit cells of N-NCM (or N-ACM) and sandwiched between two isotropic
normal medium layers realized by unloaded printed TL grids (each of 10×31 unit
cells). The isotropic normal medium layer acting as the incident medium has the
following effective permittivity and permeability [36, 6]:

εRHM =
2β

ωZ0
, μRHM =

βZ0

ω
. (8.25)

The whole circuit network is resistively terminated to ground at the four edges with
terminal impedances being matched with the corresponding Bloch impedances. In
the design, we use 2.7 pF chip capacitor (ATC 500S) as the loaded capacitance Cy or
Cx and 18 nH inductor (Toko LL1608FH) as the loaded inductance Lz connecting the
central node to ground through hole. Each unit cell has a dimension of d×d = 8.4×
8.4 mm2. The microstrip circuit is designed to operate at 1.0 GHz, corresponding
to an effective wave number of k = 40 rad/m in the unloaded TL grid. The above
circuit parameters are designed through Eq. (8.24), therefore from Eqs. (8.20) and
(8.22) we have
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εz1 = −εz2 =
2β

ωZ0
, μy1 = −μy2 =

βZ0

ω
, μx1 = −μx2 = −βZ0

ω
. (8.26)

Therefore, the effective permittivity and permeability of the AMMs relative to the
incident RHM medium are

εrz1 = −εrz2 = 1, μry1 = −μry2 = 1, μrx1 = −μrx2 = −1, (8.27)

which insure that the two layers satisfy the compensation requirement.

8.5.3 Simulation and Measurement of the TL Bilayer Lens

To investigate the imaging performance of the compensated bilayer lens realized
through TL metamaterials, both microwave circuit simulation and experimental
measurement have been carried out. In the circuit described in Fig. 8.16, a point
source is placed at the front surface and the image profile at the back surface is stud-
ied. The source is introduced by attaching a vertical monopole between columns 10
and 11 at row 16 (denoted by S at the front surface in Fig. 8.13) fed by a coaxial ca-
ble through the ground plane. The electric and magnetic wave propagation through
the compensated bilayer could be appropriately mapped to the voltages and currents
in the corresponding TL network, respectively.

8.5.3.1 Microwave Circuit Simulations

To verify the circuit performance, we use Agilent’s ADS microwave circuit simula-
tor to calculate the node-to-ground voltages of the circuit. To include the loss effect
of the TL metamaterial, both the microstrip line loss (metallic loss and the dielectric
loss) and the loss associated with the chip capacitors and inductors are taken into
account in the circuit simulation.

For comparison, the whole circuit is designed on the basis that it is comparable
in electric size and losses to the TL circuit that represents the planar LHM lens
described in [13]. The TL section as well as the losses associated with the metal
strip and the substrate (with a loss tangent of 0.0016) is the same as that in the LHM
lens. Both the loaded capacitors and inductors have same values and quality factors
(44 for inductance and 150 for capacitance at 1 GHz) as that in the LHM lens. The
electric thickness of the bilayer which equals the source to image distance is also
the same (about 0.54λ).

First we investigate the image focused with an NCM compensated bilayer and
the nodal voltage distribution (normalized to the source voltage) of the entire struc-
ture is shown in Fig. 8.14(a) and (b). Excited with the point source at the front
surface, voltage profile of a clearly focused image is observed at the back surface of
the compensated bilayer. Unlike the case of an isotropic LHM planar lens, both the
propagating and the evanescent components of the source incident into the NCM
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bilayer are converted into propagating modes, and then back to propagating and
evanescent components on the back surface, building an image with resolution be-
yond the diffraction limit. A standing wave mode is established inside the bilayer
instead of a coupled surface plasmons mode in the case of LHM planar lens, which
is clearly demonstrated by the voltage distribution in Fig. 8.14(a). The nodal volt-
age profiles at the source and image planes are plotted in Fig. 8.15, where the image
peak is about 93% of the source peak due to the losses. We also calculate the im-
age profile established by the isotropic LHM planar lens described in [13] using
ADS simulator and plot in Fig. 8.15. It results in a half-power beamwidth of 0.215λ
with good agreement with the measured data in [13], which provides that the ADS
simulation on the practical TL metamaterials is reliable. As shown in Fig. 8.14(a),
the NCM compensated bilayer lens produces an image profile with nearly the same
beamwidth (about 0.054λ ) as that of the source.

Fig. 8.14 Nodal voltage distribution in (a) an NCM compensated bilayer lens and (b) an ACM
compensated bilayer lens. The arrows indicate the front surface, the interface, and the back surface
of the bilayer, respectively. Reprinted figure with permission from Ref. [10]. Copyright c©2007 by
the American Physical Society.

For the ACM compensated bilayer, as shown in Fig. 8.14(b), focused image point
at back surface is well established with peak value of about 88% of the source peak.
Unlike the previous case, in the ACM layers the evanescent components from the
source are converted into propagating waves, but the propagation components are
converted into evanescent waves which grow exponentially in the P-ACM layer and
decay exponentially in the N-ACM layer yielding a peak value along the interface
between the two layers, as evident in Fig. 8.14(b). The voltage profiles at the source
and image planes are also compared (not shown). It indicates that although the
image peak is a little attenuated due to the losses, the beamwidth with little broad-
ening is obtained, revealing a better sub-wavelength resolution similar to that of the
NCM case.
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Fig. 8.15 Voltage profiles at the source plane (circles) and at image plane for an NCM compensated
bilayer lens (squares) or an isotropic LHM planar lens (triangles). All plots have been normalized
to the source amplitude.

8.5.3.2 Experimental Results

To verify the above microwave circuit simulations, an NCM compensated bilayer
structure has been fabricated as indicated in Fig. 8.13 by printed circuit board tech-
nique and sub-wavelength imaging through such bilayer lens has been experimen-
tally tested. The fabricated circuit structure is shown in Fig. 8.16(a) and the circuit
parameters are as that in the design shown in the previous section. The circuit has
the same thickness of the NCM bilayer but a slightly smaller dimension than that of
the design, which is composed of 5 × 19 unit cells of P-NCM together with 5 × 19
unit cells of N-NCM and sandwiched between two isotropic normal medium layers
realized by unloaded printed microstrip line grids (each of 5 × 19 unit cells).

Similar to [13], using Agilent’s transmission-line calculator Linecalc., we can es-
timate the relative medium parameters in the circuit for the two NCM layers, which
are εz1 = 1.00, μy1 = 1.00, μx1 = −1.024 + 0.013i, and εz2 = −0.981 + 0.043i,
μy2 =−1.024+0.013i, μx2 = 1.00. The small deviations in the real part of εz2, μx1,
and μy2 come from the variation of the values of the inductor Lz, capacitors Cx and
Cy, since we could not obtain the chip inductor or capacitor with exactly the design
value of inductance or capacitance. The loss in the TL metamaterial comes from
both the microstrip line loss (metallic loss and the dielectric loss) and the loss asso-
ciated with the loaded chip capacitors and inductors. We find that the loss resulted
from the microstrip line is more than a magnitude less than the loss from the loaded
chip capacitors and inductors; therefore, we only take into account of the capacitor
and inductor loss in the above estimation. This results in an imaginary part of μx1

(coming from the Cx), an imaginary part of μy2 (coming from the Cy), and an imag-
inary part of εz2 (coming from the Lz). The imaginary part of the effective medium
parameters is not remarkable.
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To investigate the imaging property of the compensated bilayer lens, a point
source is introduced by attaching a vertical monopole between RHM and P-NCM
layers fed by a coaxial cable as indicated in Fig. 8.16(a). The vertical electric field
above each node of the microstrip line circuit is detected by a high impedance coax-
ial probe that is scanned above the surface of the structure and measured using
Agilent’s E8363 network analyzer. The two ports of the network analyzer are con-
nected to the coaxial cables that feed the exciting monopole and the detecting probe,
respectively.

(a) (b)

Fig. 8.16 (a) The fabricated planar NCM compensated bilayer transmission line lens. (b) The
measured vertical electric field profiles at the source (circles) and the image (squares) planes. The
field peak at image plane is less than the source peak due to losses and both have been normalized
to unit in the figure for comparison. Reprinted figure with permission from Ref. [10]. Copyright
c©2007 by the American Physical Society.

The measured field profiles at both the source and the image planes are compared
in Fig. 8.16(b). We find that the electromagnetic wave from the point source has been
focused at the image plane with only slightly broadened half-power beamwidth, but
the beamwidth (about 0.1λ ) is well below the diffraction limit. The small devia-
tion of the experiment results from the simulations in Fig. 8.15 is mainly due to the
variation in chip inductors and capacitors from their nominal values, as well as fab-
rication tolerances in the TL circuit. Comparing with the experimental results of the
isotropic LHM planar lens in [13], where a beamwidth of about 0.21λ is obtained
at the image plane, the NCM bilayer lens has a better sub-wavelength resolution
due to its less sensitivity to material loss, since the losses in the two systems are
comparable.

8.6 Summary

It has been demonstrated that the compensated anisotropic metamaterials, which are
expansions of the Veselago perfect lens configuration, have the potential to manipu-
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late sub-wavelength image information including planar focusing and imaging, arbi-
trary image rotation and lateral shifting, as well as image magnification through dif-
ferently designed structures. The sub-wavelength imaging ability has been demon-
strated experimentally by implementation of AMMs through L–C loaded TL meta-
materials. The advantage to the focusing and imaging using the AMM compensated
bilayer lens is that they exhibit a decreased sensitivity to losses and retardations in
material parameters relative to the LHM perfect lens configuration. With the rapid
development of the metamaterial design and fabrication techniques in optical range,
it is believed that the proposed sub-wavelength image manipulations could be ap-
plied to optical imaging and lithography systems with sub-wavelength resolutions.
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Chapter 9
The Dynamical Study of the Metamaterial
Systems

Xunya Jiang, Zheng Liu, Zixian Liang, Peijun Yao, Xulin Lin and Huanyang Chen

Abstract We investigate the dynamical characteristics of metamaterial systems,
such as the temporal coherence gain of superlens, the causality limitation on the
ideal cloaking systems, the relaxation process and essential elements in the disper-
sive cloaking systems, and extending the working frequency range of cloaking sys-
tems. The point of our study is the physical dispersive properties of meta-materials,
which are well known to be intrinsically strongly dispersive. With physical disper-
sion, new physical pictures could be obtained for the waves propagating inside meta-
material, such as the “group retarded time” for waves inside superlens and cloak, the
causality limitation on real metamaterial systems, and the essential elements for de-
sign optimization. So we believe the dynamical study of meta-materials will be an
important direction for further research. All theoretical derivations and conclusions
are demonstrated by powerful finite-difference time-domain simulations.

Key words: Dynamical study, metamaterial, left-handed material, coherence,
cloaking, dispersion, group velocity, transformation optics, causality, absorption,
working frequency range, pulse.

9.1 Introduction

Materials whose permittivity ε and permeability μ are simultaneously negative are
found to possess a negative refractive index n with many unusual properties [50].
Negative-n metallic resonating composites and 2D isotropic negative-n material
have been constructed [48, 46], and negative light refraction was observed [47].
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The unconventional properties of such materials, such as the evanescent wave could
be amplified by negative-n so that the sub-wavelength resolution could be achieved
[37], have drawn an increasing amount of attention in both science and engineer-
ing [33]. After negative-n material, more such unconventional materials are found,
so that a new concept “metamaterial” is generated, which is the effective medium
both for the permittivity εe f f and for the effective permeability εe f f over a certain
finite frequency band. Such physical media are composed of distinct elements (pho-
tonic atoms) which are generally constructed by metallic material, and their size
and spacing are on a scale much smaller than the wavelengths in the frequency
range of interest. Thus, the effective composite media could be considered homo-
geneous at the wavelengths under consideration. Since their abnormal properties
can even go beyond the traditional physical limit and totally new optical phenom-
ena, metamaterial becomes one of hottest topics in modern photonics. However,
many of the current studies on the metamaterial are mainly concentrated on the
stationary state, in which only the single-frequency properties are assumed in the
study. It is understandable that the stationary state is most important because it
represents the stable working state of metamaterial, and the studies of stationary
state are much easier than others, i.e., the dynamical studies. But without dynam-
ical study, many basic questions of stationary state cannot be answered, such as
“How can the field gets to its stable state?” “Is there any strong scattering or oscil-
lation in the process?” “How long is the relaxation process?” “What is the system
response if the incidence is a pulse?” Furthermore, there are some physical top-
ics that are intrinsically dynamical, for example, the temporal coherence change
in propagation, the tuning of cavity frequency, and the nonlinear response. The
essential point of the difference between the dynamical study and the stationary
study is whether the dispersion of metamaterial is neglected. For common dielec-
tric material, if the dispersion is very weak in the frequency range of interest, the
stationary study can give us pretty clear physical picture to understand the opti-
cal properties. But we know that metamaterials are usually highly dispersive in
the window of the work frequency, i.e., for the thin wire medium the permittiv-
ity can be described by the effective dielectric function εe f f = 1−ω2

p/ω2 with the
plasma frequency ωp related to the geometry of the wire array with typical value
ωp ∼ 8.2 GHz and for the SRR medium the effective frequency-dependent perme-
ability, usually having the form μe f f = 1 − Fω2

0 /(ω2 − ω2
0 − iωΓ ). The deeper

physical reason is that the strong interaction between electromagnetic field and
“photonic atoms” is the origin of almost all abnormal optical properties of meta-
material, and it is the origin of the strong dispersion too. In other words, the strong
dispersion and the abnormal optical property are twins with same origin. So it is not
surprising that the dispersion is generally needed to explain those abnormal optical
properties, such as the negative refraction of negative-n material. More seriously,
if the specific strong dispersion of certain metamaterial is neglected, the violation
of basic physical laws is pointed out, i.e., it is deduced that there exists causality
violation, such as the superluminal group velocity in cloaking systems [52] and
hyper-lens systems [31]. Hence, the study with dispersion of metamaterial is not
only needed but also required. Although for a linear system we can obtain the
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dynamical picture theoretically if we have known the response of system at all
frequency ranges, for the strongly dispersive metamaterial, it is so hard that the
dynamical response needs to be studied specifically. In such dynamical studies, the
numerical simulation is an important tool to obtain direct observation of the de-
tails. The well-developed finite-difference time-domain (FDTD) method is a good
candidate for the dynamical simulation of metamaterials.

In this chapter, we will emphasize the dynamical picture of the metamaterial
systems, such as the superlens and the electromagnetic cloak. As we have discussed,
the dispersion of metamaterial is the key for whole study. From dynamical studies,
we will not only reveal deeper physical pictures of metamaterial systems but also
discuss the physical limitation in these systems. This chapter is organized as follows:

In the second section the image field of the negative-index superlens with the
quasi-monochromatic random source is discussed, and dramatic temporal coherence
gain of the image in the numerical simulation is observed, even if there is almost
no-reflection and no-frequency-filtering effects. From the new physical picture, a
theory is constructed to obtain the image field and demonstrate that the temporal
coherence gain is from different “group” retarded time of different optical paths. Our
theory agrees excellently with the numerical simulation and strict Green’s function
method. This study should have important consequences in the coherence studies in
the related systems and the design of novel devices.

In the third section, the dynamical processes of dispersive cloak by finite-
difference time-domain numerical simulation are carried out. It is found that there is
a strong scattering process before achieving the stable state and its time length can
be tuned by the dispersive strength. Poynting vector directions show that the sta-
ble cloaking state is constructed locally while an intensity front sweeps through
the cloak. Deeper studies demonstrate that the group velocity tangent compo-
nent Vgθ is the dominant factor in the process. This study is helpful not only
for clear physical pictures but also for designing better cloaks to defend passive
radars.

In the fourth section, the limitation of the electromagnetic cloak with dispersive
material is investigated based on causality. The results show that perfect invisibil-
ity cannot be achieved because of the dilemma that either the group velocity Vg

diverges or a strong absorption is imposed on the cloaking material. It is an intrin-
sic conflict which originates from the demand of causality. However, the total cross
section can really be reduced through the approach of coordinate transformation.
A simulation of finite-difference time-domain method is performed to validate the
analysis.

In the fifth section, with the “freedom trade-off” thought we introduce a new co-
ordinate mapping from a tiny PEC cylinder to a concentric cylindrical cloaking shell
so that the cloak could be accepted to be an almost perfect cloak. With such coordi-
nate mapping, we describe how to build up a dispersive cloak in a frequency range.
A constraint of the bandwidth from this method is also obtained and is called as
“the invisibility uncertainty condition” which may have general meaning for cloak-
ing design.

In the last section, we give a summary of the chapter.
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9.2 The Temporal Coherence Gain of the Negative-Index
Superlens Image

Veselago predicted that the negative-index material (NIM) has some unusual proper-
ties, such as a flat slab of the NIM could function as a lens for electromagnetic (EM)
waves [50]. This research direction was further pushed by works of Pendry and oth-
ers [37, 36, 18, 40, 47, 9, 15, 16, 53, 8, 54, 11, 29, 34, 30] who showed the lens with
such NIM (i.e., ε = μ = −1+δ ) could be a superlens whose image resolution can
go beyond the usual diffraction limit. After that, several beyond-limit properties of
NIM systems are found, such as the sub-wavelength cavity [13] and the waveguide
[45]. Some of the theoretical results are confirmed by experiments [47, 9, 16]. And
these beyond-limit properties give us new physical pictures and opportunities to de-
sign devices. Recently, new numerical [40, 15] and theoretical Green’s function [53]
methods are used to understand the phenomena in such systems. But so far almost
all studies are done with the strictly single-frequency sources, so that the coherent
properties of EM waves (or photons) in the NIM systems have not been studied to
the best of our knowledge. Even more seriously, there is no theory for the propaga-
tion of coherent functions in NIM systems. The importance of coherence research
cannot be over-estimated since the coherence is essential in the wave interference,
the imaging, the signal processing, and the telecommunication [32, 42]. Can we find
new frontier to go beyond at the coherent properties in NIM systems? If so, can we
develop a simple theoretical method to deal with the image coherence of superlens?

In this section, the finite-difference time-domain (FDTD) method is used in the
2D numerical experiments to study the temporal coherence of the superlens image
with random quasi-monochromatic sources. We observe the dramatic temporal co-
herence gain of the superlens image even if the reflection and frequency-filtering
effects are very weak. Based on the new physical picture of the signal (the fluctu-
ation of random source) propagation in NIM, we construct a theory to obtain the
image field and derive the equation of the temporal coherence relation between the
source and its image. The new mechanism of the temporal coherence gain can be
explained by the key idea that the signals on different paths have different “group”
retarded time. Our theory excellently agrees with numerical results and the strict
Green’s function results.

The setup of the 2D system is shown in Fig. 9.1. The thickness of the infinite-
long NIM slab is d. To realize the negative ε and negative μ , the electric polarization
density P and the magnetic moment density M are phenomenologically introduced
in FDTD simulation [21]. The effective permittivity and permeability of the NIM
are εr(ω) = μr(ω) = 1 + ω2

P/(ω2
a −ω2 − iγ). In our model, ωa = 1.884× 1013/s,

γ = ωa/100, ωP = 10×ωa. The quasi-monochromatic field is expressed as E(x, t) =
U(x, t)exp(−iω0t), where U(x, t) is a slowly varying random function, ω0 = π/20δt

is the central frequency of our random sources, and δt = 1.18×10−15/s is the small-
est time step in FDTD simulation. At ω0, we have εr = μr =−1.00− i0.0029. Here,
we emphasize that in our FDTD simulation the smallest space step δx = λ0/20
(λ0 = 2πc/ω0) and the distance (d/2 = λ0) of the source from the lens are too large
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to excite strong evanescent modes of NIM [40, 8, 15]. Actually the evanescent field
in our simulation can be neglected comparing with radiating field, and what we are
studying is the property dominated by the radiating field.

Fig. 9.1 The schematic diagram of our model with ray paths (left) and the typical snapshot of
electric field in our FDTD simulation (right).

The random source is composed of randomly generated plane wave pulses,
with the average pulse length tp and the random starting phase and starting time.
In the simulation, we record the field of the source and the image for a du-
ration of 4 × 105δt to obtain the data for analysis. For convenience, we define
E(ω) = limT→∞

∫ T
−T E(t)exp(−iωt) as the f ield spectrum (FS).

Unusual phenomena – At first, the FS width of the random source is a little too
large (Δωs �ω0/20). When we observe the image temporal coherence gain, we also
find that the FS width of the image is sharper than the source (Δωi < Δωs). It is ob-
vious that there are frequency-filtering effects because of the NIM dispersion, such
as the frequency-dependent interface reflection and focal length. After increasing
the pulse length tp of the source, we reduce the source FS width to Δωs � ω0/100,
then the reflection and focal length difference are very small. With such source, the
FS widths of source and image are almost same Δωi � Δωs, as shown in Fig. 9.2a.
The difference between two widths is <5%, which is our criterion of the quasi-
monochromatic source. Even so the dramatic gain of temporal coherence is still
observed. In Fig. 9.2b, the source field (up) and the image field (down) vs. time of
FDTD simulation are compared. The profiles of them are generically similar, but
the image profile is much smoother. The normalized temporal coherence function
g(1)(τ) =< E∗(t)E(t + τ) > /< E∗(t)E(t) > (<> means the ensemble average)
of the source (circle) and the image (asterisk) from FDTD simulation is shown in
Fig. 9.3. The temporal coherence of the image field is obviously better than the

source. From g(1), the image coherent time is obtained T co
i =

∫
g(1)

i (τ)dτ = 1268δt ,
which is about 50% longer than the source coherent time T co

s = 860δt .
Although the gain of the spatial coherence only by propagation is well known

[32], the dramatic gain of temporal coherence is generally from the high-Q cav-
ities, contrary to our case, which have strong filtering effects. To reveal the new
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Fig. 9.2 (a) The FSs of the source (up) and the image (down). (b) The electric field of the source
(up) and its image (down) vs. time from FDTD simulation. (c) The image field vs. time from
Eq. (9.1) (up), and from Green’s function method (down).

mechanism of the temporal coherence gain in NIM systems, we also have done more
numerical experiments in which only the ray near a certain incident angle (shown in
Fig. 9.1), such as only paraxial rays (θ � 0), can pass through the superlens. Then
the image field profile vs. time looks very like the source field and has no gain of co-
herence anymore. Therefore, the gain of temporal coherence of the superlens image
is not from one ray with certain incident angle, but probably from the interference
between the rays with different incident angles. Then, what is different between the
rays with different incident angles? After carefully checking the field profiles of
different-incident-angle cases, we find that the profiles have different retarded time.
The larger the incident angle the longer the retarded time.

Physical pictures – To understand deeper the new mechanism of coherence gain
and construct our theory, we need to make two physical pictures clear. The first one
is about the optical path length (OPL)

∫
nds which determines the wave phase and

the refracted “paths” of rays in Fig. 9.1 according to Fermat’s principle (or Snell’s
law). Based on ray optics, the superlens and traditional lenses have same focusing
mechanism that all focusing rays have same OPL

∫
paths nds = const (

∫
paths nds = 0

for superlens) from source to image [50]. But this picture is so well known that it
suppresses the other important picture. Because the temporal coherence information
is in the fluctuation signals of random field, the signal propagating picture should
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Fig. 9.3 The coherent time vs. the superlens length L, from the FDTD simulation (circle) and from
our theory (asterisk).

be essential for our study. The optical signals propagate in the group velocity vg

which is always positive. Obviously, if the path (in Fig. 9.1) is longer (larger incident
angle), the signal needs a longer propagating time, which is called group retarded
time (GRT) in this section. Inside the NIM, the GRT of a path should be d

cos(θ)vg

(this is confirmed by our numerical experiments), where θ is the incident angle and
vg = c/3.04 is the group velocity of NIM around ω0. The total GRT from source
to image is τr = τ0/cos(θ) where τ0 = d/c + d/vg is the GRT of the paraxial ray.
Now, the new propagating picture for a signal through superlens is that a signal,
generated at ts from the source, will propagate on all focusing paths and arrive at
image position at very different time ts + τ0/cos(θ) from different paths (this is
schematically shown in Fig. 9.1). This picture is totally different from traditional
lenses, whose images do not have obvious temporal coherence gain because their
focusing rays have same OPL and similar GRT.

Our theory – Based on these analysis, we suppose that the superlens image field
of the random quasi-monochromatic source is the sum of all signals from different
paths with different GRT. This is the key point of our theory, and then the image
field can be obtained:

Ei(t) =
1

U0
e−iω0t ∑

paths

Us(t − τr)

=
1

U0
e−iω0t

∫ π
2

− π
2

Us

(
t − τ0

cos(θ)

)
dθ , (9.1)
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where Us(t) is the slowly varying profile function of the source and U0 is the
normalization factor. In Fig. 9.2c (up), we show the result of the image field based on
Eq. (9.1), we can see it is in excellent agreement with the FDTD result in Fig. 9.2b
(down). To show the interference effect of different paths, we assume there are
only two paths (such as A and B in Fig. 9.1). Based on Eq. (9.1) the image field
is Ei = e−iω0t(Us(t − τA

r ) +Us(t − τB
r )), then the temporal coherence of image is

G(τ) =< E∗
i (t)Ei(t + τ) >=< U∗

s (t − τA
r )Us(t − τA

r + τ)+U∗
s (t − τB

r )Us(t − τB
r +

τ)+U∗
s (t−τA

r )Us(t−τB
r +τ)+U∗

s (t−τB
r )Us(t−τA

r +τ) >. The first two terms are
same as the source field (just a time shift) so they do not contribute to the coherence
gain. The last two terms are from interference between two paths. The third (or the
fourth) term could be very large at the condition τ � τB

r − τA
r (or τA

r − τB
r ). This

condition can always be satisfied between any two paths since τ is a continuous
variable. So the interfering terms between the paths are responsible for the image
temporal coherence gain.

From Eq. (9.1), after the variable transformation ts = t − τ0/cosθ and some al-
gebra, the relation of the temporal coherence between the image and the source can
be obtained:

Gi(τ) = < E∗
i (t)Ei(t + τ) > (9.2)

=
1

U2
0

∫ −τ0

−∞
dt1

∫ −τ0+τ

−∞
dt2h∗i (t1)hi(t2 + τ)Gs(t2 − t1),

where hi(t) = (τ0/t)2/
√

1− (τ0/t)2 is the response function of different incident
angles and Gs(t2 − t1) =< E∗

s (t1)Es(t2) > is the temporal coherence function of the
source. Equation (9.2) can explain the temporal coherence gain of the image too.
Even if the source field is totally temporal incoherent Gs(t2 − t1) ∝ δ (t2 − t1), based
on Eq. (9.2) we can find that Gi(τ) is not a δ -function anymore, so the image is
partial temporal coherent. The product of h∗i (t1)hi(t2 + τ) includes the interference
between paths. According to our theory, we calculate the image coherence function
g(1) vs. time (Fig. 9.3 circle) which agrees with our FDTD result (Fig. 9.3 asterisk)
pretty well (we will discuss the deviation later).

To further confirm our theory and FDTD results, the strict Green’s function
method [53] is engaged to check our results. We only include the radiating field
(no evanescent wave) in Green’s function. The strict image field vs. time is shown
in Fig. 9.2c (down), and the image temporal coherence function g(1) vs. time is
shown in Fig. 9.2d (blue). In Fig. 9.2d, we can see that the FDTD result (red) is
almost exactly same as the strict Green’s function method (green). But our theory
(blue) deviates from the strict result at very large τ > 3000δt corresponding to very
long path (or very large incident angle). This is understandable since in our theory
we neglect the dispersion of NIM totally and only use vg(ω0). For the very large
angle rays a small index difference (from the dispersion of NIM) can cause large
focal-length difference. Hence the deviation is from the focus-filtering effect. When
we reduce the FS width of source to an even smaller value (i.e., Δωs = ω0/500), the
deviation of our theory is smaller.
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Although our theory is only a good approximation generally, owing to the pic-
ture’s simplicity and clarity the theory can help us to study more complex systems
qualitatively and quantitatively. The finitely long 2D superlens is a good example
which is hard to deal by Green’s function method. In Fig. 9.3, we plot the co-
herent time T co

i vs. superlens length L of the FDTD simulation (circle) and of
our theory (asterisk), respectively. They coincide with each other pretty well (the
deviation reason has been discussed). The increase of the T co

i with the increase
of L can be explained simply according to our theory. Since the image field is
Ei(t) = 1

U0
e−iω0t ∫ θmax

θmin
Us(t− τ0

cosθ )dθ , the large-angle paths (θ > θmax and θ < θmin)
and their contribution to the temporal coherence gain are missed in the short
superlens.

Obviously, Eq. (9.1) is suitable not only for random quasi-monochromatic source
but also for all quasi-monochromatic fields, such as the slowly varying Gaus-
sian pulses and slowly switching-on process mentioned in [53]. Our theory can
be easily extended to 3D systems too. And owing to the fact that what we find
is from the radiating field, so the temporal coherence gain is not the near-field
property. Actually, the new mechanism of the temporal coherence gain is not lim-
ited for the n � −1 superlens, also applicable to other superlenses, such as the
photonic crystal superlens in [9, 30, 16]. But the specialties of n � −1 super-
lens, such as almost no frequency filtering (no frequency loss) and no reflection
(no energy loss), can be used to design novel optical/photonic coherence gain
devices.

In summary, for the first time we have numerically and theoretically studied the
temporal coherence of the superlens image with the quasi-monochromatic source.
Numerically, we observe that the temporal coherence of the image can be improved
considerably even almost without reflection and filtering effects. Based on new
physical picture, we construct a theory to calculate the image field and temporal co-
herence function, which excellently agree with the FDTD results and strict Green’s
function results. The mechanism of the temporal coherence gain is theoretically ex-
plained by the different GRT of different paths. Although the evanescent wave is
very weak in this study, the coherence of evanescent wave in NIM systems is a
very interesting topic which will be discussed elsewhere [19]. Other related top-
ics, such as the spatial coherence which is very essential for the image quality of
the superlens, can also be studied through the similar methods. Although our study
is within the confinement of classic optics, similar investigation can be extended to
the quantum optics [32], and interesting results can be expected. Obviously, the tem-
poral coherence gain of superlens is another evidence that the NIM phenomena are
consistent with the causality [16]. We suppose that the temporal coherence gain phe-
nomena could be observed in microwave experiments [47, 9]. Therefore, this study
should have important consequences in the future studies of coherence in NIM sys-
tems. The no-reflection and no-frequency-filtering coherence gain of the superlens
has some potential applications in the imaging, the coherent optical communication,
and the signal processing.
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Fig. 9.4 The normalized temporal coherence function g(1) vs. time of the source field and of the
image field which obtained from the FDTD simulation, from Eq. (9.2), and from Green’s function
method marked with different gray level.

9.3 The Physical Picture and the Essential Elements of the
Dynamical Process for Dispersive Cloaking Structures

Recently, the theory [25, 38] has been developed based on the geometry transfor-
mation to realize a cloaking structure (CS), in which objects become invisible from
outside. Then a 2D cylindrical CS [12] and a non-magnetic optical CS [1, 2] are
designed. More surprisingly, the experiment [43] demonstrates that such a 2D CS
really works with a “reduced” design made of split-ring resonators. These pioneers’
works are really attractive and open a new window to realize the invisibility of hu-
man dream. However, so far almost all theoretical [25, 38, 12, 1, 2, 7, 41, 26] studies
of the CS are done in the frequency domain and the geometry transformation idea
is supposed to work only for a single frequency, so that the effects of the dispersion
have not been intensively studied. As pointed out in Ref. [38] and the quantitative
study in our recent work [52], the dispersion is required for the cloaking material
to avoid the divergent group velocity. For the dispersive CS, new topics, such as the
dynamical process, can be introduced. Dynamical study is essential for the cloaking
study since without it we cannot answer the questions, such as how can the field
gets to its stable state? Is there any strong scattering or oscillation in the process?
How long is the process?. More important, because the real radars generally are pul-
sive ones, the dynamical process is critical for the cloaking effect around the goal
frequency. So the dynamical study not only gives us whole physical picture of the
cloaking but also helps us to design more effective cloaks.
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In this section, the dynamical process of the electromagnetic (EM) CS is
investigated by finite-difference time-domain (FDTD) numerical experiments. In
our simulation, the Lorentzian dispersion relations are introduced into the permittiv-
ity and the permeability models, then the real dynamical process can be simulated
[10, 20, 51]. Based on numerical simulation, we can follow the details of the dy-
namical process, such as the time-dependent scattered field, the building-up process
of the cloaking effect, and the final stable cloaking state. By tuning the dispersion
parameters and observing their effects on the dynamical process and the scattered
field, we can find the essential elements which dominate the process. Theoretical
analysis of these essential elements can help us to have a deeper physical picture
beyond the phenomena and to design more effective cloaks.

The setup of the system is shown in Fig. 9.5(a), similar as the one in Ref. [12].
R1 and R2 = 2R1 are the inner and the outer cylindrical radii of the CS, respectively.
A perfect electric conductor (PEC) shell is pressed against the inner surface of the
CS. The CS is surrounded by the free space with ε0 = μ0 = 1. From the left side,
an incident plane wave with working frequency ω0 is scattered by the CS, the to-
tal field and the scattered field can be recorded inside and outside B1, respectively,
by the numerical technique [49]. So the scattering cross section σ can be calcu-
lated easily. Our study is focused on the E-polarized modes, for which only the
permittivity and the permeability components εz, μr, and μθ are needed to be con-
sidered. (For H-polarized modes, considering the corresponding components μz, εr,

−1 −0.5 0 0.5 1

(f)(e)(d)

(c)(b)

electric field (Ez)

(a)

B1

z

rθ

Fig. 9.5 (Color online) (a) The setup of the system and the distribution of the electric field at
different moments during the process. Parameters are chosen as Ar = 0.4, Aθ = 1.6, Az = 0.4
(in the position where εz < 1) or Az = 1.6 (where εz > 1), and γ = 0.012ω0. (a) t = 2.28T ; (b)
t = 3.60T ; (c) t = 4.92T ; (d) t = 7.20T ; (e) t = 9.00T ; (f) stable state. T is the period of the
incident EM wave.
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and εθ , we can obtain the same numerical results in the dynamical process.) All
of them are supposed to have the form 1 + Fj(r)× f j(ω), where subscript j could
be z, r, and θ for εz, μr, and μθ , respectively. The filling factors Fj(r) are only
r-dependent, ωp is the plasma frequency which sets to be a constant ωp = 10ω0,
and f j(ω) = ω2

p/(ω2
a j −ω2 − iωγ) are the Lorentzian dispersive functions, where

γ is the “resonance width” or called as “dissipation factor” and ωa j are the resonant
frequency of “atoms” (resonant units) in metamaterials.

For the study of the dispersive CS, we suppose that the real parts of the εz, μr,
and μθ always satisfy the geometry transformation of Ref. [12] at ω0:

Re[μr(r,ω0)]= (r−R1)/r, Re[μθ (r,ω0)] = r/(r−R1), and Re[εz(r,ω0)] = R2
2(r−

R1)/[(R2 − R1)2r]. Then the filling factors Fj(r) at different r can be obtained:
Fr(r) = {Re[μr(r,ω0)]− 1}/Re[ fr(ω0)], Fθ (r) = {Re[μθ (r,ω0)]− 1}/Re[ fθ (ω0)],
and Fz(r) = {Re[εz(r,ω0)]−1}/Re[ fz(ω0)].

To investigate the dispersive effect on the dynamical process, we tune the disper-
sion parameters ωa j in our numerical experiments. We use the working frequency
ω0 as the frequency unit since it is the same for all cases in this section so the ratio
A j = ωa j/ω0 represents ωa j. Obviously, for the Lorentzian dispersive relation, the
dispersion is stronger when ω0 and ωa j are closer to each other (the working fre-
quency is near the resonant frequency), or in other words, when A j approaches 1.
Since there are singular values of real part of ε and μ , in our numerical simulation
we have done some approximations, such as we set the maximum and the minimum
for ε and μ . Although such approximations will affect the cloaking effect of sta-
ble state [41], we find that the influence of these approximations on the dynamical
process is very small and can be neglected.

First, we show an example of evolving electronic field during the dynamical pro-
cess in Fig. 9.5 with concrete parameters of Ar, Aθ , Az, and γ . In Fig. 9.5(a), the
plane wave arrives at the left side of the CS and is ready to enter the CS. From Fig.
9.5(b)–(e), the cloaking effect is built up step by step, at last, the field gets to the
stable state shown in Fig. 9.5(f). Because of the dispersion, there is an obvious time
delay in the cloaking effect and the strong scattered field is observed.

We introduce a time-dependent scattering cross section σ(t) to quantitatively
study the dynamical process, which is defined as

σ(t) = J̄scat(t)/S̄inct , (9.3)

where t = n×T, n = 0,1,2, ..., T is the period of the incident wave, J̄scat(t) is the
one-period-average energy flow of scattered field, and S̄inct is the average energy
flow density of incident field. To observe the dispersive effect on σ(t) during the
dynamical process, at the first step, we keep Az and γ constant and change Ar and
Aθ ; the results are shown in Fig. 9.6(a). From σ vs. t curves, we can find the general
properties of the dynamical process. First, there is strong scattering in the dynamical
process. At the beginning, σ increases rapidly when the wave gets to the CS, then
reaches its maximum (at about ninth period). After that, σ starts to decay until it
gets to the stable value (of the stable cloaking state). Second, unlike other systems,
there is no oscillation in the process. This property will be discussed later. Third,
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the time length of dynamical process, called as “relaxation time” generally, can be
tuned by the dispersion. From Fig. 9.6(a), we can see that the main dispersive effect
is on the decaying process. From case 1 to case 5, Ar and Aθ become closer to 1, so
that the dispersion is stronger. We find that the stronger the dispersion, the longer
the relaxation time. For comparing with the cloaking cases, we also show the σ(t)
of the naked PEC shell in case 6. From the definition of σ , we know that the area
covered by these curves in Fig. 9.6(a) is proportional to the total scattered energy in
the dynamical process. So the CS with the weaker dispersion will scatter less field
(better cloaking effect) in the dynamical process. But, such a general conclusion
is still not enough for us to get a clear physical picture to understand the cloaking
dynamical process.
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Fig. 9.6 (Color online) The σ vs. t curves. From (a) to (d), Az = 0.4 where εz < 1 or Az = 1.6
where εz > 1. (a) Keep γ = 0.012ω0 unchanging, choose Ar and Aθ as case 1: Ar = 0.4, Aθ = 1.6,
case 2: Ar = 0.5, Aθ = 1.5, case 3: Ar = 0.6, Aθ = 1.4, case 4: Ar = 0.7, Aθ = 1.3, case 5: Ar = 0.8,
Aθ = 1.2, and case 6: only PEC shell without CS. (b) Keep Ar = 0.4, Aθ = 1.6 unchanging, choose
γ1 = 0.012ω0, γ2 = 0.024ω0, γ3 = 0.048ω0, γ4 = 0.096ω0, and γ5 = 0.192ω0. (c) Keep Aθ = 1.6
and γ = 0.012ω0 unvaried, and change Ar . (d) Keep Ar = 0.4 and γ = 0.012ω0 unvaried, and
change Aθ .

Next, we check whether the absorption of the CS is important in the process.
The absorption is determined by the imaginary part of ε and μ . To study this effect,
we hold Ar, Aθ , and Az constant but modify the dispassion factor γ . We modify the
filling factors Fj simultaneously, so that the real parts of ε and μ are kept unchanged
at ω0. In such way, we can keep the dispersion strength almost unchanged, but with
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the imaginary parts of ε and μ changed. Results in Fig. 9.6(b) show that the stronger
absorption only leads to larger stable value of σ , leaving the relaxation time nearly
unchanged. Thus, we can exclude the absorption from the relevant parameter list,
since it only influences the σ(t) of stable state considerably.

To obtain deeper insight of the dynamical process, we need to study the dynami-
cal process more carefully. From Fig. 9.5(b)–(e), we can see that the “field intensity”
(shown by different colors in the figures) propagates slower inside the CS than that
in the outside vacuum. And when the inside field intensity “catches up” the outside
one [in Fig. 9.5(f)], the field in the CS gets to the stable state and the cloaking ef-
fect is built up. In fact, this catching-up process of the field intensity can be shown
more clearly by the direction of Poynting vectors during the dynamical process.
From Fig. 9.7(a)–(d), we show the direction of Poynting vectors in moments of Fig.
9.5(c)–(f), respectively. In Fig. 9.7, we see that there is the “intensity front” (shown
by red dashed curve) which separates two regions of the CS. At the right side of the
front, the field intensity in the CS is much weaker than the outside and the Poynt-
ing vector directions are not regular (especially near the front). But at the left-side
region which is swept by the intensity front, the Poynting vectors are very regular
and nearly along the “cloaking rays” which was predicted at the coordinate trans-
formation [38]. Since the cloaking effect can be interpreted by the mimic picture
that the light runs around the cloaking area through these curved cloaking rays, it
is not surprising to find that the stable cloaking state is achieved when the intensity
front sweeps through the whole CS and these optical rays are well constructed. The

(d)

(a) (b)

(c)

Fig. 9.7 (Color online) Direction of Poynting vectors and the intensity front (shown by gray
dashed curves) at moments during the dynamical process. Parameters are chosen as that of Fig. 9.5:
(a) t = 4.92 T; (b) t = 7.20 T; (c) t = 9.00 T; and (d) stable state.
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surprising thing is that the stable cloaking state seems to be constructed locally. We
believe this property is related to the original cloaking recipe [38], which makes the
cloaking material is almost impedance matched layer by layer. This also explains
why there is no oscillation in the cloaking dynamical process generally. This picture
can also interpret the strong scattered field in the dynamical process, since these “ir-
regular rays” at the right-side region of the intensity front must be scattered strongly.
Further, we can use this picture to analyze the dynamical process of other incident
waves, such as the Gaussian beams, which are composed of different plane wave
components.

With this understanding, now we are ready to find the correlation between the
relaxation time and the CS dispersion. It is well known that the field intensity (or
energy) propagates at the group velocity Vg, which is controlled by the material
dispersion. So the intensity front, which determines the dynamical process, should
move in Vg. Thus, we can explain the results in Fig. 9.6, since our modification of the
dispersive parameters can cause the Vg changed. But because the cloaking material is
the strong anisotropic material, the Vg at different directions could be very different.
Can we predict more precisely which component dominates the relaxation time?
The answer is “yes.” In Fig. 9.7(d), we can see that the stable energy flow in the CS
is nearly along the θ direction at most regions of the CS. Then it is reasonable for
us to argue that it is the component along the θ direction Vgθ , not the component
along the r direction Vgr, that dominates the relaxation time and the total scattered
energy in the dynamical process.

For the anisotropic cloaking material, the Vgθ and Vgr can be expressed as
follows:

Vgθ = [∇kω(k)]θ =
(

2c√εzμr

)
/

(
2+

ω
εz

dεz

dω
+

ω
μr

dμr

dω

)

and

Vgr = [∇kω(k)]r =
(

2c√εzμθ

)
/

(
2+

ω
εz

dεz

dω
+

ω
μθ

dμθ
dω

)
,

where c is the velocity of light in vacuum.
In order to illustrate our prediction, σ(t) under different Vgθ and Vgr are in-

vestigated, respectively. First, we keep the Vgr unvaried by holding Aθ , Az, and γ
constant (keep dεz/dω and dμθ /dω unchanged), and only modify Ar to change
the Vgθ . The results are shown in Fig. 9.6(c), when Ar is closer to 1, Vgθ becomes
smaller (with larger dμr/dω), the relaxation time is longer, and more energy scat-
tered in the dynamical process. So the larger Vgθ means the better cloaking effect
in the dynamical process. On the other hand, when we keep the Vgθ unvaried and
change Vgr by holding Ar, Az, and γ constant and modifying Aθ , the results are
shown in Fig. 9.6(d). We find that the relaxation time is almost unchanged with the
change of Vgr. Obviously, Vgθ is the dominant element in the dynamical process.
This conclusion can help us to design a better CS to defend the pulsive radars. In
the expression of Vgθ , it is also shown how to tune Vgθ by modifying dispersion
parameters.



198 Xunya Jiang, Zheng Liu, Zixian Liang, Peijun Yao, Xulin Lin and Huanyang Chen

It seems that the larger Vgθ , the better cloaking effect in the dynamical process.
However, since the Vg (and its components) cannot exceed c generally, there is a
minimum limit for the relaxation time of the cloaking dynamical process. We can
estimate it through dividing the mean length of the propagation rays by Vgθ . In our
model, the mean length is π(R2 +R1)/2, about three wavelengths. So the relaxation
time cannot be shorter than three periods. Figure 9.6 shows that our estimation is
coincident with our simulation results. Actually, here we are facing a very basic
conflict to make a “better” CS, which is more discussed in our other works [52, 6].
The conflict is from the fact that the pretty strong dispersion is required to realize a
good stable cloaking effect at a certain frequency [38, 52], but at this research we
show that the weaker dispersion can realize a better cloaking effect in the dynamical
process. At real design of the CS, there should be an optimized trade-off.

Based on causality, the limitation of the electromagnetic cloak with dispersive
material is investigated in this section The results show that perfect invisibility
cannot be achieved because of the dilemma that either the group velocity Vg di-
verges or a strong absorption is imposed on the cloaking material. It is an intrinsic
conflict which originates from the demand of causality. However, the total cross
section can really be reduced through the approach of coordinate transformation.
A simulation of finite-difference time-domain method is performed to validate our
analysis.

9.4 Limitation of the Electromagnetic Cloak with Dispersive
Material

Through the ages, people have dreamed to have a magic cloak whose owner cannot
be seen by others. For this fantastic dream, plenty of work has been done by sci-
entists all over the world. For example, the researchers diminished the scattering
or the reflection from objects by absorbing screens [14] and small, non-absorbing,
compound ellipsoids [22]. More recently, based on the coordinate transformation,
J.B. Pendry et al. theoretically proposed a general recipe for designing an electro-
magnetic cloak to hide an object from the electromagnetic (EM) wave [38]. An
arbitrary object may be hidden because it remains untouched by external radiation.
Meanwhile, Ulf Leonhardt described a similar method where the Helmholtz equa-
tion is transformed to produce similar effects in the geometric limit [25, 26]. Soon,
Steven A. Cummer et al. simulated numerically (COMSOL) the cylindrical version
of this cloak structure using ideal and non-ideal (but physically realizable) electro-
magnetic parameters [12]. Especially, Schurig et al. experimentally demonstrated
such a cloak by split-ring resonators [43]. In addition, Wenshan Cai et al. proposed
an electromagnetic cloak using high-order transformation to create smooth moduli
at the outer interface and presented a design of a non-magnetic cloak operating at
optical frequencies [1, 2]. According to the general recipe, the electromagnetic cloak
is supposed to be perfect or “fully functioned” at certain frequency as long as we can
get very close to the ideal design although there is a singularity in the distribution,
which has been elucidated further in several literatures [7, 41]. However, in all these
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pioneering works, the interests are mainly focused on single-frequency EM waves,
so that the effects of the dispersion, which is related to very basic physical laws, are
not well studied. If the dispersion is introduced into the study, can we have a deeper
insight into the cloaking physics?

In this section we will show the ideal cloaking cannot be achieved because of
another more basic physical limitation – the causality limitation (based on the same
limitation, Chen et al. obtained a constraint of the bandwidth that limits the design
of an invisibility cloak [5]). Starting from dispersion relation and combining with
the demand of causality, we will demonstrate that the ideal cloaking will lead to the
dilemma that either the group velocity Vg diverges or a strong absorption is imposed
on the cloaking material. Our derivation and numerical experiments based on the
finite-difference time-domain (FDTD) methods will show that the absorption cross
section will be pretty large and dominate the total cross section for a dispersive
cloak, even with very small imaginary parts of permittivity and permeability.

Let us consider a more general coordinate transformation on an initial homoge-
neous medium with εi = μi in r space: r′ = f (r), θ ′ = θ , ϕ ′ = ϕ , following the
approach in Ref. [44] and [27], we get the following radius-dependent, anisotropic
relative permittivity and permeability:

εr′ = μr′ = εi

(
r

f (r)

)2 d f (r)
dr

,εθ ′ = μθ ′ = εi/
d f (r)

dr
,and εϕ ′ = μϕ ′ = εi/

d f (r)
dr

.

We emphasize that since the transformation is directly acted on the Maxwell equa-
tions, the above equations are also suited for the imaginary parts of constitutive
parameters, and all physical properties of wave propagation in r space should be in-
herited in r′ space, such as the absorption. This is very important for us to have con-
sistent physical pictures in both spaces. At working frequency ω0, for a propagating
mode with k-vector as {kr′ ,kθ ′ ,kϕ ′ } inside the cloak, we have the dispersion relation
of the anisotropic material [44] as k2

r′/n2
r′ + k2

t ′/n2
t ′ = ω2/c2, where k2

t ′ = k2
θ ′ + k2

ϕ ′ ,

nr′ = √εϕ ′μθ ′ = ni/
d f (r)

dr , nt ′ = nθ ′ = nϕ ′ =
√εr′μθ ′ = nir/ f (r), and ni =

√εiμi.
Then we can define kr′ = ω

c nr′cosα and kt ′ = ω
c nt ′sinα , the group velocity can be

obtained as

Vg = c

√
(cosα)2

n2
r′

+
(sinα)2

n2
t ′

/

(
(cosα)2 mr′

nr′
+(sinα)2 mt ′

nt ′

)
, (9.4)

where mr′ = nr′ +ω dnr′
dω and mt ′ = nt ′ +ω dnt′

dω .
If the transformation has the following characteristics f (r = 0) = R1, f (r = R2) =

R2, then when r′ → R1 (or r → 0), nt ′ will tend to zero, and the group velocity is
approximated as

Vg ≈ c

|sinα|ω dnt′
dω

. (9.5)
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We will discuss Eq. (9.5) in two cases. The first case is with the finite
dnt′
dω .

Obviously, Vg will diverge when sinα → 0 for any finite
dnt′
dω . Such divergence is

shown in Fig. 9.8 for a concrete example, in which the transformation is r′ = f (r) =
(R2−R1)r/R2 +R1 as Ref. [38], R2 = 2R1, thus nr′ = 2 and nt ′ = 2−4/(r/R1 +2).
The dispersion parameters are set as mr′ = 2.5, ω dnt′

dω = 4 at working frequency. In
Fig. 9.8, the curves of Vg vs. α are plotted for different R1/r values. We can see that,
for large R1/r(r → 0), the group velocity (more precisely, the tangential component
of Vg) will diverge at both peaks around α = 0.

−1.5 −1 −0.5 0 0.5 1 1.5
0.2

0.6

1

1.4

α/rad

V g
/c

R1/r = 0.5

R1/r = 1.5

R1/r = 3.5

R1/r = 7.5

R1/r = 15.5

R1/r = 18.5

R1/r = 31.5

R1/r = 63.5

Fig. 9.8 The group velocity Vg vs. α for different R1/r values.

Because of the causality limitation, it is well known that the group velocity
cannot exceed c except in the “strong dispersion” frequency range (or called “res-
onant range”). But if the working frequency is in the “strong-dispersion” range of
the cloaking material, the absorption must be very strong and it will destroy the
ideal cloaking obviously. So perfect invisibility cannot be achieved for the finite
dnt′
dω because it will lead to superluminal velocity or strong absorption.

In addition, the curves with the criterion condition Vg = c on the plane [R1/r,

α] are plotted for different ω dnt′
dω in Fig. 9.9. The region to the left of curves is

corresponding to Vg < c and the region to the right is corresponding to Vg > c. There
exists a maximum max{R1/r} for each curve in order that Vg ≤ c can be hold for

all α . Especially, for the no-dispersion case ω dnt′
dω = 0, we can see that Vg > c at all

R1/r for large α values, which means the whole cloak is not physical if there is no
dispersion. This “dispersion-is-required” conclusion can be generally derived from
Eq. (9.4), and it is consistent with the analysis in Ref. [38]. From Fig. 9.9, we know
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that the larger ω dnt′
dω , the larger max{R1/r}. But anyway, for arbitrarily finite ω dnt′

dω ,
max{R1/r} cannot be infinite, so that the superluminal range always exists.

Fig. 9.9 The relation between R1/r and α when Vg = c for different ω dnt′
dω .

The second case of Eq. (9.5) is with divergent
dnt′
dω . From the previous discussion,

we know that if the ideal cloak exists, the cloak must be dispersive and
dnt′
dω must

be divergent when r → 0. Actually, when r → 0, since
√εr′ ∝ r,

dnt′
dω ∝ dεr′

dω /
√εr′ is

really divergent for non-zero dεr′
dω . From Eq. (9.5), we can see that now Vg → 0 for

a finite dεr′
dω (generally true) at all α values except α = 0 (or π), so that the group

velocity difficulty seems to be overcome. But, since the causality limitation, the non-
zero dεr′

dω means non-zero imaginary part of permittivity (non-zero dissipation). The
non-zero dissipation and the almost-zero group velocity will result in very strong
absorption. This means that the energy of rays near the inner cloaking radius R1 is
almost totally absorbed by the cloaking material. As we pointed out at the beginning
that the absorption in r′ space should also appear in r space, because of the consis-
tence between two spaces. The strong absorption in r space can be interpreted in the
following way. From the transformation (which is also suited for imaginary part),
we can find that when r → 0, the finite imaginary part in r′ space corresponds to the
infinite imaginary part in r space, which also means very strong absorption in the
initial homogeneous medium. So the perfect cloaking is still impossible because of
the strong absorption which is enforced by the causality limitation.

For a 2D coordinate transformation: r′ = f (r), θ ′ = θ , z′ = z, the same con-
clusions of the causality limitation can be obtained through the similar analysis,
although the coordinate transformation and the singularities are different from the
3D case.
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Next, we will discuss the physical meaning of the dilemma that either the group
velocity Vg diverges or a strong absorption is imposed on the cloaking material.
First, it is an intrinsic conflict which cannot be solved by the methods, for example,
“the system is imbedded in a medium” [38]. We believe that the ideal cloaking is
impossible because of the causality limitation and this conclusion is consistent with
the statement of previous studies [27] that the perfect invisibility is unachievable
because of the wave nature of light. Second, we have to face the question, “Why
the causality is violated for ideal cloaking which is based on the simple coordinate
transformation?” Our answer is that the causality is only guaranteed by the Lorentz
co-variant transformation, but the coordinate transformation for ideal cloaking is
not Lorentz co-variant. Such violation is obvious if we suppose the initial medium
in the r space is not dispersive, such as the vacuum, but as we have pointed out
(also mentioned in Ref. [38]), the cloaking material (in r′ space) must be dispersive
to avoid the group velocity over c. Such Lorentz co-variant violation is generally
true for “transformation optics” since material parameters are non-relativistic, so
the causality limitation should be checked widely. Third, from Eq. (9.4), we can
find that not only the inner layers of the cloak (r′ → R1) but also the other layers
(r′ > R1) must be dispersive. For every layer, a certain dispersive strength is needed
to avoid Vg > c.

In the following, we will validate that the total cross section can be reduced
drastically, and that the perfect cloaking cannot be achieved because of strong ab-
sorption by FDTD numerical experiments. Compared with other frequency-domain
simulation methods, such as the finite element methods or the transfer-matrix meth-
ods, the FDTD simulation can better reflect the real physical process of cloaking.
For example, we note that the FDTD calculation will be numerically unstable when
the dispersion is not included in the cloak’s material. For simplicity, the simulation
is limited to 2D cloak [12]. Without loss of generality, only TE modes are investi-
gated in this study (TE modes have the electric field perpendicular to the 2D plane
of our model). Thus the constitutive parameters involved here are εz′ ,μr′ ,μθ ′ . The
dispersion is introduced into our FDTD by standard Lorentz model:

ε̃z′(r
′,ω)| = 1+Fz′(r

′)ω2
pz′/(ωaz′(r

′)2 −ω2 − iωγz′),

μ̃r′(r
′,ω) = 1+Fr′(r

′)ω2
pr′/(ωar′(r

′)2 −ω2 − iωγr′), (9.6)

μ̃θ ′(r′,ω) = 1+Fθ ′(r′)ω2
pθ ′/(ωaθ ′(r′)2 −ω2 − iωγθ ′),

r′ =
R2(θ)−R1(θ)

R2(θ)
r +R1(θ), (9.7)

θ ′ = θ , (9.8)

where ωpz′ , ωpr′ , ωpθ ′ are plasma frequencies, ωaz′ , ωar′ , ωaθ ′ are atom resonated
frequencies, γz′ , γr′ , γθ ′ are damping factors, and Fpz′ , Fpr′ , Fpθ ′ are filling factors.
In our simulation, an E-polarized time-harmonic uniform plane wave whose wave-
length λ0 in vacuum is 3.75 cm is incident from left to right. The real parts of the
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constitutive parameters at ω0 = 2πc/λ0 satisfy the cloaking coordinate transforma-
tion [12], and they are

μr′ =
r′ −R1

r′
,μθ ′ =

1
μr′

,εz′ =
(

R2

R2 −R1

)2 r′ −R1

r′
,

where R1 is 0.665λ0, R2 is 1.33λ0. And the dispersive parameters are set as follows:
if εz′ > 1 then ωaz′ = 1.4ω0, else ωaz′ = 0.6ω0, ωar′ = 0.6ω0, ωaθ ′ = 1.4ω0, γz′ =
γr′ = γθ ′ = ω0/100. ωpz′ = ωpr′ = ωpθ ′ = 4ω0,

Fz′(r) = (εz′ −1)
(ω2

az′ −ω2
0 )2 +ω2

0 γ2
z′

(ω2
az′ −ω2

0 )ω2
pz′

,Fr′(r) = (μr′ −1)
(ω2

ar′ −ω2
0 )2 +ω2

0 γ2
r′

(ω2
ar′ −ω2

0 )ω2
pr′

,

Fθ ′(r) = (μθ ′ −1)
(ω2

aθ ′ −ω2
0 )2 +ω2

0 γ2
θ ′

(ω2
aθ ′ −ω2

0 )ω2
pθ ′

.

In fact, these parameters have many possible choices. The different groups of pa-
rameters correspond to different dynamic processes which we will discuss in another
section [28].

Figure 9.10 shows the snapshots of the electric field distribution in two cases:
the cloak with the perfect electric conductor (PEC) at radius R1(left) and the naked
PEC with radius R1(right). Obviously, the cloak is very effective. Quantitatively,
we calculate the absorption cross section and the scattering cross section of the
cloak at the stable state, and they are 0.67λ0 and 0.24λ0, respectively, while the
scattering cross section of the naked PEC is 3.14λ0. So, with dispersive cloak, the
total cross section is three times smaller and the absorption cross section dominates
as we predicted. To emphasize the huge absorption of the cloak, we use a common
homogeneous isotropic media, with ε = μ = 1.1 but all other parameters are the
same as the cloak, to replace the cloaking material. Then we find the absorption
cross section is only 0.089λ0 which is about one order smaller. The reason of strong
absorption has been discussed before.

(a) (b)

Fig. 9.10 The snapshots of the electric field distribution in the vicinity of PEC: (a) the cloaking
structure with a PEC at radius R1 and (b) the naked PEC with radius R1.
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Now we can have a full view of cloaking recipe based on the coordinate transfor-
mation. First, the cloaking material must be dispersive, and the strong absorption can
not be avoided because of the causality limitation. Thus it is not perfectly invisible.
Second, the scattering cross section of the dispersive cloak could be small, so that
the scattered field is weak. Although the ideal invisibility is impossible, the cloak-
ing recipe still has a main advantage. The “strong-absorption and weak-scattering”
property means that the cloak almost cannot be observed except from the forward
direction. so that such cloak can well defend the “passive radars” which detect the
perturbation of the original field. It is well known that at the Rayleigh scattering
case, where the radius of the scatterer is much smaller than the wavelength, the ab-
sorption cross section could be larger than the scattering cross section because of the
diffraction. The cloaking can be thought as giant Rayleigh scattering case, where the
light rays are forced to “diffract” around the cloaked area.

In conclusion, the properties of the dispersive cloak are investigated and the lim-
itation of causality is revealed. Our study shows that the superluminal velocity or a
strong absorption cannot be overcome since the intrinsic conflict between the coor-
dinate transformation to obtain the cloaking and the causality limitation. In addition,
we validate the results using a numerical simulation which is performed in FDTD
algorithm with physical parameters. The numerical experiments show that the ab-
sorption cross section is dominant and the scattering cross section can be reduced
significantly. The study gives us a full view of the cloaking recipe based on the
coordinate transformation and will have further profound influence on the related
topics.

9.5 Expanding the Working Frequency Range of Cloak1

The recent cloaking has become a very fantastic topic in optics [38, 43, 1] and other
wave systems [35, 12]. Other kinds of interesting devices were also designed based
on the transformation method, such as the concentrator [43], rotation coating [4],
and electromagnetic wormhole [17]. However, all kinds of the transformation me-
dia were designed to work at a single frequency. For example, the electromagnetic
cloak at microwave frequencies was designed to work at 8.5 GHz [43], the optical
cloaking can only work at the λ = 632.8 nm [1]. As pointed out by Pendry et al. in
the original work [38], since the propagating path length inside the cloaking struc-
ture is longer than outside and the group velocity of cloaking material cannot be
larger than the vacuum light speed c, so that ideal cloaking is supposed to be only
realizable for single frequency. But, in the later experimental research [43], a “re-
duced” cloaking version is shown, which gives us a clue to the new window for
the realizable dispersive cloaking. Obviously, an usable cloaking, which fulfills the
human dream for 1000 years, must be a dispersive one, so the importance of the
dispersion study on this research direction cannot be over emphasized.

1 This work is cooperated with the following co-workers Hongru Ma, and C. T. Chan.
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Based on the same geometry transformation idea, we suggest a general “freedom
trade-off” method from which a dispersive cloaking in a frequency range could be
realized. The study of the dispersive cloaking also presents a deeper understanding
of the difficulties of the dispersive cloaking, such as where is the causality conflict-
ing from and why we have to use a “reduced design” in the real experiments (the
real material is always dispersive). Furthermore, we obtain a dispersive cloaking
limitation rule, which although from a special freedom trade-off method may have
general meaning and could be very essential for further dispersive cloaking studies.
At last, our numerical experiments also confirm our design which can broaden the
cloaking frequency range.

Our research is from one basic thought that if we can have two frequency points
which satisfy the cloaking effect, then we can have a frequency range, instead of
a frequency point, which can almost be cloaked. But we will show that it is im-
possible generally because of the causality reason. Then if we really hope to get
the almost ideal cloaking in a frequency range, we must need physical freedom(s)
which can be used to trade off the frequency range. This goal guide us to the fun-
damental thought of the cloaking mechanism, which is the geometry transforma-
tion of ideal cloaking in Ref. [12] on the radius. The ideal transformation is from
the range [0, b] to the range [a, b] (b > a). If we use the radius geometry trans-
formation from [r0, b] to [a, b] instead of original ideal one, it means that the
largest scattering effect is determined by r0. Also because of the causality, in the
real experiment in which the material is always dispersive, we have to reduce the
ideal design for a real reduced design at certain level and the cross section of a
reduced cloaking cannot be zero actually. It is well known that, if radius r0 of a
scatterer is much smaller than the wavelength, the scattering effect should be weak,
hence [r0,b] the transformation should be acceptable generally. The tolerance of ge-
ometry transformation of r0 gives us a new “freedom” which is possible to trade
off. Obviously, instead of the most straightforward freedom of r0, there could be
“other freedoms” to trade off generally, such as the functional freedom in the ge-
ometry transformation, which means that we can replace all r in the geometry
transformation of Pendry’s original one into f (r). Clearly, our method is a very
general one based on the “freedom trade-off” in the geometry transformation and
can be developed in many ways depending on certain goal and material require-
ment. We will give some comments on these other trade-off methods at the end of
this section.

With this “freedom trade-off” thought, next work of us is to construct a way
to transfer the freedom of radius with the frequency range of cloaking effects and
demonstrate that such a way is physically achievable without violating any physics
law. The original 2D ideal cloak should follow the requirements for anisotropic
permittivity and permeability in the cloaking shell [12]:

μ =
r−a

r
, μθ =

r
r−a

, εz =
(

b
b−a

)2 r−a
r

. (9.9)
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This cloak is generated by compressing a cylindrical region r < b into a con-
centric cylindrical shell a < r < b. The mapping is r′ = a + r b−a

b . The cloaking is
equivalent to the free space.

Suppose we have a PEC (perfect electrical conductor) cylinder with its radius
r = r0 in the free space. If the wavelength of the incident wave is much larger than
r0, the system approximates the free space. We compress the concentric cylindrical
shell region into another shell a < r < b with the coordinate transformation r′ =
b− b−a

b−r0
(b− r). The requirements for anisotropic permittivity and permeability in

the cloaking shell (a < r < b) is obtained [3, 52]:

μ =
r−a′

r
, μθ =

r
r−a

, εz =
(

b− r0

b−a

)2 r−a′

r
, (9.10)

where a′ = b a−r0
b−r0

, if r0 = 0, Eq. (9.10) reduces to Eq. (9.9).
Next is the essential step to construct the relation between the r0 freedom and

the frequency range. Suppose that, in a dispersive shell (the dispersion relation is
known), we can find such a frequency range [ωa −ωb], at ωa the cloaking with
εz(ωa), μr(ωa), and μθ (ωa) satisfies the ideal case corresponding to r0 = 0 (same as
the Pendry case), but at ωb the cloaking with {εz(ωa),μr(ωa) and μθ (ωa)} satisfies
Eq. (9.10) with r0 �= 0 but still a small value. In this frequency range, generally a
small range (the dispersion is a single-value function), we can suppose there is a
mapping function between every ω value and every r0 value. In other words, we
can define r0 as the function of ω , say r0 = r0(εz(ω), μr(ω), μθ (ω)) ≡ r0(ω) (see
Fig. 9.2c), if the dispersion of the material is known. Now, the relation between
the frequency range (also dispersion of material) with the geometry transformation
freedom is constructed.

For a real material (except gain media) with causality confinement, it is well
known that the slope of the dispersion curve of both ε(ω) and μ(ω) should be
positive if we are away from the resonant range (in which the absorption is very large
so that it cannot be used on cloaking). Suppose when the frequency increases, r0

increases, then μr increases but μθ decreases. That is the slope of μr(ω) is positive
but the one of μθ is negative. A good method to avoid this is to use similar reduction
of the experiments [43]:

μ =
r−a′

r
, μθ = 1, εz =

(
b− r0

b−a

)2

. (9.11)

A further reduction should be followed due to the different signs of the slope of
μr(ω) and εz(ω). We will show that the difference of the signs comes from the
dissatisfaction of the causality for this version of cloak.

We define the principal refractive indexes for Eqs. (9.10) and (9.11) as

nr =
√

εzμθ =
b− r0

b−a
, (9.12)

nθ =
√

εzμr =
b− r0

b−a
r−a′

r
=

r(b− r0)−b(a− r0)
r(b−a)

. (9.13)
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From the general derivation of propagation vector from Eq. (9.10) or Eq. (9.11)
[44, 6], we can have the dispersion relation

k2
r

n2
r

+
k2

θ
n2

θ
=

ω2

c2 , (9.14)

where k2
r and k2

θ are the components in polar coordinate, that is k = krr̂ + kθ θ̂ . The

magnitude of the group velocity is then derived as [20, 3]

vg =
ω
√

k2
r

n4
r
+ k2

θ
n4

θ

k2
r

n2
r

nr+ω dnr
dω

nr
+ k2

θ
n2

θ

nθ +ω dnθ
dω

nθ

. (9.15)

From the limit of the causality, the group velocity at any direction should be
less than the velocity of light in free space. The case r0 = 0 for not the one
r0 �= 0, Eq. (9.15), requires that both conditions satisfied vg = c

nθ +ω dnθ
dω

< c when

kθ = ω
c nθ (kr = 0) and vg = c

nr+ω dnr
dω

< c when kr = ω
c nr(kθ = 0). However we find

that these two conditions conflict with each other at any frequency point from the
causality confinement of the material dispersion relation. From such dispersion,
it is easy to demonstrate from Eq. (9.10) or Eq. (9.11) that two conditions conflict
with each other (cannot be less than simultaneously) [3]. This is also why we have to
make a further modification from Eq. (9.11) to produce a potential dispersive cloak.

Then we just modify Eq. (9.11) into

μr =
(

r−a′

r

)2

, μθ = 1,εz =
(

b− r̄
b−a

)2

, (9.16)

where r̄ is a constant without dependency of frequency anymore, so that εz and μθ is
not a function of frequency or in real world they have positive slopes but the slopes
are almost zero. If the frequency increases, r0 increases, then μr(ω) has a positive
slope. After this kind of modification, we can produce a potential dispersive cloak.
But at least, it still has the causality constraint.

After modification nr is not a function of frequency but nθ still is. The causality
confinement of Eq. (9.15) can give us important information. From Eq. (9.16), we
can obtain a constraint

(
n2

θ
n2

r
cos2τ + sin2τ

)
<

(
nθ cos2τ +

(
nθ +ω

dnθ
dω

)
sin2τ

)2

(9.17)

when we introduce an auxiliary angle such as kr = ω
c nrcosτ and kθ = ω

c nθ sinτ .
Notice that this condition should be satisfied in every place and any direction in the
cloak. So at least nθ should not be zero, otherwise the constraint would be broken.
To avoid this, we break the cloak into many shells (we describe in detail in the



208 Xunya Jiang, Zheng Liu, Zixian Liang, Peijun Yao, Xulin Lin and Huanyang Chen

following section). Another method is to keep r0 �= 0. To extract some important
intrinsic physical information we only consider the direction kr = 0, then we have

nθ +ω
dnθ
dω

=
b− r̄
b−a

(
r(b− r0)−b(a− r0)

r(b− r0)
+

b(b−a)
r(b− r0)2 ω

dr0

dω

)
> 1 (9.18)

or

ω
dr0

dω
>

(
b−a
b− r̄

− r(b− r0)−b(a− r0)
r(b− r0)

)
r(b− r0)2

b(b−a)
. (9.19)

Since the maximum of
(

b−a
b− r̄

− r(b− r0)−b(a− r0)
r(b− r0)

)
r(b− r0)2

b(b−a)
is

b
b− r̄

a,

Eq. (9.19) can be rewritten as

ω
dr0

dω
>

b
b− r̄

a. (9.20)

Since r̄ is much smaller than b, at last we have a clean and meaningful inequality:

ω
dr0

dω
> a or

Δω
ω

<
Δr0

a
, (9.21)

which we call “the invisibility uncertainty condition.” The physical meaning of this
condition is very clear. If we hope to have to be invisible in a larger frequency range
for the cloaking based on the geometry transformation, we must have more tolerance
of r0 (the cross section is larger and easier to be observed). Actually, the r0 could
be larger than the wavelength if we really deadly need a wide frequency range for
cloaking and can bear a little larger scattering effect.

Here, we present a dispersive cloak design working at a microwave frequency
range with metamaterial of SRR (split-ring resonator). With the known dispersion
relation, for different frequencies the different values of r0 are tested. Two frequency
points at the ends of frequency range are chosen at 8.5 and 8.75 GHz, to follow the
invisibility uncertainty condition we chose r0 = 0 and 4 mm, respectively. The curve
of r0( f = ω/2π) at whole range is shown in Fig 9.13c. With r0( f ), we can obtain
μr(r, f ) from Eq. (9.16), then the cloak is designed in the frequency range. Fol-
lowing the reported microwave experimental technique, we also break the contin-
uous cloaking material into 10 shells at radial direction. For the most inner shell
we have μr(a + b−a

20 ,8.5 GHz) = 0.003 �= 0, this is the minimum of μr(r, f ) to
avoid nθ = 0. Here we set r̄ = 2 mm or εz = ( b−2mm

b−a )2 = 3.2. Since we know μr

for each shell at 8.5 GHz with r0 [43] and also at 8.75 GHz with r0 = 4mm, fol-
lowing Eq. (9.16), we can fit out for each shell. The dispersion of the LC model of
SRR [48, 37] is

μ = 1− F f 2

f 2 − f 2
0 + i f γ

. (9.22)
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After choosing γ = 0.01GHz, we can fit F and f0 out for each shell of resonators.
Table 9.1 shows the fitting result for each shell of SRR.

Table 9.1 The permeability of each shell at different frequencies and the fitting
parameters of it for the LC model of SRR and the Lorentz model.

Cyl μr(8.5 GHz) μr(8.75 GHz) F f0(GHz) μr(8.625 GHz) fa(GHz)
1 0.003 0.0186 0.777566 3.98772 0.0110 7.49527
2 0.023 0.0495 0.653523 4.89096 0.0367 6.87147
3 0.052 0.0859 0.571633 5.35577 0.0696 6.42655
4 0.085 0.1238 0.512269 5.63920 0.1052 6.08370
5 0.120 0.1614 0.468967 5.80921 0.1416 5.82090
6 0.154 0.1975 0.431116 5.95249 0.1768 5.58105
7 0.188 0.2318 0.403528 6.02870 0.2110 5.39953
8 0.220 0.2640 0.378390 6.09923 0.2431 5.22864
9 0.250 0.2941 0.355596 6.16397 0.2732 5.06871
10 0.279 0.3224 0.337370 6.20024 0.3018 4.93710

After fitting the formula out, we can also obtain μr for other frequencies in
8.5–8.75 GHz. For example, in Table 9.1 we show μr for each shell for frequency
8.625 GHz. Notice that the parameter chosen here has been tested and ensure the
original constraint (9.17). All the designs should strictly satisfy Eq. (9.17).

First, comparing Fig. 9.11a with 9.11b, we see that the setting εz = 3.2 is reason-
able for the similar pattern with each other. Noted at frequency 8.625 GHz do not
follow Eq. (9.16) strictly but extracted from the SRR model; however, Fig. 9.1(d)
shows the accepted cloaking result of it. From Fig. 9.11b, c, d we can see that the
cloak designed here works pretty well at the frequency range (with the central fre-
quency 8.625 GHz and a bandwidth of 3%). As the imaginary parts are smaller than
0.002 due to the small γ we omit the absorption here.

Next, we will show the advantage of this dispersive cloak to the original single-
frequency cloak [43], since the original one is designed for single frequency 8.5
GHz. We use the Lorentz model [23]:

μ = 1− f 2
a

f 2 − f 2
0 + i f γ

. (9.23)

With f0 and γ same to the LC model of SRR but fa =
√

F8.5 GHz so that it will
satisfy Eq. (9.16) with r0 = 0 at frequency 8.5 GHz only, we use εz = 3.43 for it.
The values of fa in each shell are shown in Table 9.1 as well.

Figure 9.12 shows the relative scattering cross section at different frequencies
for different kinds of cloaks to the bare PEC cylinder with the radius 27.1 mm.
We find that the dispersive cloak with εz = 3.2 works in a broader frequency range
(from 8.45 to 8.75 GHz) than the original one (from 8.45 to 8.55 GHz). We also try
some different εz as it is chosen arbitrarily, and we find that different εz have similar



210 Xunya Jiang, Zheng Liu, Zixian Liang, Peijun Yao, Xulin Lin and Huanyang Chen

Fig. 9.11 (Color online) (a) The electric field distribution in the vicinity of the original cloak.
Power-flow lines (in white) show the smooth deviation of EM power. (b) Same as (a) but for the
dispersive cloak at 8.5 GHz. (c) Same as (a) but for the dispersive cloak at 8.75 GHz. (d) Same as
(a) but for the dispersive cloak at 8.625 GHz.

Fig. 9.12 The relative scattering cross sections depend on different frequencies. The square sym-
bols are for the PEC cylinder, the circle symbols are for the original cloak with εz = 3.43 , the up
triangle symbols are for the dispersive cloak with εz = 3.2, the down triangle symbols are for the
dispersive cloak with εz = 3.2, the diamond symbols are for the dispersive cloak with εz = 3.1, and
the left triangle symbols are for the ideal cloak.
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bandwidths but different central frequencies. For example, the dispersive cloak with
εz = 3.32(r̄ = 1) mm works in (8.4–8.7 GHz) and the cloak with εz = 3.31(r̄ = 3)
mm works in (8.5–8.8 GHz). Compared to the PEC case, we find that the dispersive
cloaks can reduce the scattering cross section to about 50% of it as well as the
original one. They all have strong scattering far away from 8.5 GHz because they are
scatterers with larger radius than the PEC cylinder. An ideal cloak is also designed
to work near 8.5 GHz, which we use the Drude model for simplicity with γ = 0.01
GHz in

μ = 1− f 2
a

f ( f + i f γ)
. (9.24)

Notice that designing a cloak works near a single frequency, the scattering cross
section will show similar dispersive properties for different models.

To show the frequency dependence of r0, we use the above dispersive cloak with
εz = 3.2, for instance. First, we know that for 8.5 GHz, r0 = 0 and for 8.75 GHz,
r0 = 4mm. However, at μr frequencies between 8.5 and 8.75 GHz do not follow Eq.
(9.16) strictly but extracted from the SRR model. For a specific frequency, we can
obtain the scattering cross section, after that we scan r0 in Eq. (9.16) to see whether
it will bring the same total scattering cross section, mapping it to the frequency.
Figure 9.13b shows the scattering cross section from SRR model and from different
r0 scanned to produce the same scattering at different frequencies. Figure 9.13c
shows the frequency dependence of r0. One can tune the permeability to follow
Eq. (9.16) at two preconcerted frequencies each for different r0, so that the cloak
can be designed to work between these two frequencies dispersively based on the
invisibility uncertainty condition.

In conclusion, with the “freedom trade-off” thought we introduce a new coordi-
nate mapping from a tiny PEC cylinder to a concentric cylindrical cloaking shell so

Fig. 9.13 (a) The scattering cross section from SRR model and from different scanned to produce
the same scattering at different frequencies of r0. (b) The frequency dependence of r0.
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that the cloak could be accepted to be an almost perfect cloak. With such coordinate
mapping, we describe how to build up a dispersive cloak in a frequency range. A
constraint of the bandwidth from this method is also obtained and is called as “the
invisibility uncertainty condition” which may have general meaning for cloaking
design.

9.6 Summary

In summary in this chapter we have investigated the dynamical properties of the
metamaterial by taking dispersion into account. Deeper physical pictures involved
with metamaterial systems have been revealed. For example, the temporal co-
herence gain of the image formed by negative-index superlens with the quasi-
monochromatic random source, the dynamical process of the dispersive cloak be-
fore achieving the stable state and the essential element to determine relaxation time
and scattered energy, the limitation to the perfect invisibility of the electromagnetic
cloak due to the material’s dispersion and the physical causality limit, the method to
expanding the cloaking frequency range. Very recently, we have done another work
on the dynamical process on the interface between hyperbolic material and com-
mon dielectric material and find a new mechanism to stop (slow) light which will
be published elsewhere. Actually, we believe that only with the well-constructed
dynamical picture, the deeper understanding of the abnormal optical/photonic prop-
erties of metamaterials is possible. All these research works show that the dynamical
study of metamaterials can lead us to many new interesting topics, which are still
waiting for further research.
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Chapter 10
Photonic Metamaterials Based on Fractal
Geometry

Xueqin Huang, Shiyi Xiao, Lei Zhou, Weijia Wen, C. T. Chan and Ping Sheng

Abstract We review our effort in understanding the rich electric, magnetic, and plas-
monic properties of photonic metamaterials based on a planar fractal geometry. We
employed both experiments and finite-difference time-domain simulations to study
the electromagnetic properties of such systems and established effective medium
models to characterize these complex structures. These fractal photonic metamate-
rials are shown to exhibit subwavelength and multiband functionalities with many
interesting potential applications.

Key words: Fractal, electric metamaterials, magnetic metamaterials, plasmonic
metamaterials, subwavelength functionality, multiband functionality, extraordinary
transmission, surface plasmon polariton, super imaging, perfect tunneling, light
polarizations.

10.1 Introduction

In 1968 Veselago proposed that a medium with simultaneously negative permittiv-
ity and permeability can exhibit a negative refractive index, with many attendant
unusual electromagnetic (EM) properties [47]. However, this proposal did not draw
immediate attention since it is well accepted that natural materials possess no mag-
netism at high frequencies [18]. The negative index of refraction idea was revived
in the late 1990s when Pendry proposed two structures, metallic wires [28] and
split ring resonators [27], that can exhibit negative electric and magnetic responses
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at pre-designed frequencies. In 2001, Shelby et al. successfully fabricated the first
negative index material by combining these two structures and experimentally ver-
ified the negative refraction phenomenon [40]. The term “metamaterial” was pro-
posed to denote a man-made composite composed of subwavelength EM reso-
nant structures that possess arbitrary values of permittivity ε and/or permeability
μ dictated by the local resonance(s). In addition to negative refraction, many other
unusual EM phenomena were predicted or demonstrated based on metamaterials,
such as super focusing [26, 10], invisibility cloaking [20, 30, 38], unusual pho-
tonic bandgap effects [22, 39, 44], unusual nonlinear effects [17, 53, 23]. In general,
metamaterials offer novel EM characteristics complementing those observed in nat-
ural substances or photonic crystals. The challenge so far comes from the designs
and fabrications of good-quality metamaterial samples with desired (frequency-
dependent) ε and μ . During the last decade, there has been an explosion of activities
searching for unit cell elements to realize metamaterials with either new or better
characteristics. These structures include the S-ring [6], Ω -ring [43], metallic rod
pair [7, 31], metallic cross [36].

Concurrent with the above developments there has also been the effort to utilize
fractal geometries to realize electromagnetic characteristics that may be denoted
today as belonging to the “metamaterials” category. Since a fractal structure pos-
sesses self-similar properties, scaling law indicates that such structures naturally
exhibit multiband EM responses covering an ultra-broad frequency regime. Many
interesting EM wave properties were investigated in various fractal structures. It was
shown that a multiband antenna can be designed based on a Sierpinski gasket pattern
[33], and a metallic Sierpinski carpet (gasket) possesses rich diffraction properties
[19]. Recently, it was shown that a three-dimensional Menger Sponge fractal cavity
could localize microwaves [46] and terahertz waves [24], and finite-difference time-
domain (FDTD) simulations were performed to calculate the eigenmode properties
in such a cavity [37]. More recently, surface plasmon-induced extraordinary optical
transmissions (EOT) were found in a metallic film perforated with air holes arranged
in a Sierpinski-carpet pattern [1]. Research was also carried out on the reflection and
transmission properties of Cantor bar fractal multilayers [45, 4].

In this chapter, we review our effort in employing fractal structures to construct
photonic metamaterials. We found that a specific type of planar fractal (sometimes
called a space-filling curve) is particularly suitable to achieve this goal. As shown
in Fig. 10.1, this fractal pattern was generated from a line of length a, defined as
the master line, or the first level of the structure, placed parallel to the y axis in
the xy plane. The (k + 1)th level structure contains 2k lines, with the midpoint of
each perpendicularly connected to the ends of the kth level lines. The length of
the (k + 1)th level lines was scaled from that of the kth level line by a factor of
2(1) if k is an even (odd) number. The number of levels (N) and the initial line
length (a), together with the line width and thickness, collectively define the frac-
tal structure. Simply described, the fractal has an H-shaped generator, a geometri-
cal scaling factor of 2, with no self-intersections. As N tends to infinity, the struc-
ture eventually becomes a space-filling curve that tiles a 2a×2a square. We depict
in Fig. 10.1 a 6-level fractal pattern as an illustration. Distinct from other fractal



10 Photonic Metamaterials Based on Fractal Geometry 217

Fig. 10.1 Geometry of a 6-
level H-shaped fractal pattern.
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patterns [33, 19, 46, 24, 37, 1, 45, 4], all lines in this fractal structure are connected.
This important character offers our fractal an important characteristic – the structure
can be very subwavelength in size at resonance. The multiband functionality and
subwavelength effect are the two most important features of this H-shaped fractal.
In the following, we describe how to exploit such features to design photonic meta-
materials with a variety of EM characteristics. In particular, we show that based on
this fractal pattern, one can construct electric metamaterials [50, 55, 56], magnetic
metamaterials [57, 13], and plasmonic metamaterials [15, 51, 49, 48] with desirable
photonic properties.

In what follows, we show in Section 10.2 that a single layer of metallic fractal
pattern is an electric metamaterial possessing a series of self-similar electric reso-
nances. We review our effort to experimentally characterize this electric metama-
terial and to establish an effective medium model to describe such a metamaterial
[50, 55]. An important application of such a system [56] is also introduced. In Sec-
tion 10.3, we demonstrate that a magnetic metamaterial can be made by combin-
ing a metallic planar fractal and a metallic sheet. We show that such a compos-
ite material can reflect EM wave in-phase at a series of frequencies, with some
of the corresponding wavelengths much longer than the reflector’s own size [57].
We found the physics to be governed by a series of intrinsic magnetic resonances
and the system can be well described by a double-layer effective medium model
[57, 13]. Section 10.4 is devoted to the surface plasmon polariton (SPP) properties
of a plasmonic metamaterial based on fractal geometry [15, 51, 49, 48]. We show
that a metallic plate drilled with periodic fractal-shaped slits is a plasmonic meta-
material to support SPPs in both transverse-magnetic (TM) and transverse-electric
(TE) polarizations [15, 51]. Therefore, such fractal plates support SPP-induced EOT
[49, 48] and work as a super lens to focus near field sources with subwavelength res-
olutions [15, 51]. In Section 10.5, we introduce two additional applications of these
fractal photonic metamaterials. We first show that EM waves can transmit perfectly
through a slab of negative permittivity media sandwiched between two identical
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fractal electric metamaterial slabs, although each single slab is nearly opaque [58].
We next show that a fractal magnetic metamaterial can be employed to manipu-
late the polarization states of EM waves efficiently [14]. Finally, we summarize our
results in the last section.

10.2 Electric Metamaterials Based on Fractal Geometry

10.2.1 Characterization and Modeling of a Metallic Fractal Plate

We first study the EM properties of a single layer of metallic fractal plate [50].
Figure 10.2a shows part of a 15-level fractal sample, with the first-line length a =
144.78 mm. The real sample is made by the shadow-masking/etching technique on a
30 cm×30 cm×1 mm dielectric plate (with ε = 5.3). Both the line width and thick-
ness of the copper lines are 0.1 mm. Figure 10.2(b, c) show the measured normal
transmission and reflection of the fractal plate. A HP83711B generator was con-
nected to a double-ridged waveguide horn antenna (HP11966E) to generate the mi-
crowave. Another identical receiver horn was placed at a distance of 100 cm from the
source, connected to a power meter (Agilent E4418B). The fractal plate was placed
on a stage, 15 cm from the receiver horn, which can be rotated about the z axis
(defined as θ = φ = 0◦) by an angle θ (E perpendicular to the plane of incidence)
and φ (E parallel to the plane of incidence). Reflection measurements were carried
out by putting both the source and the receiver horns on one side, separated by a
small angle of 8◦. The open circles in Fig. 10.2(b, c) denote the measured transmis-
sion and reflection, respectively, when the normally incident E field was polarized
along the y axis. The measured transmission [Fig. 10.2(b)] shows three stop bands,
at which Fig. 10.2(c) shows strong reflections. Between any stop bands there is a
pass band where the maximum transmission can be close to 100%. This is intrigu-
ing at first sight, since the metallic lines are connected and cover the entire plate.
The relevant wavelength is also much larger than the spaces between the metallic
lines.

To understand the observed phenomena, we performed FDTD simulations [60]
on the realistic structure. As limited by our computational power, it is difficult to di-
rectly study the 15-level fractal plate adopted in the experiment, since the number of
mesh points required is prohibitively large for an accurate simulation. Fortunately,
calculations reveal that certain frequencies would excite only particular subdomains
of the fractal. With increasing frequency, the relevant characteristics are governed by
localized currents in higher level sub-structures. Therefore, we first applied a coarse
discretization to calculate the response of the whole fractal (periodically replicated),
yielding the low-frequency characteristics involving long current paths in the fractal
structure. But the results are inaccurate for the high frequencies. To determine the
accurate higher frequency characteristics, we focused only on the higher level sub-
structures (also periodically replicated), but with finer discretization. With this ap-
proach, converged results for the experimentally adopted 15-level fractal plate were
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Fig. 10.2 (a) A computer-
generated image of part of a
fractal structure. The white
lines correspond to copper in
the sample. Measured (cir-
cles) and calculated (lines)
transmittance (b) and re-
flectance (c) of a 15-level
fractal pattern for EM waves
polarized with E along the y
axis. Reproduced from Ref.
[50] with the permission of
American Physical Society.

obtained. These are shown as solid lines in Fig. 10.2(b)–(c). The low (0.1–0.9 GHz),
mid (0.9–2.2 GHz), and high frequency (2.2–18 GHz) results were calculated (for
the y-polarization) from periodic replica of 11-, 9-, and 7-level substructures of the
15-level fractal, respectively. There is exactly the same number of resonances as the
number of levels in a fractal. Hence, there are more resonances at lower and higher
frequencies than those shown in Fig. 10.2. For x-polarized normally incident wave,
the results (not shown here) are similar like Fig. 10.2. The simulations reproduced
all the salient features of the experiments. We see that the calculated and measured
spectra have quasi-log periodicity. This is a manifestation of the fractal’s geometric
self-similarity. The log-periodicity of the spectra is not exact for the present fractal
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structure with a finite number of levels, but the spectra will approach log-period
behavior as the number of levels increases. Log-periodicity also implies that the
resonance frequencies cover an ultra-broad range, in contrast to the conventional
photonic crystal (PC) slabs and frequency-selective surfaces which typically have
one single dominant response, and high harmonics typically cover a linear scale in
the frequency spectrum.

An analysis of the simulation results offers us a picture of the underlying
physics [55]. The phase changes for transmitted and reflected waves are depicted
in Fig. 10.3(c) as open circles, compared with the FDTD simulated transmission
and reflection spectra re-plotted in Fig. 10.3(a) and (b) as open circles. We found
through FDTD simulations that the EM field excites currents in the sub-structure
of the metallic lines of the fractal, with the current amplitude reaching a max-
imum at those frequencies where the fractal is strongly reflecting. As shown in
Fig. 10.3, the relative phase of the current with respect to the input wave under-
goes a π jump whenever the frequency is varied across each maximum reflection
point, indicating a resonance behavior. Each resonance has currents excited mainly
along the metal lines of one specific level, flowing toward the higher level struc-
tures. As an illustration, the amplitude of the surface current density distribution
(calculated by J = n×H) is shown in Fig. 10.4(a, b) for the resonance at 4.2, and
13.1 GHz. The current amplitude is seen to peak at the 11th level lines for res-
onance frequency 4.2 GHz and to peak at the 13th level lines for the 13.1 GHz
resonance, each flowing to higher level lines on both sides. It is known that the di-
electric constant of a dispersive medium with localized resonances takes a general
form ε( f ) = a + ∑N

j=1 b j/( f 2
j − f 2), where f j is the jth resonance frequency, f is

Fig. 10.3 Transmittance (a),
reflectance (b), transmission
phase change and reflection
phase change (c) for a 15-level
fractal plate with respect to an
y-polarized normally incident
wave. Symbols denote FDTD
simulation results; solid lines
the effective medium model.
Reproduced from Ref. [55]
with the permission of Insti-
tute of Physics.
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Fig. 10.4 Surface current
density (in A mm−1) distri-
bution on the fractal surface
under an incident EM wave
with frequency 4.2 GHz (a)
and 13.1 GHz (b). Repro-
duced from Ref. [55] with
the permission of Institute of
Physics.

the frequency, and a,b j are some model parameters [16]. Adjusting parameters a,b j

to fit our calculation results, we find that the fractal response at normal incidence
can be accurately modeled by a thin homogeneous plate (of the same thickness of
the real plate 1.1 mm) with an effective dielectric constant of the form

εxx( f ) = 11+ 15
0.4772− f 2 + 48

1.072− f 2 + 130
2.662− f 2 + 470

7.552− f 2

εyy( f ) = 11+ 10
0.2742− f 2 + 23

0.6232− f 2 + 60
1.532− f 2 + 190

4.192− f 2 + 500
13.062− f 2 ,

(10.1)

where f denotes the frequency measured in GHz. Solid lines in Fig. 10.3 are the
results calculated based on such an effective medium. Excellent agreement with
the FDTD results is noted for not only the amplitudes but also the phases of the
transmission/reflection coefficients. The effective medium model also offers us an
explanation for the total transmissions, which appeared at first sight to be partic-
ularly intriguing since the metallic lines in the fractal pattern are finely separated
(much smaller than the relevant wavelength). In between any two total reflection
frequencies, there is a frequency at which the currents induced on two adjacent res-
onance structures are roughly of the same magnitude but 180◦ out of phase, leading
to a cancellation of their radiations in far-field. A metallic structure with induced
currents effectively canceling each other (seen in far-field) is then transparent to the
incident EM wave.

The above discussions show that a metallic fractal plate is an ideal electric meta-
material with well-defined effective permittivity. In the next two subsections, we
continue to explore other important EM wave properties of this fractal electric meta-
material.
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10.2.2 Mimicking Photonic Bandgap Materials

Since the fractal metamaterial exhibits multiple stop bands for EM waves, it is nat-
ural to ask if such a system can mimic a 3D PC in terms of stop band properties.
However, we note that such a stop band is polarization dependent. By stacking two
identical fractal patterns, one rotated by 90◦ relative to the other to form a rotation-
ally invariant structure, we demonstrate that this double stack structure can indeed
mimic a 3D PC and exhibits a polarization and incidence angle-independent stop
band [50]. Figure 10.5 shows the transmission of such a double stack when it was
rotated and tilted, so as to change the angle of incidence. We found the transmis-
sions to be nearly identical for different angles of incidence; hence the spectral gap
frequencies are stable with respect to a large range of incidence angles. In addition,
the transmission is independent of polarization since the double stack is rotationally
invariant.

Fig. 10.5 Transmission through two stacked identical fractal plates with a 90◦ rotation with respect
to each other. The diamonds and squares denote measured normal transmission, with E polarized
along the x and y-axes, respectively. The lines are calculated results for normal incidence (iden-
tical for both polarizations). The circles and triangles are transmissions measured with the plates
rotated (θ ) and tilted (φ ) by 30◦, respectively, from the normal. Reproduced from Ref. [50] with
the permission of American Physical Society.

Another point about our metamaterial is that the size of the stop bands, mea-
sured by the dimensionless parameter Δ f / f0(gap/midgap ratio, ∼5% for a single
fractal) can be significantly enhanced by stacking identical fractals together [50],
in contrast to conventional 3D PC’s, where increasing the slab thickness sharpens
the band edges. The effect of stacking up to five fractals is shown in Fig. 10.6 for
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Fig. 10.6 The calculated gap/midgap ratio as a function of the number of stacking layers for three
spectral gaps at 1.6 (square), 4.4 (circle), and 13 (triangle) GHz. The dielectric substrates are
1 mm thick, separated by an air gap of 1 mm. Reproduced from Ref. [50] with the permission of
American Physical Society.

three resonance frequencies (1.6, 4.4, and 13 GHz). The Δ f / f0 ratio is seen to in-
crease rather significantly according to the FDTD simulation. A stack of several
fractals, plus the corresponding 90◦ rotated counterparts, is still negligible in thick-
ness compared to the relevant wavelengths. The stop bands can also be expanded by
increasing the width of metal lines in the fractal.

10.2.3 Subwavelength Reflectivity

Another important characteristic of our fractal metamaterial is the subwavelength
property, that is, the total size of the system is much smaller than the wavelength
along all directions at resonance. This unique property indicates that our frac-
tal plates can act as very compact reflectors [56], which we demonstrate below.
Figure 10.7 schematically illustrates the experimental setup and a 6-level fractal
structure deposited on a 1.6 mm thick dielectric substrate studied both theoretically
and experimentally. Such a fractal plate was perpendicularly put on a 60× 60 mm
metallic ground plane, and a monopole antenna was fed from a 50 Ω coaxial line
(see Fig. 10.7). The radiation patterns for both the H-plane and the E-plane were
calculated by FDTD simulations [60]. We find that the fractal plate can effec-
tively reflect EM waves at four frequency ranges centered at 2.25, 3.85, 7.0, and
10.5 GHz. For comparison, we have also calculated the radiation patterns with the
fractal plate replaced by a perfect metallic plate of exactly the same size, under the
same conditions.
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Fig. 10.7 Schematic picture of the experimental setup. Inset shows the 6-level fractal structure:
First-level line length 16 mm, line width = 1 mm, and thickness = 0.5 mm. The plate measures
28×29 mm. Reproduced from Ref. [56] with the permission of American Institute of Physics.

In our experiments, the monopole antenna was excited by a function generator
(HP83711B). The radiation power was measured by a receiver horn (HP11966E)
placed 20–25 cm from the antenna, connected to a power meter (Agilent E4418B).
In Fig. 10.8, the solid and dotted lines denote the calculated H-plane radiation pat-
terns for the case of fractal plate and the metal (copper) plate, respectively. Open
(fractal) and solid (metal) symbols denote the experiment. Good agreement between
theory and experiment is noted. It is clear from Fig. 10.8(a, b) that the metallic plate
cannot block EM waves at 2.25 and 3.85 GHz. At these frequencies, the correspond-

Fig. 10.8 FDTD calculated and experimentally measured H-plane radiation patterns for a
monopole antenna of length L under an operation frequency f , with a fractal plate ( FDTD: solid
lines; experimental: open squares) or a metal plate (FDTD: dashed lines; experimental: solid cir-
cles) placed at a distance d from the antenna. (a) f = 2.25 GHz, L = 24 mm, and d = 15 mm; (b)
f = 3.85 GHz, L = 24 mm, and d = 9 mm; (c) f = 7.0 GHz, L = 8 mm, and d = 9 mm, and (d) f =
10.5 GHz, L = 8 mm, and d = 9 mm. Reproduced from Ref. [56] with the permission of American
Institute of Physics.
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ing half-wavelengths (∼67 and ∼39 mm) are larger than the lateral dimension of the
plate (∼29 mm). In contrast, the fractal plate can effectively reflect at these two fre-
quencies (the reflectivity is a bit worse for the lower-frequency case). At the two
higher frequencies [Figs. 10.8(c, d)], where half-wavelengths are smaller than the
plate size, both the fractal and the metallic plates reflect the EM waves effectively,
with similar radiation patterns. The calculated E-plane radiation patterns (not shown
here) are similar with the H-plane case [56].

10.3 Magnetic Metamaterials Based on Fractal Geometry

In this section, we utilize the fractal pattern to construct metamaterials with mag-
netic responses and study their EM wave properties [57, 13]. Similar to last section,
we also establish an effective medium model to describe such a system and present
a typical application of this metamaterial.

10.3.1 Characterizations and Modeling of the Fractal Magnetic
Metamaterial

The most crucial characteristic of a magnetic metamaterial is that it reflects EM
waves in-phase at resonance. In contrast, an electric metamaterial reflects EM waves
with a phase reversal as shown in Fig. 10.3(c). Here, we show that, by combining a
metallic fractal with a metal sheet [57], a magnetic metamaterial can be made which
can reflect EM waves in-phase at a series of frequencies [57]. While a mushroom
structure [42] also reflects EM wave in-phase at a particular frequency, our structure
has the advantages of multiband and subwavelength functionalities.

Figure 10.9 shows schematically the structure of our composite and the exper-
imental setup. A 12-level copper fractal pattern was deposited on a 0.8 mm thick
dielectric substrate (ε = 4). We calculated the transmission/reflection properties of
the composite through FDTD simulations. No transmission is found through the
composite in our simulations, since there is a flat metal plate on the back. The re-
flection phase as a function of frequency is shown in Fig. 10.10 (a), (b) for the nor-
mally incident x-polarized wave (E perpendicular to the first level of the fractal) and
in Fig. 10.11(a, b) for the y-polarized one, respectively. While the reflected wave
has a π phase change in most frequency regimes like the case of metal, we find
multiple frequency regimes where the reflection phase varies continuously from
180◦ to −180◦, indicating that the reflection becomes in-phase at some specific
frequencies.

In our experiments, we put a center-fed dipole antenna directly on the top sur-
face of the composite and measured the forward radiation power as a function of
frequency. We also measured the radiation spectra for the free antenna and that on
a metal sheet of the same size for comparison. We used a longer antenna (12 mm)
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Fig. 10.9 A schematic picture of the composite structure and the experimental setup. Fractal de-
tails: 12 levels, first level line length 128 mm, line width 1 mm, and film thickness 0.1 mm. Metal
sheet size: 25× 25 cm and thickness 0.1 mm. Reproduced from Ref. [57] with the permission of
American Institute of Physics.

Fig. 10.10 (a), (b) Reflection phase change on the surface of our composite, calculated by FDTD
simulation (solid symbols) and an effective medium model (solid lines), for x-polarized incident
wave. (c), (d) Measured forward radiation spectra for free antennas (solid line), antennas on the
surface of a metal sheet (solid squares), and on the surface of the composite (open circles). The
fractal’s first-level line is perpendicular to the antennas’ wires. Reproduced from Ref. [57] with the
permission of American Institute of Physics.

for 1–5 GHz and a shorter antenna (6 mm) for 5–14 GHz. The measured results are
shown in Figs. 10.10(c, d) and 10.11(c, d) for two different polarizations. As shown
in the figures, under a constant input power, radiations from the free antennas are
increasing functions of frequency before reaching their quarter-wavelength maxima.
When put on the surface of a metal sheet, forward radiations are significantly lower
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Fig. 10.11 Theoretical (a), (b) and experimental results (c), (d) for the y-polarization case. Other
details are the same as those described in the caption of Fig. 10.10. Reproduced from Ref. [57]
with the permission of American Institute of Physics.

than free antenna because of destructive interference between reflected and source
waves. Replacing the metal sheet by our composite, we find the antenna’s forward
radiations are strongly enhanced at frequency regimes centered at 1.6 and 4.3 GHz
for the x-polarization case, and at 2.6, 5.4, 9.8, and 12.8 GHz for the y-polarization,
implying the interference between reflected and source waves to be constructive at
these frequencies. Out of these frequency bands, we find the forward radiations to
be clearly lower than those of a free antenna, similar to the metal case. The peaks
in the radiation spectra coincide well with the in-phase reflection frequencies found
from the simulation. However, our experiments failed to detect two narrow in-phase
reflection bands centered at 7.83 GHz for x polarization and 12.1 GHz for y po-
larization, which were found by the FDTD simulations. These two bands are too
narrow so that the integrated resonance strength is too weak to be detectable by our
experiment where noises are always present.

The composite system can be homogenetized as a magnetic metamaterial [57].
As we have shown in last section, a single metallic fractal possesses multiple lo-
cal resonances which response to the E field of the incoming wave. When a metal
sheet is placed on the back, each resonance couples to the metal sheet to generate
a resonance that corresponds to the H field response. According to Farady’s law
∇×E = −Ḃ/c, surface currents of opposite signs on the metal and on the fractal
will be induced in response to the time-varying B field sandwiched between the
fractal and the metal. FDTD simulations revealed that such induced currents had
typical resonance responses at a series of frequencies, characterized by the current
amplitude reaching a maximum while its phase undergoing a π jump across the res-
onance frequency. For example, at one resonance frequency of 4.21 GHz, FDTD
simulation showed that the currents were mainly excited on the 10th levels of the
fractal and flow to higher level structures. At the same time, currents with almost
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PECPEC

Fig. 10.12 Geometry of our double-layer effective medium model for the fractal magnetic meta-
material.

Fig. 10.13 (a) H-plane and E-plane radiation patterns of a 24 mm long central-fed dipole antenna
on our magnetic reflector (solid squares) and of the same bare antenna (open circles) at f = 3.73
GHz. The magnetic reflector includes a 7-level fractal (first level length = 16 mm, line width = 1
mm, thickness = 0.2 mm, and total size 30×29×0.2 mm) and a 0.2-mm thick metal sheet separated
by a 1.6-mm-thick dielectric substrate (ε = 4), and the dipole antenna is orientated perpendicular
to the fractal’s first-level line. The patterns are normalized such that the total radiated powers are
the same in the two cases. Reproduced from Ref. [57] with the permission of American Institute
of Physics.

the same amplitude but opposite signs were induced on the surface of the metallic
sheet. In fact, we can model this composite by a double-layer system consisting of a
0.9 mm-thick (thickness of the fractal plus the dielectric layer) homogeneous mag-
netic material with permeability tensor

↔μ and a perfect metal layer, as schematically
shown in Fig. 10.12. The solid lines in Figs. 10.10(a–b) and 10.11(a–b) are the result
calculated by such a model with elements given by

μyy( f ) = 1+ 0.2
1.222− f 2 + 4.8

4.212− f 2 + 0.3
7.832− f 2

μxx( f ) = 1+ 0.8
2.512− f 2 + 0.5

5.172− f 2 + 28
9.662− f 2 + 0.2

12.082− f 2 + 1.2
12.632− f 2 .

μzz( f ) = 1

(10.2)

Excellent agreement is noted between the model and the FDTD results. Such a
model permeability exhibits resonant frequencies at which μ diverges, which in
turn gives a very large impedance (Z) and a very large effective index (n). A large Z
gives in-phase reflectance and a large n ensures that the effect manifests itself in a
thin layer with thickness much smaller than the free-space wavelength.

In fact, the established double-layer model works for all high-impedance surfaces
with different microstructures. As shown in Ref. [13], such a model cannot only
perfectly describe the propagating wave properties of high-impedance structures but
also describe well the surface wave characteristics of such complex structures.
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10.3.2 A Typical Application of the Fractal Magnetic Metamaterial

The fractal magnetic metamaterial could find many applications in practice. Besides
the multiband functionality, this structure has an additional characteristic that it can
reflect in-phase at wavelengths that are much longer than the reflector’s lateral di-
mension [57]. Figure 10.13 shows the FDTD-calculated radiation patterns (see Fig.
10.9 for the definitions of H-plane and E-plane) of a dipole antenna put on a small
piece of the fractal magnetic reflector. The working frequency is 3.73 GHz, coin-
ciding with one of the resonance frequencies of the magnetic reflector. We note that
3.73 GHz corresponds to a wavelength of ∼80 mm, while the reflector’s size is only
∼30 mm. In contrast to the free antenna patterns, we find that the reflector shields
the antenna’s radiation (in the backward direction) while at the same time increases
the forward radiation power. The combined system thus serves as a subwavelength
directional antenna. It is noted that a metal sheet of the same size cannot reflect at
this frequency, because the corresponding half wavelength is longer than the metal
plate’s own size. Although the stand-alone fractal pattern can serve as a subwave-
length reflector as we demonstrated in last section, the antenna does not radiate
efficiently when it is too close to the reflector. Therefore, this fractal magnetic meta-
material is an ideal candidate to serve as a compact and multiband antenna ground
plane.

10.4 Plasmonic Metamaterials Based on Fractal Geometry

We now study another type of metamaterial – plasmonic metamaterial. We design
a plasmonic metamaterial based on fractal geometry and then investigate its SPP
characteristics as well as transmission properties. Finally, we illustrate one impor-
tant application of such a fractal plasmonic metamaterial [15, 51, 49, 48].

10.4.1 SPP Band Structures of Fractal Plasmonic Metamaterials

Surface plasmon polaritons (SPPs) are elementary EM excitations bounded at
metal/dielectric interfaces and attracted considerable attention recently [2]. For a
natural material, its plasmon frequency (ωp) is fixed by the electron density, so that
many SPP-based applications only work at a single frequency. Although ωp can
be modified via using semiconductors [35] or metal/dielectric composites [5], such
tunability is limited and cannot cover the entire frequency range. Recently, people
showed that Bragg scatterings can modulate the SPPs significantly and found the
SPP-induced EOT in a silver film drilled with periodic holes [8, 32, 21]. How-
ever, the Bragg mechanism can only fold the SPP bands into the first Brillouin
zone, but cannot change the plasmon frequency of a material. Although metama-
terials [40, 52] can in principle possess any desired EM wave properties at arbitrary
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frequencies, the fabrications of high-quality metamaterials are still challenging. In
2004, Pendry et al. demonstrated that a metallic plate with periodic square holes can
mimic a plasmonic metamaterial in terms of SPP properties, with effective ωp being
the waveguide cut-off frequency of the hole [12, 29]. This opens up a way to design
artificial plasmonic metamaterials at any desired frequencies. However, to make the
idea work, one has to fill the holes with high-index materials to make the cut-off
wavelength much longer than the periodicity [12, 29]. The high-index material is
not easy to find in practice, particularly at higher frequencies. Very recently, Shin
et al. [41] showed that high-index insertion is not necessary if the square holes are
replaced by narrow rectangle holes with cross sections bx × by (bx � by). Indeed,
such a hole has a cut-off wavelength λ = 2by much longer than the periodicity along
x direction [41]. However, since such holes are subwavelength only along one di-
rection, we will show that the generated SPPs on such structures only possess TM
polarization traveling along one (x) direction. This limitation restricts the applica-
tions of such structures to many cases.

In this subsection, we demonstrate that a metallic plate drilled with fractal-shaped
slit patterns exhibits SPPs in both TM and TE polarizations, with ωp dictated by the
fractal geometry. Figure 10.14 schematically shows our structure – a 0.5-μm-thick
silver film caved with 4-level fractal slits arranged periodically with a lattice con-
stant a = 1μm. We performed FDTD simulations [11] with dispersive εAg given by
[9] to calculate the SPP band structure of the designed system. Since this system
shows no x−y symmetry, we depicted in Fig. 10.15(a) and (b) the SPP bands along
Γ → X and Γ → X ′ directions, respectively, with X = [π/a,0,0], X ′ = [0,π/a,0].
In each panel, we found two SPP bands well below the light lines (pink line), which
bend drastically at two frequencies ( fP1 = 41 THz, fP2 = 78.7 THz). In fact, the two
plamon frequencies fP1and fP2 correspond to two independent lateral resonances of
an individual fractal pattern, induced by incident fields with E||x̂ and E||ŷ, respec-

Fig. 10.14 Geometry of the fractal plasmonic metamaterial (MTM). Unit cell strcuture l1 = l2 =
0.5 μm, l3 = l4 = 0.25 μm,w = 0.06 μm, and H = 0.5μm. Ref. [15].



10 Photonic Metamaterials Based on Fractal Geometry 231

Fig. 10.15 SPP band structures of the fractal plate calculated by FDTD simulations for (a) Γ →
X and (b) Γ → X ′ directions; Under the conditions of (c) kx = π/a and (d) ky = π/a, FDTD-
calculated transmission spectra under incident plane evanescent waves with different polarizations.
Insets: SPP band structures of rectangle-hole plate calculated by FDTD simulations, with structural
details d = 1μm, s = 4.2d,a = 0.3d,L = 0.5d (see Ref. [41]). Ref. [15].

tively. The coupling between such localized resonances leads to the running SPP
modes on the structure surface.

We employed the attenuated total reflection technique to identify the polarization
characteristics of those SPP bands. With kx fixed as π/a, we shine plane evanescent
waves with different polarizations on the structure and depicted in Fig. 10.15(c)
the transmission spectra for E||x̂ (red circles) and E||ŷ (blue line) polarizations. By
comparing Fig. 10.15(a) with 10.15(c), we found that the lower SPP band in Fig.
10.15(a) is apparently TM like, since a TM-polarized evanescent wave can excite
this mode but a TE one cannot. Similarly, we can identify the polarization prop-
erties of all SPP bands and then label them correspondingly on the figure. This is
intriguing at first sight, since a complex structure at resonance usually exhibits very
complicated local field distribution, making it difficult to separate the TE and TM
polarizations for its eigenmodes. However, thanks to the high symmetry of the frac-
tal geometry, here a SPP eigenmode can only couple to one particularly polarized
evanescent wave, so that we can successfully identify its polarization. One can also
understand this point in the spirit of metamaterial. Since the probing field wave-
length is much longer than the inhomogenity feature size of the complex structure,
we can homogenize the entire system by performing field average over a unit cell.
The eigenwaves obtained upon field averaging show well-defined polarizations as
illustrated in Fig. 10.15.
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The crucial advantage of our fractal structure is thus clear. Whereas a flat Ag film
supports only TM-polarized SPP [34], our system supports simultaneously TM- and
TE-polarized SPPs related to each resonance. We also studied a metal plate with
narrow rectangular holes [41] and depicted its SPP dispersions in the insets to Fig.
10.15(a)–(b). Indeed, this structure exhibits a SPP band even without high-index
insertions. However, in sharp contrast to our case, such a system supports only a
single TM-like SPP band traveling along x direction (Fig. 10.15(a)). This is because
the rectangle shape is subwavelength along only one (x) direction, and therefore,
the SPP band along y direction cannot be formed since the subwavelength condition
is not satisfied [12, 29]. In contrast, our fractal pattern is subwavelength along all
directions and possesses multiple resonances, so that for each resonance, SPP bands
along both x and y directions can be formed (see Fig. 10.15). The plasmon frequen-
cies of our fractal plasmonic metamaterial can be changed via adjusting the fractal
geometry and scaling the unit cell size. Therefore, one can in principle design a
plasmonic metamaterial with any desired SPP properties at an arbitrary frequency.
We note that the plasmon frequencies are solely determined by the lateral fractal
structure, independent of the sample thickness.

10.4.2 Extraordinary Optical Transmissions Through Fractal
Plasmonic Metamaterials

We performed experiments and FDTD simulations to study the optical transmissions
through such fractal plasmonic metamaterials, in both microwave [49] and infrared
(IR) [48] frequency regimes. The fabricated microwave and IR samples are shown
in Fig. 10.16.

Figures 10.17(a, b) show the transmission spectra through the microwave sam-
ples [49] with different thicknesses, where (a) and (b) are for E||ŷ and E||x̂ polariza-
tions, respectively. We found EOT bands centered at 4.1 and 17.2 GHz for E||ŷ and
at 2.4 and 9.0 GHz for E||x̂, with peak frequencies almost independent of the sample
thickness. It should be noted that at the lowest peak frequency, the incident wave-
length (12.5 cm) is 12.5 times the longest slit (1 cm) on the metal plate. Hence the
cross section of a fractal aperture is subwavelength in both dimensions. The trans-
mission characteristics of the microwave fractal samples were investigated by FDTD
simulations shown as solid lines in Fig. 10.17(a, b). Except for the two thick sam-
ples, the agreement is seen to be excellent (<1% difference). It is interesting to ob-
serve that for a reference sample consisting of an array of square holes (18×18 mm
opening), the transmission is considerably lower, as shown in Fig. 10.17(c). Thus
by removing metal, the sample becomes less transparent. The periodicity and inci-
dent angle dependencies were also investigated, with experimental results shown
in Fig. 10.18. It is seen that neither the periodicity of the array nor the inci-
dent angle of the EM wave has any noticeable effect on the positions of the EOT
peaks.
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Fig. 10.16 Pictures of fractal plasmonic metamaterial samples in IR frequency regime (a–b) and
microwave frequency regime (c). Geometrical parameters: (a–b) The dimension of the whole sam-
ple is 15×15 mm2, which is composed of periodically replicated fractal units (55.6 × 55.6 μm2

with nine fractal levels). The slits are 0.5μm wide and the longest line measuring 27.8μm. (c) A
total of 25 fractal slit units were made on a 12 × 12 cm2 steel plate. The unit cell of the array
consists of a 5-level fractal, the width of each slit is 0.8 mm, and the longest slit is 1 cm. (a–b)
Reproduced from Ref. [48] with the permission of American Institute of Physics. (c) Reproduced
from Ref. [49] with the permission of American Physical Society.

Similar EOT phenomena were observed with the IR samples [48]. Figure 10.19(a)
shows the transmission (curve a), reflection (curve b), and relative emission
(curve c) of the sample at normal incidence. For each IR fractal sample, the emis-
sion spectra were taken from a gray body (reflectivity <5%) EB, the sample ES,
and a gold film (reflectivity = 98%) EG, all heated to 150◦C. The relative emission
of the sample was then determined by (ES −EG)/(EB −EG). For the transmission
spectrum, there are two EOT bands entered at 7.5 and 11.5 μm, respectively, with a
maximum transmission of about 36%, with E||x̂ polarization. Since the bare silicon
substrate was measured to have 40% transmission, the transmission of the fractal
slit pattern alone could be significantly higher than 36%. Moreover, as shown in
Fig. 10.19(b), there is almost no shift for the EOT center positions as the incident
angle was varied from 0◦ to 45◦, while maintaining the electric field to be perpen-
dicular to the plane of incidence.

We note that the EOT phenomena reported here are quite different from those
on a silver film with periodic subwavelength hole array [8]. In the latter case,
the EOT peak frequencies strongly depend on the incident angles of the input
waves, and the periodicity of the hole array, since the EOT is induced by cou-
plings of incident wave with SPPs modulated by Bragg scatterings [8]. Here, the
wavelength of the EOT band is much longer than periodicity owing to the sub-
wavelength properties of a fractal shape [49, 48], and therefore, the conventional
Bragg mechanism does not work. Initially, such EOT phenomena were successfully
explained by the couplings of the incident propagating wave with the cut-off waveg-
uide mode of the fractal-shaped hole [49, 48]. After considering the fractal plate
as a plasmonic metamaterial with SPP properties depicted in Figs. 10.15(a, b),



234 Xueqin Huang, Shiyi Xiao, Lei Zhou, Weijia Wen, C. T. Chan and Ping Sheng

Fig. 10.17 Microwave transmittance through the 5 × 5 fractal arrays of various thicknesses for
(a) E||ŷ polarization and (b) E||x̂ polarization; the dark gray symbols and dark solid lines are
the measured and simulated results, respectively. (c) Comparison of measured transmittances (of
the two polarizations ) for the fractal array (symbols) with the square-hole array (solid dark line)
on a 3-mm-thick metallic plate with the same periodicity. Reproduced from Ref. [49] with the
permission of American Physical Society.

we found an additional mechanism to re-interpret these unusual EOT phenomena.
We believe that such unusual EOT bands were not only induced by the waveg-
uide cut-off resonance of a single fractal hole but also induced by the SPPs on
the fractal plasmonic metamaterial [51]. The Bragg scatterings fold the SPP bands
shown in Fig. 10.15 back to propagation-wave regime so that a plane incident
wave can couple to such SPPs. Since the SPP bands are very flat, varying in-
cidence angle has very little effect on the EOT frequency. On the other hand,
since the plasmon frequency is essentially determined by a single fractal struc-
ture, varying the periodicity of the fractal array does not change the SPP charac-
teristics of the plasmonic metamaterial so that the EOT frequency does not change
either [51].
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Fig. 10.18 Variation of the
measured transmission spec-
tra as a function of (a) the
incident angle θ and (b)
periodicity a with E||x̂ polar-
ization. The calculated peak
frequencies are shown as ar-
rows. Reproduced from Ref.
[49] with the permission of
American Physical Society.

Fig. 10.19 (a) Curves a, b, and c show the infrared transmission, reflection, and emission of the
fractal sample with 0.5μm slits on the gold film with E||x̂ polarization. (b) Transmission spectra
measured with two different incident angles. Reproduced from Ref. [48] with the permission of
American Institute of Physics.
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10.4.3 Super Imaging with a Fractal Plasmonic Metamaterial
as a Lens

In this subsection, we introduce an important application for our fractal plasmonic
metamaterials. It was shown both theoretically [26] and experimentally [10] that
a silver film works as a lens to focus near-field light sources with subwavelength
resolution. However, such a super lens does not function at a frequency other than
silver’s natural SPP frequency, and since silver only supports TM-polarized SPPs,
the source has to be carefully designed to emit p waves only [10]. In what follows,
we show that our structure can collect both s and p waves emitted from a source to
form an all-dimensional subwavelength image and can work at any frequency with
appropriate design [61].

We first performed microwave experiments to demonstrate this idea. We designed
a plasmonic metamaterial [picture given in Fig. 10.20(a)] with unit cell shown
schematically in the right panel of Fig. 10.20(a). The structure slightly differs from
an ideal fractal after optimizations. We then fabricated a series of samples with dif-
ferent thicknesses H. In our imaging experiments, we put a dipole antenna on the
source plane 1 mm above the lenses and place a receiver dipole antenna on an image
plane 1 mm below the lenses to measure the field distributions of the images [59].
Both antennas are polarized along the y direction, connected to a vector network an-
alyzer (Agilent 8722ES), and working at f = 2.52 GHz coinciding with the plasmon
frequency of the designed lenses for y polarization [61]. When the source antenna
is put at the unit-cell center, the images formed by two lenses with thicknesses H =

Fig. 10.20 (a) Picture of a 63-
mm-thick fractal plasmonic
metamaterial and its unit
cell structure (all lengths are
measured in mm). Here the
periodicity is 18 mm (32 mm)
in x(y) direction. (b)–(c) Elec-
tric field distributions along
the line perpendicular to the
antenna on the image plane
obtained by experiments
(open circles) and FDTD
simulations (solid lines) for
different lens thickness, ref-
erenced by the experimental
results measured without any
lens (solid squares). Here, the
maximum electric field is nor-
malized to 1 in the presence
of a lens. Ref. [15].
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31.5 mm and H = 63 mm are depicted in Fig. 10.20(b) and (c) as open circles, which
are in excellent agreements with the corresponding FDTD simulations (solid lines).
Both measurements and FDTD results show that the images focused by our lenses
are only ∼8 mm wide, which are ∼ λ/15 recalling λ ≈ 119 mm. Apparently, such
a subwavelength resolution is obtainable only in presence of our lenses, since the
images formed without lenses (solid squares) do not show any subwavelength res-
olutions at all. In addition, the field strength is enhanced when a lens is added. The
subwavelength resolution and enhanced field strength are two important character-
istics of the SPP [2]. In contrast to a flat silver-slab lens [26, 10], our lens is not
laterally homogeneous, and thus we need to test the position dependence of the
imaging quality. A detailed analysis based on microwave experiments and FDTD
simulations [51] show that the overall resolution of our lens is bounded by the peri-
odicity a of the fractal array, which is ∼λ/7 in the present case.

Similar effects can be realized at IR frequencies using the fractal structure as
shown in Fig. 10.14. As a comparison, we also adopted the rectangle-hole structure
(same as that for Fig. 10.15) as a lens to focus light sources. We considered two
types of source, i.e., two x-polarized dipoles working at 41 THz separated by 1μm
either in x direction (case 1) or in y direction (case 2). For these two cases, we show
the FDTD-calculated images formed without any lenses in Fig. 10.21(a) and (d),
those with a 0.5-μm-thick rectangle-hole structure lens in Fig. 10.21(b) and (e), and
those with our fractal structure lens in Fig. 10.21(c) and (f), correspondingly. Here,
the source (image) plane is 0.1μm above (below) the lens [see the right panel in
Fig. 10.14]. Since the sources are located within a subwavelength region (separa-
tion 1μm � λ = 7.3μm), the two sources cannot be clearly distinguished without
the lens [Fig. 10.21(a) and (d)]. With the rectangle-hole structure lens, case 1 can
be distinguished [Fig. 10.21(b)] but the resolution along y direction is not subwave-
length. More seriously, this lens cannot distinguish case 2 at all [Fig. 10.21(e)].
These are all caused by the fact that this structure does not support TE-polarized
SPPs (see Fig. 10.15). With our lens, however, two sources are clearly distinguish-
able in both cases, and the formed images are subwavelength along all directions,
with much enhanced field strength (see the E-field scales in Fig. 10.21).

We now explore the underlying physics of the super lensing effect. Assume that
the point source takes the simplest form J(r, t) = x̂P0δ (r)e−iωt , we employ a stan-
dard Green’s function method [54] to calculate the EM field distribution. We find
the fields on the image plane as

Ex(x,y) = − iμ0P0
8π2

∫ e
ik||(xcosφ+ysinφ)

e−ikzd

kz
[T T E(k||)sin2 φ ,

+ k2
z

k2
0
T T M(k||)cos2 φ ]k‖dk‖dφ

(10.3)

where kz =
√

k2
0 − k2

|| with k0 = ω/c, d is the source–image distance, and T T E(k||)

and T T M(k||) are the transmission coefficients for TE and TM waves with k =
kzẑ + k||. To get an all-dimensional subwavelength resolution, we need to collect
the evanescent components (with k|| > k0) radiated from the point source with both
TE and TM polarizations. When there is no lens, these evanescent components will
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Fig. 10.21 FDTD-calculated E-field patterns on the image planes obtained without a lens (a)+(d),
with a rectangle-hole structure lens (b)+(e), and with our fractal structure lens (c)+(f). Here, the
two x-polarized dipole sources are separated by 1μm in x direction for (a), (b), and (c), and in
y direction for (d), (e), and (f). Both the rectangle-hole structure and the fractal structure are the
same as those in Fig. 10.15. Ref. [15].

decay in amplitude and no subwavelength image can be formed on the image plane.
However, in the presence of our lens, since the system possesses flat SPP bands right
at this frequency [see Fig. 10.15(a) and (b)] for both TE and TM polarizations, those
evanescent components with k0 < k|| < G can be transmitted across the lens, aided
by the SPPs. The maximum k vector of the SPP band sets a natural resolution limit,
so that the highest resolution obtained by our plasmonic lens is a, which is much
less than the working wavelength λp, a property unique to the fractal geometry.

Our mechanism is different from many others [25, 3]. In the mechanisms de-
scribed in Refs. [25] and [3], the operation frequencies were dictated by the lens
thickness, since the resonance frequency is determined by the rod length in [25]
and Fabry–Perot (FP) resonances were employed to reduce reflections in [3]. In
contrast, our working frequency is independent of the lens thickness, demonstrated
both experimentally and theoretically in Fig. 10.20. Such a unique property makes
our structure a good candidate for far-field imaging, since we can in principle make
the image–source distance much larger than the working wavelength.

10.5 Other Applications of Fractal Photonic Metamaterials

In this section, we illustrate two additional applications of the photonic metamate-
rials constructed based on fractal geometry [58, 14].
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10.5.1 Perfect EM Wave Tunneling Through Negative Permittivity
Medium

It is well known that a slab of negative-ε media (denoted as “B” layer) is opaque for
EM waves, since the wave inside the medium is evanescent. However, if we attach
two identical slabs with positive ε (denoted as “A” layer) to the B layer to form a
symmetrical ABA structure, we found that the entire system is perfectly transparent
when certain conditions are met. Denote the permittivity of A layer as ε1 and that
of B layer as ε2 and assume the two layers to have the same thickness d. Figure
10.22(a) shows the values of ε1 yielding perfect transmission (T = 1) through the
ABA structure, as a function of d by setting ε2 = −2,000. We find the existence of
two solutions up to a critical thickness at which the solutions merge together and
disappear abruptly. The first solution recovers the effective medium theory (EMT)
value (i.e., satisfying ε̄ = (2ε1 + ε2)/3 = 1) in the limit of k0d → 0. A ε2 ∼ d phase
diagram is shown in Fig. 10.22(b) for this EMT-derived solution ε1, scaled by its
corresponding EMT value. A phase boundary is found to separate the lower left
region which supports the T = 1 solutions from the upper right one which dose not.
The solution is closer to the EMT value in regions closer to the lower left corner
where EMT is better applicable. However, T = 1 solutions survive when EMT is
apparently no longer valid.

Fig. 10.22 (a) ε1 satisfying equation obtained by rigorous calculation for perfect transmission as
functions of d. Horizontal (magenta online) line denotes the EMT solution εEMT = 3/2−ε2/2. (b)
ε2 ∼ d phase diagram depicting the value of ε1/εEMT for the EMT-derived perfect transmission
solution. Reproduced from Ref. [58] with the permission of American Physical Society.

We performed microwave experiments to verify these theoretical predictions.
We designed and fabricated two slabs of fractal electric metamaterials to model
“A” layer and a 0.1-mm-thick metallic mesh to model “B” layer. The measured
transmission spectra within 1–10 GHz for both A and B layers were shown in
Fig. 10.23(a, b), which were in perfect agreement with the FDTD results. From
the FDTD results, we found that the “B” layer can be modeled as a homogeneous
slab with ε2 = 6.5−622/ f 2, while the “A” layer can be modeled as a homogenous
slab with ε1 = 4.0 + 200/(4.592 − f 2). We found that a single “B” layer possesses
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a large negative permittivity, while a single “A” layer possesses arbitrarily positive
permittivity near resonance.

Figure 10.23(c–e) shows the transmission spectra of the ABA structure with dif-
ferent air gaps between layers A and B. When the gap is very small, FDTD simu-
lations [lines in Fig. 10.23(c)] show two perfect transmission peaks at about 3.15
and 3.83 GHz. We note that neither layer A nor B is transparent within 3–4 GHz
(see Fig. 10.23(a–b)), yet the combination of these opaque layers can lead to perfect
transparency. At other frequencies, there exist strong reflections. When the gap be-
comes larger, the two peaks persist until a critical thickness (a little bit larger than
2 mm) is reached when they merge together [Fig. 10.23(d)]. If the gap is bigger than
the critical thickness, no perfect transmission exists and the maximum transmittance
is less than unity [Fig. 10.23(e)]. Experimental results were shown in the same fig-
ure as open circles. The overall agreement between experiments and theory is quite
good for all three cases. In particular, near the critical thickness, experiments do
show ∼100% transmissions at the frequency predicted by the theory. However, for
the case of very small gap, the experimental peak is much broader than theoretical
predictions and there is only one main peak instead of two, probably due to finite
size effects and absorptions. We note that this type of transparency is accompanied
by high magnetic fields and is robust against incidence angles, which is quite differ-
ent from the SPP-aided EOT phenomenon [8].
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Fig. 10.23 Measured (circles) and calculated (lines) transmission spectra through a single “B”
layer (a) and a single “A” layer (b). The unit cell structures of “B” and “A” layers are shown in
the insets with all lengths measured in mm, and please refer to Ref. [58] for more details of the
structure. (c-e) Measured (circles) and calculated (lines) transmission spectra of the ABA structure
with different air gaps between layers A and B. Reproduced from Ref. [58] with the permission of
American Physical Society.
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10.5.2 Manipulating Light Polarizations with Anisotropic
Magnetic Metamaterials

We now describe another interesting application of our fractal metamaterials. In
Section 10.3, we have demonstrated that the fractal magnetic metamaterial can be
perfectly described as a double-layer system with the top layer being an anisotropic
magnetic layer with a permeability tensor

↔μ . We then developed a theoretical ap-
proach to study the scatterings of light by such a double-layer reflector in a general
situation as depicted in Fig. 10.24(a)) [14]. The theoretical calculations showed that
the polarization state of the incident wave can be efficiently manipulated by such
a double-layer reflector. In particular, a linearly polarized light could convert its
polarization completely to the cross direction after reflection under certain condi-
tions [14].

Again, we designed and fabricated appropriate fractal magnetic metamaterial
(with structure shown in Fig. 10.24(b)) and performed microwave experiments (with
experimental setup schematically depicted in Fig. 10.24(c)) to verify these theoreti-
cal conjectures. Let us define a polarization conversion ratio (PCR), which measures

Fig. 10.24 (a) Geometry of
the model system studied
here. (b) Image of part of
the experimental sample. (c)
A schematic picture of the
experimental setup. Starting
from the laboratory coordi-
nate system {x̂0, ŷ0, ẑ0}, we
first rotate the sample for an
angle of θ with respect to
the ŷ0(= ŷ1) axis , then for
an angle of φ with respect to
the ẑ0(= ẑ) axis, and finally
arrive at the local coordinate
system {x̂, ŷ, ẑ} attached to
the sample. Reproduced from
Ref. [14] with the permission
of American Physical Society.
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Fig. 10.25 PCR as the func-
tions of frequency, obtained
by transfer matrix method
(TMM) calculations on the
model system (solid lines),
FDTD simulations on real-
istic structures (solid stars),
and experimental measure-
ments (open circles). The
incident direction is (a)
θ = 0◦,φ = 45◦, and (b)
θ = φ = 45◦. (c) Frequency
dependences of the reflection
phase changes Δψy(x) on the
metamaterial reflector surface
for normally incident waves
with polarizations E||x̂ and
E||ŷ, calculated by TMM on
model system (solids lines)
and FDTD simulations on re-
alistic structures (solid stars).
Reproduced from Ref. [14]
with the permission of Amer-
ican Physical Society.

the energy portion transformed from the original polarization, assumed as the s po-
larization for definiteness, to the other polarization (p polarization) after reflection.
The measured PCR spectra are shown as open circles in Fig. 10.25(a) for a nor-
mal incidence case with φ = 45◦ and in Fig. 10.25(b) for an oblique incidence
case with θ = φ = 45◦, which are in excellent agreements with both FDTD re-
sults in realistic structures (solid stars) and numerical calculations based on the
double-layer model (solid lines) with effective medium and geometrical parame-
ters μxx = 1+ 70

12.712− f 2 ,μyy = 1+ 22
6.802− f 2 ,μzz = 1,ε2 = 1,d = 1.3 mm. We find the

PCR to be strongly enhanced around two frequencies, ∼12.7 and ∼6.8 GHz, cor-
responding precisely to the two magnetic resonances of the fractal magnetic meta-
material. In particular, for the normal incidence case studied in Fig. 10.25(a), both
experiments and theory show that PCR ∼ 100% at the two resonance frequencies,
indicating that a linearly polarized light converts its polarization to cross direction
completely after the reflection.

The underlying physics lies on the anisotropic properties of the fractal magnetic
metamaterial. Suppose the incident wave is described by Ei= (Exx̂+Eyŷ)ei(−ωz/c+ωt),
then after reflection by our system, the reflected wave is Er= E0(rxx̂+ryŷ)ei(ωz/c+ωt),
where rx,andry are the reflection coefficients of the reflector for two linear polar-
izations. Our structure is always totally reflecting, i.e., rx = ry ≡ 1, since there is
a metal plate on the back. However, the phase ΔΨ of the reflection coefficient,
defined as rx(y) = eiΔψx(y) , strongly depends on the metamaterial parameters. The
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calculated reflection phases (ΔΨx,ΔΨy) for the model system have been depicted in
Fig. 10.25(c) as functions of frequency. Near each magnetic resonance, we found
that one of μxx,μyy becomes very large while another close to 1, and thus there must
be a frequency where Δψx−Δψy =±180◦ [see Fig. 10.25(c)] and thus rx/ry =−1.
For the configuration studied in Fig. 10.25(a) with Ex = Ey, when the condition
rx/ry = −1 is realized, the polarization direction of the reflected wave would be
−x̂+ ŷ, which is perpendicular to that of the original wave. A complete polarization
conversion is thus realized. It is easily expected that if we add more levels to the
fractal structure, we will have more frequency bands inside which the light polar-
izations can be efficiently manipulated.

10.6 Conclusions

In summary, we have reviewed in this chapter our recent effort in utilizing a planar
fractal geometry to design photonic metamaterials with rich EM properties and em-
ploying such metamaterials to realize many applications in practice. Specifically, we
described how to design electric, magnetic, and plasmonic metamaterials employ-
ing the fractal concept and presented effective medium models for such metamate-
rials. In addition, we proposed several applications of these photonic metamaterials,
which were all successfully verified by experiments and FDTD simulations. We be-
lieve that more physics and applications are to be explored for these fractal photonic
metamaterials.
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Chapter 11
Magnetic Plasmon Modes Introduced
by the Coupling Effect in Metamaterials

H. Liu, Y. M. Liu, T. Li, S. M. Wang, S. N. Zhu and X. Zhang

Abstract Magnetic metamaterials consist of magnetic resonators smaller in size
than their excitation wavelengths. Their unique electromagnetic properties were
characterized by the effective media theory at the early stage. However, the effective
media model does not take into account the interactions between magnetic elements;
thus, the effective properties of bulk metamaterials are the result of the “averaged
effect” of many uncoupled resonators. In recent years, it has been shown that the
interaction between magnetic resonators could lead to some novel phenomena and
interesting applications that do not exist in conventional uncoupled metamaterials.
In this chapter, we will give a review of recent developments in magnetic plasmon-
ics arising from the coupling effect in metamaterials. For the system composed of
several identical magnetic resonators, the coupling between these units produces
multiple discrete resonance modes due to hybridization. In the case of a system
comprising an infinite number of magnetic elements, these multiple discrete res-
onances can be extended to form a continuous frequency band by strong coupling.
This kind of broadband and tunable magnetic metamaterial may have interesting ap-
plications. Many novel metamaterials and nanophotonic devices could be developed
from coupled resonator systems in the future.
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11.1 Introduction

All classical electromagnetic (EM) phenomena in various media are determined by
the well-known Maxwell’s equations. To describe the EM properties of a material,
two important parameters are introduced, that is, electric permittivity ε and mag-
netic permeability μ . In principle, if the ε and μ of materials are known, then the
propagation of EM waves inside materials or the EM phenomena at the surface be-
tween two materials can be well predicted. For example, the refraction of an EM
wave at the interface is described by Snell’s law, sinθi/sinθr = nr/ni, which states
that the relation between the incident angle (θi) and the refracted angle (θr) is deter-
mined by the refractive index, n =

√εμ , of the two media involved.
Clearly, if we can modify ε and μ artificially, then the propagation behavior of

EM waves in the material can be manipulated as well. For instance, in 1967 when
Veselago first theoretically studied the EM properties of a material with a negative
refractive index (simultaneously negative ε and μ), he found that light will be re-
fracted negatively at the interface between such a material and a normal positive
index material [66]. This so-called negative refraction phenomenon does not vio-
late the laws of physics, yet it challenges our physical perception and intuition. In
such negative index media (NIM), a number of other surprising phenomena were
also predicted, such as the reversed Doppler shift and Cerenkov radiation. How-
ever, Veselago’s work was ignored for a long time because no such double negative
materials (i.e., where both ε < 0 and μ < 0) are obtainable in nature, making nega-
tive refraction seemingly impossible. Indeed, we are limited by the natural material
properties. Most dielectrics only have positive permittivities. For most metals, ε < 0
can be met at optical range, and the plasma frequency can be moved downward into
microwave range by replacing the bulk metal with a rodded medium [4, 45, 39],
yet permeability is always positive. Negative μ is accessible in some ferromagnetic
materials in the microwave region, but they are difficult to find above terahertz fre-
quencies in the natural world.

In recent years, to achieve designable EM properties, especially negative μ at
high frequencies, people have invented novel artificial materials known as metama-
terials. The basic idea of a metamaterial is to design artificial elements that possess
electric or magnetic responses to EM waves. Many such elements can work as ar-
tificial “atoms” to constitute a metamaterial “crystal.” The geometric size of these
atoms and the distances between them are much smaller than the wavelength of
EM waves. Then, for an EM wave, the underlying metamaterial can be regarded
as a continuous “effective medium.” Correspondingly, the property of a metama-
terial can be described by two effective parameters: effective permittivity εe f f and
permeability μe f f . In 1999, Pendry first designed a metallic magnetic resonance el-
ement: a split-ring resonator (SRR) [38]. When an SRR is illuminated by light, the
magnetic component of the EM wave induces the faradic current in this structure,
giving rise to a magnetic dipole. Using SRRs as structure elements, Pendry con-
structed a new kind of magnetic metamaterial. The effective permeability, μe f f , of
this metamaterial has the form
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μe f f = 1− Fω2

ω2 −ω2
mp + iγω

, (11.1)

where F is the fractional volume of the cell occupied by the SRR. Equation (11.1)
suggests that μe f f follows a Drude–Lorentz resonance and μe f f can be negative
around the frequency ωmp if the damping term γ is not so large. Such plasmon
resonance in SRR is caused by a magnetic field, so the corresponding resonance
frequency, ωmp, here is called the magnetic plasmon (MP) frequency. Motivated by
Pendry’s work, D.R. Smith combined SRR and metallic wires to construct a meta-
material with simultaneously negative εe f f and μe f f [55]. The negative refraction
proposed by Veselago was finally experimentally verified in the microwave region
[52].

One of the most important applications of NIMs is a superlens, which allows
imaging resolution beyond the diffraction limit [7, 22, 35, 73, 74, 77]. Considering
its significant applications in the visible region, increasing the MP frequency ωmp,
to obtain negative refraction for visible light is a very valuable and challenging task.
Given that ωmp arises from an inductor–capacitor circuit (LC) resonance in SRRs
and is determined by the geometric size of this structure, it can be increased by
shrinking the size of the SRRs. In 2004, X. Zhang and colleagues fabricated a pla-
nar structure composed of SRRs. The size of the SRR was just a few micrometers
and ωmp was around 1 THz [75]. Immediately after X. Zhang’s work, Soukoulis and
colleagues fabricated an SRR sample with a unit cell of several hundred nanome-
ters and ωmp was raised to 100 THz [21]. Another result is obtained around 1.5
μm, which is the telecommunication wavelength in the infrared range [6]. As the
structure of an SRR is so complex, it is very difficult to decrease its geometric size
any further with the existing nanofabrication technique. To obtain MP resonance at
higher frequencies, people began to seek other simple MP structures. In fact, in-
ductive coupled rod pairs are very simple structures that Zheludev and colleagues
proposed as constituting chiral metamaterials [57]. Shalaev and colleagues found
that such nanorod pairs could also be used to produce MP resonance and negative
refraction at the optical communication wavelength of 1.5 μm [41, 50]. Almost at
the same time, S. Zhang et al. proposed a double-fishnet structure to obtain negative
refraction at about 2 μm [76]. Although Shalaev and S. Zhang verified that their
structures possessed a negative refraction index by measuring the phase difference
of the transmitted waves, they could not directly observe the negative refraction in
their monolayer metamaterial structures. Until quite recently, direct negative refrac-
tion was observed by X. Zhang and colleagues in the three-dimensional bulk meta-
materials of nanowires [68] and fishnet structures [65] in the optical region. Besides
the aforementioned important works on negative refraction, many other studies from
recent years provide a good introduction to the rapid progress that has taken place in
this field [36, 37, 49, 56, 67]. In addition to negative refractions, MP resonance has
also been applied to another metamaterial that has attracted considerable attention,
namely cloaking materials [40, 47, 28].

Although the invention of the metamaterial has stimulated the interest of many
researchers and its various applications have been widely discussed, the basic design
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idea is very simple: composing effective media from many small structured elements
and controlling its artificial EM properties. According to the effective media model,
the coupling interactions between the elements in metamaterials are somewhat ig-
nored; therefore, the effective properties of metamaterials can be viewed as the “av-
eraged effect” of the resonance property of the individual elements. However, the
coupling interaction between elements should always exist when they are arranged
into metamaterials. Sometimes, especially when the elements are very close, this
coupling effect is not negligible and will have a substantial effect on the metama-
terial’s properties. Under such circumstances, the uncoupling model is no longer
valid, and the effective properties of the metamaterial cannot be regarded as the out-
come of the averaged effect of a single element (see Fig. 11.1). Many new questions
arise: How do we model the coupling in metamaterials? What new phenomena will
be introduced by this coupling effect? Can we find any new interesting applications
in these coupled systems?

Fig. 11.1 “Average effect” and “hybridization effect” in metamaterials.

Magnetic metamaterials consisting of resonance elements with a strong coupling
interaction have already developed into an important branch of metamaterial re-
search. The “hybridization effect” caused by these coupling interactions between
magnetic resonators in metamaterials is attracting increased interest. Some multiple
hybrid modes or continuum collective MP modes were found in magnetic meta-
materials after including this hybridization effect (see Fig. 11.1). Quite a number
of papers have already reported this new kind of coupled MP resonance modes.
Various novel phenomena and properties have been explored and these have led to
many new interesting applications that do not exist in uncoupled metamaterials. In
this chapter, we will give an overall introduction to these recent developments in
MP modes that were introduced by the coupling effect in metamaterials. First, the
hybridization effect of MP resonance in two coupled magnetic resonators is pre-
sented in Section 11.2. Second, we will describe the MP propagation waves in a
one-dimensional chain of magnetic resonators in Section 11.3. Then, the excitation
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of MP in a two-dimensional coupled system will be discussed in Section 11.4. In the
last section, an outlook will be presented to predict possible future developments of
coupled MP modes in metamaterials.

11.2 Hybrid Magnetic Plasmon Modes in Two Coupled Magnetic
Resonators

In 2003 [43], Halas and colleagues introduced a hybridization model to describe
the plasmon response of complex nanostructures. It was shown that the resonance
modes of a complex metallic nanosized system could be understood as the interac-
tion or hybridization result of the elementary geometries. The hybridization princi-
ple provides a simple conceptual approach to designing nanostructures with desired
plasmon resonances. In their following work, this method was successfully used
to describe the plasmon resonance in a nanoshell [42], nanoparticle dimers [32],
nanoshell dimers [2, 34], and nanoparticles near metallic surfaces [33].

In fact, the hybridization model could also be applied to deal with the EM wave
response of metamaterials that comprise many resonance elements. SRR is the best-
known magnetic “atom” of metamaterials. Therefore, the investigation of how SRRs
interact with each other is both a fundamental and typical study. Apparently, a mag-
netic dimer (MD) made of two SRRs is the simplest system with which to study
the coupling effect [22, 20]. In Fig. 11.2, we present the general configuration of an
MD, composed of two identical SRRs separated by a finite distance, D. To study the
magnetic response of this MD, an MP hybridization model was established. In our
approach, we use the Lagrangian formalism, first calculating the magnetic energy of
a single SRR and later expanding the theory for a system of two coupled SRRs. For
simplicity, in the analysis we consider each SRR an ideal LC circuit composed of a
magnetic loop (the metal ring) with inductance L and a capacitor with capacitance

Fig. 11.2 (a) Structure of a magnetic dimer; (b) equivalent LC circuit; and (c) metamaterial made
of identical dimer elements. Reprinted with permission from [22].
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C (corresponding to the gap). The resonance frequency of the structure is given by
ω0 = 1/

√
LC and the magnetic moment of the SRR originates from the oscillatory

behavior of the currents induced in the resonator. If we define the total charge, Q,
accumulated in the slit as a generalized coordinate, the Lagrangian corresponding to
a single SRR is written as ℑ = LQ̇2/2−Q2/(2C), where Q̇ is the induced current,
LQ̇2/2 relates to the kinetic energy of the oscillations, and Q2/(2C) = Lω2

0 Q2/2
is the electrostatic energy stored in the SRR’s gap. Similarly, the Lagrangian that
describes the MD is a sum of the individual SRR contributions with an additional
interaction term

ℑ =
L
2
(Q̇2

1 −ω2
0 Q2

1)+
L
2
(Q̇2

2 −ω2
0 Q2

2)+MQ̇1Q̇2, (11.2)

where Qi (i = 1, 2) are the oscillatory charges and M is the mutual inductance. By
substituting ℑ in the Euler–Lagrange equations

d
dt

(
∂ℑ
∂ Q̇i

)
− ∂ℑ

∂Qi
= 0 (i = 1, 2), (11.3)

it is straightforward to obtain the magnetic plasmon eigenfrequencies, ω+/− =
ω0/

√
1∓κ , where κ = M/L is a coupling coefficient. The high energy or anti-

bonding mode, |ω+〉, is characterized by antisymmetric charge distribution
(Q1 = −Q2), while the opposite is true for the bonding or low energy |ω−〉 mag-
netic resonance (Q1 = Q2). Naturally, the frequency split Δω = ω+ −ω− ≈ κω0 is
proportional to the coupling strength.

The Lagrangian (hybridization) formalism provides a phenomenological picture
of the electromagnetic response of the system. To study quantitatively the reso-
nance behavior, and check the model, we rely on FDTD numerical simulations us-
ing a commercial software package, CST Microwave Studio (Computer Simulation
Technology GmbH, Darmstadt, Germany). In the calculations, the metal permittiv-
ity is given by the Drude model: ε(ω) = 1−ω2

p/(ω2 + iωτ ω), where ωp is the bulk
plasma frequency and ωτ is the relaxation rate. For gold, the characteristic frequen-
cies, fitted to experimental data, are ωp = 1.37×104 THz and ωτ = 40.84 THz.

For excitation of the magnetic dimer (MD) we use a plane wave, with
→
E field

polarized in the y-direction and
→
H field in the x-direction, as shown in Fig. 11.2(a).

For a normal incidence, the magnetic field vector is in the plane of the SRRs and
direct magnetic response is unattainable. However, the electric component of the
incident field excites an electric response in the slit and thus a magnetic field could
be indirectly induced [21]. To study the local magnetic field we position probes at
the center of the first SRR and vary the incident frequency. The recorded magnetic
response is shown in Fig. 11.2 where the distance between the resonators is set at
D = 250 nm. As expected, two distinctive resonances with eigenfrequencies ω−=
61.6 THz and ω+= 73.3 THz are recorded. The magnetic response of the constituent
SRR is also depicted, showing a fundamental resonance at ω0= 66.7 THz.

The hybridization of the magnetic response in the case of a dimer is mainly due
to inductive coupling between the SRRs. If each SRR is regarded as a quasi-atom,
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then the MD can be viewed as a hydrogen-like quasi-molecule with energy levels,
ω− and ω+, originating from the hybridization of the original (decoupled) state ω0.
The strength of the inductive coupling depends strongly on the distance between the
quasi-atoms and for the considered geometry is estimated as κ ≈ 0.17. The specific
nature of the MP eigenmodes is studied in Fig. 11.2 where the local magnetic field
distributions are depicted for the low energy ω− and high energy ω+ states, respec-
tively. In accordance to the prediction based on the Lagrangian approach the SRRs
oscillates in-phase for the bonding mode |ω−〉 and out of phase for the antibonding
mode |ω+〉.

Since the mutual inductance M decreases dramatically with distance, one should
expect a strong change in the resonance frequencies ω±. This phenomenon is
demonstrated in Fig. 11.3, where MP eigenfrequncies ω± and the frequency change
Δω = ω+ −ω− are calculated. With decreasing separation between the SRR an
increase in the frequency gap Δω is observed. The opposite effect takes place at
large distances where the magnetic response is decoupled. The specific profile of
the frequency gap could be explained by estimating the self- and mutual induc-
tance of the SRRs: Δω ≈ ω0κ = ω0M/L ∝

∫ ∞
0 dk · e−kDJ2

1 (kR) where R is the
SRR’s radius [13]. For D > 2R, we can expand the integral in series and write
Δω ∝ (R/D)3 −3(R/D)5 +9.38(R/D)7. As evident from Fig. 11.3(d), this approx-
imated relationship, based on the hybridization method, fits the numerical data quite
well.

Fig. 11.3 The local magnetic field profiles for the (a) bonding and (b) antibonding MP modes; The
dependence of the resonance frequencies (c) and the frequency gap (d) on the distance between
two SRRs. Reprinted with permission from [22].

It is important to mention that the SRR’s size and shape, considered here, have
been chosen in order to optimize the magnetic response and allow for a successful
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nanofabrication. There are several ways to tune the MP properties of the structure,
with geometrical modifications having the most significant effect on the MP res-
onances. For instance, scaling down the size of the resonator R increases the res-
onance frequency ω0 = 1/

√
LC ∼ 1/R, due to a linear increase of the inductance

L ∼ R and capacitance C ∼ R. However, the kinetic energy of the electrons in the
metal is no longer negligible in the infrared range and results in saturation of the
magnetic resonance frequency at about 400 THz for noble metals [79]. Another
way to tune the resonance is to use different materials, both metals and insulators.
For instance, encapsulating the MDs with high index materials causes red-shift of
the magnetic resonances (for D = 250 nm and ε = 2, ω−= 43.3 THz and ω+ = 51.5
THz). However, our studies show that optimal magnetic dipole moment is achieved
for silver–air or gold–air systems (due to the relatively low intrinsic loss) and a
circular-shaped SRR.

Having determined the fundamental response of the proposed MD, next, we
study the propagation property of EM wave in such a metamaterial composed of pe-
riodically arranged magnetic dimers (see Fig. 11.2(c)). Although the incident light
is linearly polarized (

→
E = Eyŷ), the transmission wave is found to acquire both x

and y electric field components in the resonance frequency range and some phase
difference between the two orthogonal components. This change in polarization and
phase delay origins from the specific three-dimensional chiral arrangement of two
SRRs (see Fig. 11.2(a)): one SRR is shifted a distance from the other and rotates
90◦. The electric field in the slit of the first SRR is aligned along the y-axis, and thus
a y polarized incident wave is electrically coupled into the system. At resonance,
strong magnetic interaction between the SRRs helps to transfer the energy from the
front resonator to the back SRR. Since the electric field in the slit gap of the sec-
ond SRR is along x̂, the electric dipole radiation carries the same polarization. Thus
the transmitted wave, detected in far field, is a superposition of x and y polarized
light. According to the classic model developed by Born and Kuhn, two spatially
separated coupled oscillators, with a chiral symmetry, will induce optical activity
for an impinging EM wave. In our system, the hybridization of the MP states con-
stitutes a new mechanism for achieving optical activity in the near-infrared range,
thus opening new opportunities for designing novel type of chiral metamaterials.

This theoretical result was experimentally proven in the microwave range [20].
The propagation property of microwave through chiral metamaterial based on a
magnetic dimer was studied experimentally. As predicted by the above theoretical
model, two resonance peaks were obtained in the transmission spectrum, and they
originated from the hybridization effect of magnetic resonance modes in this system.
An optical activity was also observed in the transmission wave. Various elliptical
polarization states appeared in the transmission, and the polarization state changed
dramatically around the magnetic resonance frequency: the transmitted wave be-
comes elliptically polarized with the major polarization axis almost perpendicular
to that of the linear incident wave, and the ellipse is very compressed though it is
not exactly the linear polarization. This coupled magnetic dimer system provides
doable method of the designing of the tunable optically active medium and devices.
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Recently, the coupling mechanism between two stacked SRRs was found not
only to be determined by the distance between the two elements but also to depend
on the relative twist angle, ϕ [26]. The Lagrangian of such a twisted structure is
a combination of two individual SRRs with the additional electric and magnetic
interaction terms

ℑ =
L
2
(Q̇2

1 −ω2
0 Q2

1)+
L
2
(Q̇2

2 −ω2
0 Q2

2)+MHQ̇1Q̇2

−MEω2
0 Q1Q2 ·

(
cosφ −α · cos2 φ +β · cos4 φ

)
. (11.4)

In fact, magnetic and electric coupling coexist in the system when ϕ �= 90◦, 270◦.
When ϕ is changed, although magnetic coupling maintains the same value, electric
coupling will change significantly (see Fig. 11.4). Magnetic and electric interactions
contribute oppositely and positively for ϕ = 0◦ and 180◦ twisted structures, respec-
tively. By solving the Euler–Lagrange equations, the eigenfrequencies of these cou-
pled systems can be obtained as

Fig. 11.4 (a) Schematic of the stereo-SRR dimer metamaterials twist angle; experimental trans-
mittance spectra for the 0◦ (b), 90◦ (c), and 180◦ (d) twisted SRR dimer metamaterials. The black
and dotted curves represent the experimental and simulated results, respectively. Reprinted with
permission from [26].



256 H. Liu, Y. M. Liu, T. Li, S. M. Wang, S. N. Zhu and X. Zhang

ω± = ω0 ·
√

1∓κE · (cosφ −α · cos2 φ +β · cos4 φ
)

1∓κH
, (11.5)

where κE = ME/L and κH = MH/L are the coefficients of the overall electric and
magnetic interactions, respectively.

These results lead to an exciting new concept of plasmonic structures: stere-
ometamaterials. The new concept of stereometamaterials adds a significant degree
of freedom through the interplay of electric and magnetic interactions, and tremen-
dously enhances the versatility of nanophotonic structures. Stereometamaterials al-
low us to use higher order electric multipolar as well as magnetic interactions, which
can be nearly as large as the electric dipolar interaction. This is completely differ-
ent from molecules, where electric dipolar interaction is the essential contribution
determining optical properties. It will also be interesting to study the geometry and
distance dependence of the different coupling effects. Our concept can be extended
to more complex artificial molecules, such as stereotrimers, stereoquadrumers. The
tunability of the resonant behavior of these new artificial materials by altering the
spatial arrangement of their constituents offers great flexibility for exploring useful
metamaterial applications, such as chiral structures with negative refraction, invisi-
bility cloaks, and magneto-optically active materials. Stereometamaterials open up
the potential for optical polarization control, which so far has been dominated by
stereoisomers and liquid crystals. Stereometamaterials might also serve as artificial
nanosystems for emulating the optical properties of complex biomolecules, such as
double-helix DNA chiral proteins and drug enzymes, which have profound applica-
tion potentials in biophotonics, pharmacology, as well as diagnostics.

In another work by Giessen and colleagues, the hybridization effect of an MP
was also observed in four stacked SRRs [25]. In addition to identical resonators, hy-
brid MP modes were found in coupled structures composed of different resonators,
including SRR pairs [11], cut-wire pairs [27], tri-rods [69], and nanosandwiches in
defective photonic crystals [29]. These hybrid MP modes could lead to some new in-
teresting and useful properties, such as optical activity [22, 20] and omni-directional
broadband negative refraction [69].

11.3 Magnetic Plasmon Modes in One-Dimensional Chain
of Resonators

In the above section, we presented the hybridization effect of MP modes among sev-
eral coupled magnetic resonators. In this section, we will generalize the theoretical
model to one-dimensional infinite chains of coupled magnetic resonators. We will
show that the collective excitation of infinite magnetic atoms in metamaterials can
induce a new kind of wave, namely an MP wave.

Linear chains of closely spaced metal nanoparticles have been intensely stud-
ied in recent years. Due to the strong near-field coupling interaction among these
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nanoparticles, a coupled electric plasmon (EP) propagation mode can be estab-
lished in this chain and can be used to transport EM energy in a transverse dimen-
sion that is considerably smaller than the corresponding wavelength of illumination
[3, 15, 30, 44, 53, 72]. As this system can overcome the diffractive limit, it can
function as a novel kind of integrated subwavelength waveguide.

According to the classic electrodynamics theory, the radiation loss of a magnetic
dipole is substantially lower than the radiation of an electric dipole of a similar size
[13]. Thus, using MP to guide EM energy over long distances has great potential for
direct application in novel subdiffraction-limited transmission lines without signifi-
cant radiation losses.

Indeed, MP resonance has been already applied to a one-dimensional subwave-
length waveguide in the microwave range [10, 51, 61]. Shamonina et al. proposed a
propagation of waves supported by capacitively loaded loops using a circuit model
in which each loop is coupled magnetically to a number of other loops [51]. Since
the coupling is due to induced voltages, the waves are referred to as magneto-
inductive waves (MI). The one-dimensional axial structure of the designed capaci-
tively loaded loops is shown in Fig. 11.5(a) and the calculated dispersion curves for
the wave vector k and attenuation coefficient α are given in Fig. 11.5(b–c). MI waves
propagating on such one-dimensional lines may exhibit both forward and backward
waves depending on whether the loops are arranged in an axial or planar configu-
ration. Moreover, the band broadening could be obtained due to the excitation of

Fig. 11.5 (a) One-dimensional axial structure of capacitively loaded loops. (b) Dispersion curves
for the one-dimensional axial structure: nearest-neighbor interactions only (solid line), interactions
between five neighbors (dashed line). Reprinted with permission from [51].
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MI waves, and the bandwidth changes dramatically as we vary the coupling coef-
ficient between the resonators [48]. A kind of polariton mode could be formed by
the interaction between the electromagnetic and MI waves, resulting in a tenability
of the range where μ becomes negative [61]. In a biperiodic chain of magnetic res-
onators, the dispersion of the MI wave will be split into two branches analogous to
acoustic waves in solids, and this can be used to obtain specified dispersion proper-
ties [60, 58]. In addition to this kind of MI wave, electro-inductive (EI) waves were
also reported in the microwave range [1]. Further, the coupling may be either of the
magnetic or electric type, depending on the relative orientation of the resonators.
This causes the coupling constant between resonators to become complex and leads
to even more complicated dispersion [12]. Up to now, a series of microwave devices
based on MI waves have been proposed, such as magneto-inductive waveguides
[63], broadband phase shifters [31], parametric amplifiers [64], and pixel-to-pixel
subwavelength imagers [9, 59].

However, in the optical range, the ohmic loss inside metallic structures is much
higher than in the microwave range. The MI coupling between the elements is not
strong enough to transfer the energy efficiently. In order to improve the properties of
the guided MP wave, the exchange current interaction between two connected SRRs
is proposed [23], which is much stronger than the corresponding MI coupling.

Figure 11.6(b) shows one infinite chain of SRRs constructed by connecting the
unit elements (see Figure 11.6(a)) one by one. The magnetic dipole model can be
applied to investigate this structure. If a magnetic dipole, μm, is assigned to each res-
onator and only nearest-neighbor interactions are considered, then the Lagrangian
and the dissipation function of the system can be written as

Fig. 11.6 (a) Structure of a single SRR; (b) one-dimensional chain of SRRs; (c) equivalent circuit
of the chain; (d) FDTD simulation of MP wave propagation along the chain; and (e) dispersion
curve of the MP wave. Reprinted with permission from [23].
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Substitution of (11.6) into the Euler–Lagrangian equations yields the equations of
motion for the magnetic dipoles

μ̈m +ω2
0 μm +Γ μ̇m =

1
2

κ1ω2
0 (μm−1 +2μm + μm+1)−κ2(μ̈m−1 + μ̈m+1), (11.7)

where κ1 and κ2 are the coefficients of the exchange current and MI interactions,
respectively. The general solution of (11.7) corresponds to an attenuated MP wave:
μm = μ0 exp(−mαd)exp(iωt− imkd), where ω and k are the angular frequency and
wave vector, respectively, α is the attenuation per unit length, and d is the size of
the SRR. By substituting μm(t) into (11.7) and working in a small damping approx-
imation (αd � 1), simplified relationships for the MP dispersion and attenuation
are obtained:

ω2(k) = ω2
0

1−κ1[1+ cos(kd)]
1+2κ2 cos(kd)

. (11.8)

In Fig. 11.6(e), numerically and analytically estimated MP dispersion properties are
depicted as dots and solid curves, respectively. In contrast to the electric plasmon
polariton in a linear chain of nanosized metal particles [3, 15, 30, 44, 53, 72], where
both transverse and longitudinal modes could exist, the magnetic plasmon is exclu-
sively a transversal wave. It is manifested by a single dispersion curve (black solid
line in Fig. 11.6(e)) which covers a broad frequency range ω ∈ (0, ωc), with a cut-
off frequency h̄ωc ≈ 0.4 eV. On the other hand, if the SRRs interact only through
the magneto-inductive force, the propagating band shrinks to a very narrow range
of frequencies Δω ∼= 2ω0κ2 centered around ω 0. Such relatively short bandwidths
are characteristic for the electric plasmon and follows from the rapid fall of the
magneto-inductive force with the distance.

Strong wave dissipation has been one of the major obstacles for utilization
of surface plasmons in optical devices. The subdiffraction-sized MP transmission
line, proposed in this work, promises a considerable improvement in the wave
transmission as shown in Fig. 11.6(d). For most of the propagation band, α(ω)
stays constant and have relatively low value. For instance, at an incident frequency
h̄ω = 0.3 eV, the MP attenuation coefficient is α = 0.65× 105 m−1 (signal atten-
uation 0.57 dB/μm), which gives a field decay length of 15.4 μm (3.7 free space
wavelengths) or 25.7 unit cells. For comparison, the gold nanoparticle system pre-
sented in [30] manifests at ω = 2.4 eV a field decay length of about 410 nm (signal
attenuation 21.4 dB/μm) which also corresponds to 5.4 unit cells or 0.8 free space
wavelengths. Thus, the proposed MP transmission line performs better compared to
the EP not only in terms of the absolute value of the propagation length but also
in its relation to the operation free space wavelength and the size of each individ-
ual resonator. The reason behind this improvement in MPs transmission is easily
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understood by looking at the expected attenuation when one of the coupling mech-
anisms is artificially impeded. Clearly, MPs excited entirely by inductive coupling,
similar to the EPs, exhibit strong attenuation, while introduction of direct physical
link between the resonators improves transmission. This effect is also manifested
in the MP group velocity vg = ∂ω/∂k, which reaches values up to 0.25 c at the
center of the propagation band, and is a factor of 4 faster than the result reported for
EP [30]. Thus, compared to the EP an MP pulse could travel at higher speeds and
propagates greater distances.

Finally, it is important to mention that the MP properties can be tuned by chang-
ing the material used and the size and shape of the individual SRRs. For instance,
at ω=0.3 eV, utilization of silver instead of gold results in longer MP’s field decay
length of about 16.6 μm. However, silver is easily oxidized, which make MP trans-
mission lines based on this metal less versatile and difficult to integrate with the
current CMOS technology. From our simulations, not presented here, it is also clear
that system size manipulation such as downscaling or change of the capacitor gap
width has strong effect on the magnetic response. Generally, the MP resonance fre-
quency increases linearly with the decrease of the overall SRR size. Unfortunately,
for high frequencies (h̄ω > 1.2 eV), this scaling tends to saturates as shown in [79].
An alternative way is to employ more complicated shapes of magnetic resonators
or to change the dielectric constant of the surrounding media. All those prospective
solutions and their effect on the MP propagation require further studies. Excitation
of MP in one-dimensional system could be a promising candidate for the devel-
opment of a wide range of optical devices, including in-plane, CMOS-compatible
subwavelength optical waveguides, fast optoelectronic switches, and transducers.

Besides SRR, another new kind of magnetic resonators, slit-hole resonators
(SHR) were proposed to construct one-dimensional diatomic chain [24]. For a
monoatomic chain, SRRs is proposed by Ref. [23]. However, its dispersion rela-
tion curve lies below the light line. At a given photon energy, the wave vector is
not conserved when the photon is transformed into the MP mode. Such MP mode
could not be excited by a far-field incident wave, and the EM energy could not be
radiated out from the chain either. However, for a diatomic chain, the dispersion
of MP mode includes two branches due to the strong exchange current interaction:
acoustic branch at lower frequency and optical branch at higher frequency. The dis-
persion curve is divided into two parts by the blue light line. The part above the blue
line is the bright MP mode, which can couple to the far-zone optical field. Appar-
ent extraordinary optical transmission (EOT) peaks induced by the MP mode were
observed in our measured spectra at infrared frequencies. The strongest EOT peak
was obtained at 1.07 eV with an incident angle of 20◦. The measured dependence
of EOT peaks on the incident angle coincided with the theoretical results quite well.
This proposed MP propagation mode in SHR structure has good potential applica-
tions in multi-frequency nonlinear optical processes. Aside from the EOT reported,
the bright MP mode could also be used to produce efficient nanolasers, which has
recently aroused intense interest. Meanwhile, the rest part below the blue line cor-
responds to the dark MP mode, which cannot be excited by the far-field wave and
whose energy does not radiate outward. Without radiation loss, the dark MP mode
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can be greatly amplified by the stimulated emission from an active medium (e.g.,
quantum dots and the like) similarly as SPASER achieved in dark SPP mode. This
could provide a good nanoscale optical source for numerous potential applications
in nonlinear optical processes, such as single-molecule detection and fluorescence
imaging.

The nanorod [68] and, nanosandwich [71] are good alternatives to make sub-
wavelength waveguides because of their simple structures and high working-frequency
regime. Figure 11.7(a) presents the geometry of a single nanosandwich, composed
of two equal-sized gold nanodiscs and a dielectric middle layer. Such a magnetic
atom can also be used to construct a linear magnetic chain (Fig. 11.7(b)). Due to the
near-field electric and magnetic coupling interactions, the MP propagation mode
is established in this one-dimensional system. When excited by an EM wave, a
strong local magnetic field is obtained in the middle layer at a specific frequency
(Fig. 11.7(c)). For this magnetic plasmon resonance mode, the corresponding elec-
tric fields are given in Fig. 11.7(d). Through a Fourier transform method, the wave
vectors of this MP wave at different EM wave frequencies are calculated. Then, the
MP wave’s dispersion property is obtained (shown as a white line in Fig. 11.7(e)).
The light line in free space is also given as the black dotted line in the figure. The
MP curve is divided into two parts by the light line. The part above the light line
corresponds to bright MP modes whose energy can be radiated out from the chain,
while the part below the light line corresponds to dark MP modes whose energy
can be well confined within the chain. It is easy to see that the bright MP modes
are much weaker than the dark MP modes for their leaky property. Therefore, only
those EM waves in the frequency range of the dark MP modes can be transferred
efficiently without radiation loss. The above results for a mono-periodic chain of
nanosandwiches have been generalized to graded structures [70]. Some new inter-

Fig. 11.7 (a) Structure of a single nanosandwich; (b) one-dimensional chain of nanosandwich; (c)
electric field and (d) magnetic field of the MP wave propagation along the chain; and (e) dispersion
curve of the MP wave. Reprinted with permission from [71].
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esting properties, such as slow group velocity and band folding of MP waves, are
found in these more complex structures.

11.4 Magnetic Plasmon Modes in Two-Dimensional
Metamaterials

In addition to the above-mentioned one-dimensional structures, the MP mode intro-
duced by the coupling effect in two-dimensional systems is also an interesting topic.
For two-dimensional metamaterials, the most important applications are negative
refraction, focusing, and superlensing. How do the coupling interactions between
elements affect the above processes? They cannot be handled by the conventional
effective medium theory.

In the microwave range, MI wave theory has been proposed to deal with the cou-
pling effect in the two-dimensional system. An MI superlens was proposed based on
employing the coupling between resonators [9, 59], which eliminates the weakness
of Wiltshire’s first Swiss-roll superlens [73, 74] and has potential for MRI applica-
tions. The focusing of indefinite media, originally treated by Smith [54], has been
investigated by Kozyrev with the aid of MI wave theory. It was found that partial
focusing and multiple transmitted beams can be formed by the excitation of MI
waves [16]. A further comparison between effective medium theory and MI wave
theory was also given by Shadrivov [48], in which the reflection and refraction of
MI waves on the boundary of two different effective media were studied. It was
shown that both positive and negative refractions may occur under some configu-
rations of the elements [62]. Another interesting finding is that spatial resonances
could be formed by the propagation of MI waves on a two-dimensional array of
magnetic resonators [80]. Different boundary conditions will produce different cur-
rent and magnetic field distributions. For example, Fig. 11.8(a–c) gives the current
distributions for circular boundary conditions at various frequencies.

Fig. 11.8 Current distributions for circular boundary conditions at various frequencies (a–c).
Reprinted with permission from [80].

In the optical frequency range, fishnet structures are well-known magnetic meta-
materials [76], constructed by a metal/insulator/metal (MIM) sandwich with
perforated periodic nanohole arrays. The fundamental physics to realize the neg-
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ative permeability in this structure is based on the artificial magnetic atoms that
consist of the magnetically excited LC resonance between the two coupled metallic
layer segments. In fishnet structures, all of these resonance elements are connected
together, and strong exchange current interactions exist between them. Due to this
strong coupling effect, MP waves with strong dispersion can be excited in the two-
dimensional plane (double-fishnet) or three-dimensional bulk (multilayer-fishnet)
structures.

For the one-dimensional system discussed in the last section, the MP waves are
confined within the chain of SRRs and have only one possible propagation direc-
tion. However, for the planar double-fishnet structures, MP waves can propagate
in any direction on this plane. Therefore, the excitation MP waves in these two-
dimensional systems are much more complex compared with the one-dimensional
system. Analogous to the polariton modes in MI waves [61], when the MP wave in-
side the fishnet structure is coupled with the incident electromagnetic waves, a new
kind of polariton can be formed: a magnetic plasmon polariton (MPP).

Fig. 11.9 (a) and (b) Measured oblique-incidence transmittance spectra for different incident
angles with respect to the surface normal, from 0 to 40 in steps of 5 (for clarity, the color alternates
between black and grey). The geometry is indicated on the top. (c) and (d) Calculated spectra
corresponding to (a) and (b), respectively. Reprinted with permission from [5].
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In 2006, G. Dolling et al. observed the transmission dip induced by the excita-
tion of an MPP in such a double-fishnet structure [5]. By measuring and calculating
the oblique-incidence transmittance spectra of this system, the authors inferred the
in-plane dispersion relation of the magnetization wave (see Fig. 11.9). From the
geometry and the dispersion shape, the authors conclude that coupling is predomi-
nantly via magnetic dipoles for waves propagating along the magnetic dipole direc-
tion. These magnetization waves are the classical analogue of magnon excitations
of quantum-mechanical spins.

What they observed is essentially only the lowest mode of the MPP. In the follow-
ing, multiple MPP modes related to the reciprocal vectors of the array lattice were
convincingly demonstrated [17]. Figure 11.10(a–b) shows the magnetic field dis-
tributions of two mentioned MPP modes associated with the reciprocal vectors of
G(0, 1) and G(1, 1). Figure 11.10(c) is a calculated transmission map with the SiO2

layer thickness ranging from 25 to 55 nm, where two MPP modes and SPP modes
are clearly exhibited. A clear physics picture could be presented to interpret these
results. When a light is normally incident on a perforated metal film, optical field is
enhanced at proper wavelengths due to the excitation of the SPPs (or other surface
waves). These EM energies will reradiate through the holes array leading to a strong
broad transmission band if only one metal layer is presented. However, the trilayer
structure composes many magnetic resonators by LC circuits, which will absorb the
EM energies around their resonant frequency with relative narrow linewidth. If this
mode is rightly located inside or near the transmission band, it will appear as a dip
or a step in spectrum correspondingly. Notably, these magnetic responses are actu-
ally modulated by the periodic structure via the lateral coupling, thus multi-MPP
modes are excited as different reciprocal vectors Gm,n are involved, which behave
in a similar manner of the Gm,n associated SPP excitations.

Afterward, we also studied the dispersion properties of the MPP modes in
the fishnet structure with rectangular hole arrays [19]. By careful investigation of

Fig. 11.10 Results of fishnet with square hole: (a) Simulated magnetic field distribution for mode
1 (a) and for mode 2 (b) in the middle SiO2 layer of fishnet; (c) calculated transmittance map of
fishnet as middle layer thickness ranging from 25 to 55 nm; results of fishnet with rectangular hole:
measured transmission maps on an intuitive gray scale versus wavelength and wave vectors for (d)
s-polarization and (e) p-polarization. Reprinted with permission from [17] and [19].
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the transmission property on the oblique incidence for the s- and p-polarization
cases, we found a polarization-dependent dispersion property of the concerned MPP
modes, which was indicated in the transmission maps for these two polarizations,
as shown in Fig. 11.10(d–e). From this, we can see that the MPP(1, 1) mode in
the s-polarization actually exhibits much larger dispersions than the lowest mode,
resulting in two split modes MPP(+1, 1) and MPP(−1, 1) that break the degener-
ation. This is very similar to the property of SPP in plasmonic crystals. As for the
anisotropic properties, we can attribute them to different coupling intensities among
the artificial magnetic atoms in different directions. In brief, the MPP excitations in
the fishnet are not the behavior of a single isolated element. Instead, they come from
the coupling effect between the artificial magnetic atoms, which are the delocalized
mode in the fishnet structures [18]. This MPP offers another way to tailor the optical
property in addition to the SPP-enhanced extraordinary transmissions.

11.5 Outlook

Although metamaterials composed of uncoupled magnetic resonance elements have
been successfully applied to produce intriguing effects such as negative refraction,
cloaking, and superlensing, all of these were devised within a very narrow frequency
range around a specific resonance frequency. This disadvantage restricts the practi-
cal applications of metamaterials.

In addition to the above-mentioned applications of the linear optical effect, due
to the great enhancement of the local field inside magnetic resonators, magnetic
metamaterials have also been proposed for use in nonlinear optical processes, such
as SERS [38], SHG [8, 14], nanolasers [46], and SPASER [78]. However, the non-
linear optical processes that occur between waves of several different frequencies
typically require a broad frequency bandwidth. The narrow single resonance prop-
erty of conventional metamaterials is a considerable disadvantage for their potential
nonlinear optical applications.

The MP modes introduced by the coupling effect in metamaterials may provide a
possible way to overcome the above-mentioned obstacle. As described in this chap-
ter, hybrid MP resonance modes could be attained in a system with several coupled
resonators. This hybridization effect results in multiple discrete resonance frequen-
cies of magnetic metamaterials. When all the resonance elements in metamaterials
are coupled together through a particular method, the multiple resonance levels will
be extended to a continuous frequency band. Therefore, the excitation of MP modes
in such metamaterials can be continually tuned within a rather wide range. Com-
pared with conventional metamaterials made from uncoupled elements, this kind of
broadband tunable magnetic metamaterial based on the coupling effect will have
much more interesting and prospective applications, especially on the nonlinear op-
tical effect. Based on this discussion, we anticipate that many novel metamaterials
and nanophotonic devices will be developed from coupled resonator systems.
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Chapter 12
Enhancing Light Coupling with Plasmonic
Optical Antennas

Jun Xu, Anil Kumar, Pratik Chaturvedi, Keng H. Hsu and Nicholas X. Fang

Abstract We describe in this chapter development of plasmonic optical antennas
for light concentration and near-field enhancement. A set of bow tie nanoantennas
are fabricated and characterized with optical and electron excitation methods. Op-
tical spectroscopy of these subwavelength antennas displays pronounced extinction
peaks at resonant wavelength, showing total extinction cross sections as much as 10
times of their physical dimensions. On the other hand, coherent excitation of the bow
tie antennas allows tuning the peak wavelength of the scattered light by changing
the periodicity. Under dark-field microscopy, we observed the scattered waves from
arrays of different bow tie antennas in complete visible spectrum. The local resonant
modes of the bow tie antennas are also probed by focused electrons. Such cathodo-
luminescence spectroscopy reveals the fine details of enhanced field on the optical
nanoantennas at resolution down to 20 nm. Finally, we show examples of surface-
enhanced Raman spectroscopy on the nanoantennas. Effective designs based on lo-
cal enhancement and radiation engineering of the plasmonic optical antennas would
promise revolutionary changes in highly compact and integrated photonics for pho-
ton energy conversion, adaptive sensing, and image processing.

Key words: plasmonic structures, optical antenna, solar spectrum, dipole radia
tion, nanofabrication, e-beam lithography, solid-state superionic stamping,
surface-enhanced Raman spectroscopy, extinction cross section, cathodolumines-
cence, localized plasmon, dark-field microscopy

12.1 Introduction

The continuous miniaturization of integrated photonic elements will soon offer
designers a continuum of electromagnetic spectrum from RF to optical without
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gaps. Such optimism is supported by the recent demonstration of resonant deep
sub-wavelength optical nanoantennas [27]. The link of propagating radiation and
confined/enhanced microwave fields now finds its counterpart in the optical do-
main. Likewise, surface plasmon and other traditional optical phenomena are now
designed and realized in microwave metamaterials and devices [34]. The conver-
gence of RF and optical device designs will bring revolutionary changes in highly
compact and integrated photonics for adaptive sensing and image processing. Simi-
lar to the microwave antenna, the resonance condition for optical antenna is a func-
tion of its geometry and surrounding medium [9, 6], whereas this relationship is
far more complex [29] for optical antennas due to the inherent losses in metals at
optical wavelengths.

Current research on optical antennas is largely focusing on concentrating the op-
tical field intensity at a certain point using plasmonic nanostructures. Comparing to
the linear antenna in microwave domain, optical antennas with a characteristic cross
section much smaller than the dimension along the axis were explored [27, 34, 10],
and the resonant wavelength was found to be around half of the free space wave-
length λ0. However, due to the plasmonic effects in optical domain, the analogy for
microwave antennas to optical antennas can be sometimes challenging. Counterin-
tuitively, later theoretical efforts suggest the effective wavelength was actually close
to λ0 [6], after considering the guided wavelength determined by the geometries and
material properties. A plethora of possible geometries were proposed such as planar
wedge [34], spherical particle or particle pairs, chains, and groups [6, 21], crescent-
shaped plasmonic particles [33]. In Fig. 12.1, we show some possible designs of
optical antennas with different geometries currently being explored by our group.

Different applications using optical antennas have been reported, for example,
in single molecule fluorescence, emission, and microscopy area [33, 13]; enhancing
the photodetector performance [13, 35]; surface-enhanced Raman scattering (SERS)
[29, 21, 35]. Besides the plasmonic materials, antenna effects in optical range were
also observed and discussed on carbon nanotubes [36, 25].

One of the potential applications of optical antenna is to couple more energy
in solar cell. Figure 12.2 shows the typical solar radiation spectrum at sea level.
Photon capture and energy transfer to the photovoltaic devices would largely ben-
efit from optical nanoantennas that act as a light harvester to reduce reflection loss
and increase the effective cross section for absorption. Reducing device areas in
photovoltaic devices gains the advantages of reduced transit time in the depletion
layer and also a lower material cost per power output. However, under a constant
input of solar radiation flux, having smaller active area implies smaller throughput.
To overcome this trade-off between speed and sensitivity, the incident light should
be efficiently guided, confined, and slowed down. The specially designed optical
antenna can play important role in achieving the goals.

Therefore, there are mainly two important criteria for designing optical nanos-
tructures: (i) to enhance optical near field in a small volume and (ii) to provide
proper coupling with incident photons over a large area. In the first case, the so-
called hotspots are generated by using dimer antenna structures [29, 20], of which a
bow tie-shaped dimer of triangular structure has proven to be very effective [31, 15].
Except for certain cases, a qualitative description of the phenomena observed by any
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Fig. 12.1 Scanning electron micrograph of (a) bow tie structure; (b) L-shaped resonators; (c)
fractal structure; and (d) spiral structure. Scale bars are all 2 μm.

geometry may be generalized to a wide range of optical antennas [36]. In this chap-
ter, we will focus on the properties of bow tie structure, including the fabrication
techniques, optical measurements, and applications.

Optical nanoantennas share the basic principles of electromagnetic antennas.
Taking an elementary dipole antenna as an example, charge oscillations on a dipole
result in field generation at the antenna surface, transferring signal and power to
the surrounding medium. Such a mechanism of charge oscillation in an electrical
antenna is shown in Fig. 12.3, where the dipole center is fed with an alternating cur-
rent. At the beginning of the cycle, at t = 0, charges accelerate away from the center
of the dipole. Electric field lines start from the positive charge and end at negative
charge. As the charges move further away from this point, total amount of acceler-
ation reduces and charges accumulate at the ends. At this stage, at t = T/4, the
AC input will reach its maximum value; charges will start accelerating in opposite
directions and the field lines will start to bend forming semicircles, which will even-
tually lead to closed loops of electric field. As the AC polarity changes the charge
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Fig. 12.2 Solar spectral irradiance at sea level. Note that most of the energy is concentrated in the
visible and near-IR region. The dips are due to absorption by atmospheric gases, especially water
vapor which absorbs in the near-visible spectrum. This missing energy demands a careful control of
resonance frequency which has to be matched with the spectral peaks preferably in high-intensity
regions.

Fig. 12.3 Charge oscillations on a dipole as a function of time. For an electric dipole the alternating
current is supplied externally into the circuit. For nanostructures in our work, the oscillations are
generated by an electric field.

polarity will be switched at the feed point, the electrical lines will form a complete
loop in order to accommodate for the reversal in direction of the magnetic field. This
process will now repeat on opposite arms of the dipole. One complete cycle results
in one wavelength of field that is being radiated from the antenna surface.

As Maxwell’s equations are scalable in all frequency domains, antenna theory
should generally apply to optical frequencies as it does for microwaves, however,

• material constants change significantly as we move from radio frequencies to
optical frequencies;

• metals are no longer perfect conductors in optical frequencies and suffer signifi-
cant losses;
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• additional features unique to optical frequencies like collective surface resonance
of electrons, i.e., surface plasmon, allow dramatic modification in the interaction
of field with nanostructures and can be utilized to counter the losses.

The simple model of charge oscillation shown above can be applied to nano-
structures where the field and electrons now couple on the nanostructure surface.
This coupling has a maximum at the resonant wavelength and can be tailored by
varying the different parameters. This charge interaction at the surface can be en-
hanced using several parameters. Variations in field intensity due to modifications in
radius of curvature and tip angle have been reported [9]. A sharper tip or smaller an-
gle leads to higher charge density at the tip leading to an enhanced field. If two such
structures are brought closer to each other, the enhancement can be dramatically im-
proved. Other parameters can be optimized to improve the field enhancements and
values >103 have been reported in Ref. [9].

On the other hand, circuit theory in the microwave domain can provide impor-
tant guidelines for efficient design of antenna devices. Adopting the concept in the
microwave range, a circuit theory for these optical structures has been explored re-
cently [2, 12, 1]. Three basic circuit elements, nanoresistors, nanocapacitors, and
nanoinductors, are discussed in small nanostructures with different material prop-
erties. Such coupled nanoscale circuits in IR and visible range have been proposed
[15]. By using the proper “loading” techniques of nanocircuits, the optical response
of nanoantenna can be tuned [2].

12.2 Fabrication Methods

The size of optical antenna is typically in the order of 100 nm to several microns,
comparable to the wavelength of interest. Fabricating such structures requires tech-
niques with nanoscale spatial resolution. In this section, we will introduce electron
beam lithography used in prototyping these nanoantennas and a novel technique
developed in our laboratory with potential of manufacturing the devices over large
arrays, namely solid-state superionic stamping (S4).

12.2.1 Electron Beam Lithography

One of the common methods used in fabricating nanoscale device is electron beam
lithography, which is suitable for bow tie-shaped silver/gold nanostructures. Sam-
ples were prepared on substrates of indium tin oxide (ITO) on glass or Si. Since
charge dissipation is required for electron beam, only conducting substrates can be
used. The procedure used for preparing the samples with electron beam lithography
is shown in Fig. 12.4(a).
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Fig. 12.4 (a) Process flowchart for nanofabrication using electron beam lithography. (b) Bow tie
antenna array prepared on ITO glass using electron beam lithography. Each bow tie consists of
equilateral triangles with height of 240 nm and base 280 nm. The tip-to-tip distance between two
triangles is around 20 nm. (c) The bow tie array is in square lattice with lattice constant 3 μm.

Prior to fabrication, the samples were cleaned in ultrasonic bath of acetone for
5 min. PMMA (950K in 2% anisole) was then spun at 2,000 RPM for 60 s followed
by a soft baking for 2 min (at 200◦C). A dose of 1,000 C/sq. μm and a 20 pA current
were used on a JEOL 6000FS Electron Beam Nanowriter. After exposure the sample
was developed with MIBK (1:3) for 3 min. During metal deposition, a Ti layer of
5 nm was first deposited for adhesion underneath a 50 nm layer of Au. The PMMA
was then dissolved in acetone for at least 12 h for complete lift-off of metal and the
sample was finally cleaned with IPA & DI water. In Fig. 12.4(b), we show one of
the bow tie structures fabricated with triangle height 240 nm and edge 280 nm. The
triangles are separated by 20 nm and each bow tie is separated by 3 μm in x- and
y-directions on a square array of side 0.5 mm.

12.2.2 Solid-State Superionic Stamping

As a parallel approach to electro-beam lithography, a novel technique, solid-state
superionic stamping (S4) [22, 32], has been developed at the University of Illinois
to fabricate optical antennas with nanoscale features. In this technique, we directly
print high-resolution metallic nanopatterns in a single step. Unlike traditional im-
print lithography [7, 8], S4 is a direct metal patterning process by electrochemical
etching of metal films. This process can fabricate nanoscale features over large areas
with very low mechanical force and external voltages.

In our process a solid-state mixed conductor, silver sulfide (Ag2S), is used for
solid-state oxidation at the interface between a silver film and a silver sulfide stamp.
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Patterning of the stamp (shown in Fig. 12.5(b)) is accomplished by focused ion
beam (FIB) milling (FEI Dual-Beam DB-235) with a 50-pA aperture at a milling
rate of about 50 nm/min. The electrochemical process, similar to an electrolytic cell,
is unique in the sense that it utilizes a solid-state conductor for the high pattern trans-
fer fidelity and resolution. Figure 12.5(a) shows the process schematic at different
stages. The best feature size achieved so far is close to 30 nm as in Fig. 12.5(c).

Fig. 12.5 (a) Schematic showing the process of solid-state superionic stamping. First, a pre-
patterned silver sulfide stamp is brought closer to a silver film that is to be patterned. Due to
potential gradient Ag+ ions are removed from the interface through the solid-state conductor and
electrons are removed through silver. A replica of the stamp is then patterned on the silver film
until complete removal of the ions shows no more current flow in the circuit. (b) A stamp made of
silver sulfide and patterned using FIB with a bow tie structure in square lattice. (c) The results of
superionic stamping on silver film.

Comparing to electron beam lithography, S4 technique holds promise for a fast
and cost-effective fabrication of large area patterns. However, the highest resolution
is still a little bit lower by using FIB to fabricate the mold that brings the limitation
of tip-to-tip distance in bow tie structure. Recently, the stamp made by embossing
an electron beam lithography fabricated mold can achieve the resolution close to
15 nm.

12.3 Measurement and Analysis

Bow tie optical antenna has been fabricated by nanofabrication techniques. In the
fabrication procedure, the size and spacing of bow tie structures can be accurately
controlled, which afford the opportunity to research the optical characteristics of
single bow tie structure and bow tie array. In this part, we will measure the optical
spectrum by using bright-field and dark-field illumination to exhibit novel optical
properties. Furthermore, cathodoluminescence spectroscopy will be used to reveal
the interaction between the electron and photon in such optical antenna.
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Furthermore, computer simulation by discrete dipole approximation (DDA)
method [11] has been used to calculate the extinction spectrum and field distribution
at resonant frequency of designed bow tie structure. The results will be shown in the
measurement section to compare with the experimental data.

12.3.1 Optical Scattering by Nanoantennas

12.3.1.1 Bright-Field Spectra (Extinction Cross Section)

Transmission spectra were measured on the periodic array (square lattice) sample
fabricated by electron beam lithography method using a Varian Cary 5 G spectrom-
eter system with a wavelength range of 175–3,300 nm. The sketch of the measure-
ment setup is shown in Fig. 12.6. In this configuration, the optical antenna array
sample was mounted on a metallic plate with aperture diameter of 0.5–2 mm and
illuminated uniformly by halogen lamp from the glass side.

Fig. 12.6 The sketch of the far-field measurement using Varian Cary 5G spectrometer system.

The transmission spectrum is shown in Fig. 12.7, using illumination with three
different circular apertures (0.5, 1, and 2 mm in diameter). From the transmis-
sion spectrum, we can clearly observe several characteristic dips, corresponding
to the resonant wavelength of the bow tie antenna. It is noted that the kinks at
800 and 1,200 nm are artifacts of the instrument when different photodetectors are
switched.

These transmission dips that are related to the decreasing of the power received
by spectrometer are due to the increased scattering and absorption of bow tie
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Fig. 12.7 Transmission measurements showing a strong resonance at particular wavelength: (a)
close to 960 nm for an ITO/glass substrate (nITO ∼ 1.95) and (b) close to 1.8 μm for a Si substrate
(nSi ∼ 3.47).

optical antenna at resonant wavelength. The scattering of electric and magnetic
fields is produced by the radiation of the antennas, and the absorption is due to ohmic
losses in the metal antenna increasing with the stronger current flow on resonance,
that reduces the transmitted intensity measured by spectrometer. So the transmitted
intensity I at the spectrometer is the function of the incident beam power, absorption,
and scattering in the antenna at each wavelength that can be expressed by [5]

I(λ ) = Iinc(λ )− Iabs(λ )− Is(λ ),

where Iinc is the intensity of incident beam (the intensity measured without samples),
Iabs is the intensity loss due to the absorption of antenna, and Is is the intensity loss
due to the scattering including all directions. Also, the transmitted intensity can be
written as [9]

I(λ ) = Iinc(λ )−Cext ×Sinc,

where Sinc is the power density at the sample and Cext is the extinction cross section
of the optical antenna (in unit of area). Cext can also be regarded as the area of the
“geometric shadow” of the antenna, since the rate at which energy would impinge
upon this area equals to the actual rate of energy removal from the incident beam
due to the scattering and absorption by the antenna.

Figure 12.8 shows one measurement of extinction cross section for samples on
ITO/glass substrate. Extinction cross section Cext and extinction efficiency Qext – the
ratio of the extinction cross section to geometrical cross section – are presented
by black and red curves, respectively. In this sample, each equilateral triangle in
the bow tie has a height of 240 nm and side of 280 nm, the gap between adja-
cent tips is 20 nm and sample thickness is 50 nm; the total geometrical area of the
bow tie is 0.0672 μm2. The bow tie structures are arranged at square lattice with
spacing 3 μm, which is relatively large compared to the size of bow tie. There-
fore the interaction between the bow tie structures can be neglected. At the peak
of the extinction curve in Fig. 12.8, the value of Qext is larger than 10, indicat-
ing the optical antenna appears 10 times larger than its original geometrical size at
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Fig. 12.8 Extinction cross section of bow tie structures prepared on ITO/glass substrate. The actual
geometric cross section is 0.0672 μm2, while a value 10 times geometric cross section is observed
by the detector.

this wavelength. To our knowledge, this is the best extinction efficiency reported
experimentally.

Furthermore, bow tie structures of different sizes are prepared by electron beam
lithography. The thickness and gap between nearest tips are maintained as 50 and
20 nm, respectively. The sides of the equilateral triangles vary from 100 to 350 nm.
Similar transmission spectra have been measured for different samples and the reso-
nant wavelengths for different sized bow tie structures are plotted in Fig. 12.9. From

Fig. 12.9 The resonant wavelength vs. the size of the bow tie. The resonant wavelengths are ob-
tained from the peaks transmission spectra, which are plotted by dots, and the line is the linear
fitting. The fitting parameters are shown in the inset table.
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the figure, a nearly linear relationship between the size and resonant wavelength
could be found for this range of resonant structure [9, 6].

From the transmission spectrum of bow tie structure, several peaks are evident,
indicating different resonance modes related to different polarizations. When the
polarization direction of incident light is parallel to the bow tie structure, due to a
capacitive coupling between two triangles, the resonant wavelength red-shifts com-
pared to the perpendicular polarization. We rotated the polarization of the incident
light from parallel to perpendicular to the bow tie structure and measured the corre-
sponding transmitted spectra, as shown in Fig. 12.10(b). Here, we choose extinction
efficiency at 772 nm, the resonant wavelength for parallel polarization, and at 672
nm for perpendicular polarization. As revealed in the polar plot (Fig. 12.10(c)), a
dipole-like extinction cross section is observed at both cases, suggesting dominant
dipolar radiation modes of these bow tie structures. We also find the dipole strength
along the long axis of bow tie structure is much stronger than that along the perpen-
dicular direction.

Fig. 12.10 (a) Sketch of optical path in polarization-dependent transmission measurement. (b)
Transmission spectrum measured by different polarization illumination. In the case, gold bow tie
structure is made on ITO/glass substrate by electron beam lithography, the size of the triangle is
120 nm in height, pitch is 500 nm, gap between tip to tip is 20 nm, and thickness 50 nm. (c) The
extinction intensity for different polarizations of incident light at resonant wavelength that are cho-
sen at 772 nm (grey) and 672 nm (black) corresponding to parallel and perpendicular illumination,
respectively. For clear observation, the scale of black curve is five times larger than grey curve.

We also conducted computer simulation by discrete dipole approximation (DDA)
method to calculate the extinction spectrum of these designed bow tie structures.
Figure 12.11 shows the extinction spectrum for 120 nm-sized triangles with tip-to-
tip gap of 20 nm bow tie sample. Parallel (red) and perpendicular (blue) illumination
was considered and single triangle sample (black) was also calculated for compari-
son. The simulation results are generally in good agreement with the experimental
data.
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Fig. 12.11 Simulated extinction spectrum by DDA method. Light grey and dark grey curves are the
sample illuminated by parallel and perpendicular polarization incident light, respectively. Single
triangle case plotted in black curve has been calculated for comparison.

12.3.1.2 Dark-Field Spectra

To enhance contrast of the scattered field, we also performed spectra measurement
using dark-field illumination techniques. The principle of dark-field illumination is
that the direct transmission of the illuminated light of a large solid angle is rejected
by a finite aperture in the objective lens, so that only the scattered light from the
sample at a relatively smaller solid angle will be detected with a dark background.
Figure 12.12 shows the diagram of the illumination light path on a dark-field mi-
croscope. In such dark-field illumination, a metal-coated window with annular ring
opening blocks the central beams from the light source, only leaving an outer ring
of illumination. The condenser lens then focuses the light to the sample on the plat-
form. Hence the illumination light on the sample is with a large incident angle. Most
of the light is directly transmitted through the sample, while some is scattered. One
selected objective lens with small NA, that collection angle is smaller than the il-
lumination one, is used to collect the scattered light only. The directly transmitted
light will miss the objective lens. Therefore, the image is produced by the scattered
light from the sample. In our experiment, dark-field spectrum is measured using
Micro-Spectroscopy/Light Microscopy Workstation (Zeiss Axio Observer D1 in-
verted microscope equipped with two incident-light halogen lamp illuminators, a
100-W Hg lamp, and a Zeiss AxioCam MRC color CCD camera).

In the above configuration, dark-field microscopy can effectively remove directly
transmitted light and collect the scattered waves from the patterned optical nanoan-
tenna samples, enhancing signal-to-noise ratio of resonantly scattered waves in the
optical antenna system. In our experiment, gold bow tie structures (side length
120 nm, gap between tip to tip 20 nm, and thickness 50 nm) with different peri-
odicities from 500 nm to 3 μm arranged in square lattice are fabricated by electron
beam lithography. The total sample size is 50× 50μm2. In the experimental setup,
the incident angle of illumination light is around 53◦, and 20× objective lens with
NA = 0.45 is used to collect the scattered light. Figure 12.13(a) shows the optical
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Fig. 12.12 The sketch of optical path in dark-field measurement.

image taken in the dark-field microscope. The color of the dark-field image changes
from blue to red and some of them are resonant in infrared range with increased
spacing of these bow tie structures. The scattered spectra in visible range are mea-
sured using three different lattice constants and shown in Fig. 12.13(b). From the
spectrum, the peaks scattered light are located at 530, 588, and 691 nm for lattice
constants 750, 850, and 1,000 nm, respectively.

To understand the above result, we first assume that the color of the dark-field
image is due to the diffraction from the square lattice of bow tie array under angular
illumination. For simplification, the emitted light from each bow tie structure can
be treated as the dipole radiation. This approximation is confirmed by measurement
of polarization-dependent extinction spectrum of the bow tie nanoantennas under
bright-field illumination. The dipole radiation from each bow tie has different ini-
tial phase due to the difference in position. By calculating the far-field interference
of such arrays of dipoles, the scattered spectrum can be synthesized. Figure 12.14
shows the simulated spectrum for a dipole array arranged in square lattice with pe-
riodicity of 750, 850, and 1,000 nm, respectively. Because the substrate is not con-
sidered in the simple model, the peak position of simulated results displays a red
shift. Nevertheless, the colors observed in the captured dark-field images are well
explained by this simple model effectively. In the far field, the strongest scattered
light is dominated by the dipole–dipole interaction due to the lattice.

12.3.2 Cathodoluminescence Spectroscopy

In this study of optical nanoantennas, we also probe the plasmon modes of
silver (Ag) bow tie structures using focused electron beam excitation of cathodolu-
minescence (CL) imaging and spectroscopy. Exploiting local electromagnetic field
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Fig. 12.13 (a) Optical image captured in dark-field microscope. The periodicities of bow tie square
arrays are 500 nm, 750 nm, 1 μm, 1.25 μm, 1.5 μm, and 3 μm, respectively. The size of each sample
is 50×50 μm2. (b) The scattered light spectrum in visible range for periodicity is 750 nm (black),
850 nm (light grey), and 1,000 nm (dark grey), respectively.

enhancement associated with these plasmonic nanoantenna structures has led to sev-
eral interesting applications such as enhanced fluorescence [4], enhanced photocar-
rier generation [23], and other nonlinear effects [26]. Often the field is confined

Fig. 12.14 Simulated spectrum for dipole array arranged in square lattice with periodicity 750 nm
(black), 850 nm (light grey), and 1,000 nm (dark grey), respectively.



12 Enhancing Light Coupling with Plasmonic Optical Antennas 285

spatially on length scales on the order of 10–50 nm and varies strongly with particle
shape, size, and material composition [19]. Unfortunately, diffraction-limited opti-
cal imaging techniques do not have enough spatial resolution to image these plas-
mon modes or precisely locate the “hot-spots” responsible for producing enormous
enhancement. Due to the diffraction limit, optical techniques are limited in their
resolution capability to image the plasmon eigenmodes. Near-field scanning optical
microscopy (NSOM) has been used to investigate these plasmon modes; however,
the resolution is limited by the tip size (∼ 50–100 nm). On the other hand, elec-
tron excitation can couple to these plasmon modes of large momentum mismatch
with vacuum light. Recently electron excitation technique has been described to di-
rectly reveal the local density of plasmon states [17]. It is potentially capable of
resolving details below tens of nanometers. Resolving surface plasmon modes and
understanding the underlying physics are crucial to design better plasmonic devices
tailored to specific applications.

In SEM-based CL imaging, an electron beam scans over a desired area of the
sample. Luminescence induced by the electron beam is collected by a paraboloidal
mirror and sent to the detector through an optical fiber (shown in Fig. 12.15(a)). The
luminescence (photon emission) map is constructed based on the photocounts rate
and the position of the electron beam. In spectroscopy mode, the emitted light is

Fig. 12.15 (a) The sketch of SEM-based cathodoluminescence system. The electron beam passes
through an aperture in the paraboloidal mirror to the sample surface. The sample is placed at
the focus of the mirror. Light emitted by the sample is collected by the mirror and directed to
the detectors through a light guide. (b) Scanning electron micrograph of bow tie structure. (c)
Panchromatic CL image of the same.
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collected through a spectrometer which separates out different wavelength compo-
nents. In panchromatic mode of imaging, only the sum of emitted light is recorded
in the photodetector. Our measurements are performed using a 15 kV electron
beam and a photomultiplier tube (PMT) detector with sensitivity encompassing
near-ultraviolet (UV) and visible wavelengths (250–850 nm). Mechanism of pho-
ton emission or luminescence induced by an electron beam on its interaction with a
metal particle has been well studied [16].

In the CL measurement, an array of Ag bow tie structure is fabricated by elec-
tron beam lithography. The size of each triangle is around 200 nm with thickness
of 40 nm and the gap between adjacent tips is smaller than 20 nm. Silicon is cho-
sen as the substrate material, to suppress background cathodoluminescence in the
wavelength range of interest (near-UV and visible).

Figure 12.15(b) shows the secondary electron image (SEI) of one bow tie struc-
ture which gives the topographic information about the specimen. Figure 12.15(c)
is a panchromatic CL image (PanCL). In such panchromatic mode all of the emit-
ted light is collected by the detector and hence the intensity at each pixel represents
the integrated photon counts in the sensitivity range of the detector. PanCL image
clearly depicts plasmon-induced luminescence in such Ag bow tie. This lumines-
cence arises due to induced electromagnetic field on the nanostructure caused by the
impinging focused electrons. By raster scanning the focused electron beam and col-
lecting emitted photons rather than secondary electrons, a complete luminescence
image is acquired on the bow tie nanoantenna.

Collecting the emitted light through a grating monochromator allows resolving
spectral features as shown in Fig. 12.16. The grey curve was obtained on a flat

Fig. 12.16 The emission spectrum of Ag triangular array structure (black) and bulk Ag film (grey)
using electron excitation in spectroscopy mode.
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silver film with no surface features (except the native roughness of the film, RMS ∼
1–2 nm). We can clearly observe a sharp emission peak at 325 nm, corresponding
to the bulk plasmon mode of silver, accompanied by a surface plasmon mode at
340 nm. The location of these resonant peaks matches with the material permittivity
data of silver [30] within ±5 nm. In contrast, from the emission spectra of Ag bow
tie structure (the black curve), we see a dominant peak around 360 nm, indicating
strong contribution of localized surface plasmon from the nanostructures. From the
PanCL image, we can observe that the high plasmon density modes of resonance
are concentrated at the corner and edge of the bow tie structure.

In summary, we experimented direct electron excitation and photoemission of
decoupled surface plasmon modes with CL spectroscopy on bow tie optical antenna.
In panchromatic mode photon maps, we are able to observe the locally resonant
plasmon mode with fine resolution (down to 20 nm).

12.4 Application

12.4.1 Surface-Enhanced Raman Spectroscopy

Surface-enhanced Raman scattering (SERS) is a surface-sensitive excitation pro-
cess that results in the enhancement of Raman scattering of molecules near metal
surfaces. The potential of this phenomenon in a variety of applications such as bio-
chemical sensing, semiconductor characterization, and energy science has stimu-
lated great interest in understanding and quantifying such processes using plasmonic
nanostructures. One of the possible mechanisms behind this enhancement is based
on electromagnetic effects [24] wherein the increased intensity of the Raman signal
is a result of the enhanced electric field on the metal surface due to localized surface
plasmon excitation. The field enhancement is greatest when the plasmon frequency
is in resonance with the radiation.

SERS substrates have conventionally relied on electrochemical roughening of
noble metal surfaces such as Ag, Cu, Pt [14]. These processes lack flexibility in
assigning enhancements to specific locations. More recently, the surfaces are often
prepared by using a set of metal nanoparticles on the surfaces [28]. The shape and
size of the metal nanoparticles, acting as nanoantennas, strongly affect the strength
of the enhancement since the factors influence the ration of absorption and scattering
events [3]. In this section, we will explore the experimental efforts of using array of
bow ties as the SERS substrate.

In this study, silver bow tie structures are fabricated by solid-state superionic
stamping (S4). The size of the triangle varies from 120 to 500 nm and the gap be-
tween nearest tips changes from 0 to 20 nm. SEM image of a single bow tie struc-
ture is shown in Fig. 12.17(a). The thickness of bow tie structure is maintained at
50 nm and they are aligned in square lattice with periodicity of 3 μm. Al2O3 (2 nm)
was deposited by atomic layer deposition (ALD) on the top of the surface to mini-
mize charge-transfer effect from the absorbent molecules to the metal particles [18].
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Fig. 12.17 (a) SEM image of one bow tie structure with triangle size 350 nm and gap between tip
to tip 30 nm; (b) sketch of cross section; (c) Raman map of bow tie array with 1 M 2′,2-cyanine;
and (d) Raman map of Cr thin film with 1 mM 2,2′-cyanine.

2,2′-Cyanine solution of 1 mM and 1 μM was used to examine the effect of concen-
tration on Raman scattering as well as EM-field enhancement of the gold bow tie
structures. The substrates were treated with the 2, 2′-cyanine solutions of different
concentrations by incubating the patterned area in the solutions for 30 min to pro-
mote adsorption of the molecules to the alumina surface and rinsed with deionized
water and dried with a flow of compressed air. With this approach, the 2, 2′-cyanine
molecules were spaced from the surface of the silver features and the effect of EM-
field enhancement could be examined. The sketch of cross section of the sample is
shown in Fig. 12.17(b).

Raman spectra were taken on the Jobin Yvon LabRam HR 800 micro-Raman
spectrometer with a 532 nm laser source and a 100× objective. For EM-field en-
hancement spatial effect, Raman mapping was used to collect the Raman spectra
of the entire bow tie pattern. The excitation laser intensity was tuned to 148 μW
for all mapping, and the step size and integration time at each step were set at 0.5
μm and 0.5 s, respectively. The accumulated Raman intensity over the entire map
was then plotted for analysis. Figure 12.17(c) and (d) shows the comparison of the
Raman map of the bow tie array and reference Cr surface. The concentration of 2,
2′-cyanine solutions for these two samples are 1 μM and 1 mM, respectively. The
Raman spectrum for bow tie structure, silver thin film, and Cr thin film have been
shown in Fig. 12.18. It should be mentioned that the concentration of 2, 2′-cyanine
solution for bow tie structure is 1 μM, while it is 1 mM for Ag and Cr thin film.

To calculate enhancement factor, EF , we are comparing the measured intensity
on the bow ties against a reference substrate. Since a uniform Al2O3 coating is
applied on both bow ties and reference surfaces, we assume the surface coverage is
nearly the same, so the enhancement factor can be defined as follows:

EF =
ISERS/Iext ×ASERS × tint

SERS ×CSERS

Ire f /Iext ×Are f × tint
re f ×Cre f

,

where ISERS is the Raman peak intensity from nanopatterned area, Ire f is the Raman
signal intensity obtained from reference area, Iext is the excitation intensity, ts are the
integration time for either cases, and Cs are the concentrations of the solution used
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Fig. 12.18 Raman spectrum of the 1 M 2,2′-cyanine enhanced by the localized surface plasmon
resonance of the bow tie structure, comparing with the Ag/Cr substrate treated with 1 mM 2,2′-
cyanine solutions.

to treat the nanopatterned region and that of the solution treating the reference. The
EFs for different parameters of bow tie structure have been plotted in Fig. 12.19,
which shows enhancement of 106–107 in Raman signal.

This short example outlines the use of the optical antenna – bow tie array as
SERS substrate to study the effect on Raman scattering intensity of 2,2′-cyanine
molecules situated on these structures. Our study suggests that Raman scattering
process can indeed be tuned by the geometry and loading of the bow tie antennas,
which shows good potential of optical antenna used as SERS substrate.

Fig. 12.19 The enhancement factor of different-sized bow ties fabricated on different substrates.
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12.5 Summary

Harvesting and confining light using plasmonic nanoantennas represent an interest-
ing frontier of metamaterial research. The convergence of RF and optical device
designs will bring revolutionary changes in highly compact and integrated pho-
tonics for photon energy conversion, adaptive sensing, and image processing. We
expect many inspirations from RF metamaterial research to be transformed on the
study of optical antennas and this could bring a profound impact to the field of
nanophotonics.
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Chapter 13
Wideband and Low-Loss Metamaterials
for Microwave and RF Applications: Fast
Algorithm and Antenna Design

Le-Wei Li, Ya-Nan Li and Li Hu

Abstract In this chapter, a fast solver, i.e., adaptive integral method (AIM) which is
based on hybrid volume–surface integral equation, is utilized in the numerical sim-
ulation of electromagnetic scattering from composite left-handed materials (LHM)
such as split-ring resonators (SRR) with rods/wires. The volume electric field inte-
gral equation (EFIE) is applied to the dielectric region of this LHM, and the surface
EFIE is applied on the conducting surface. The method of moments (MoM) is used
to discretize the integral equation into a matrix solution and AIM is employed to
reduce the memory requirement and CPU time for the matrix solution. Numeri-
cal results and computational complexity analysis have shown that the AIM solver
can significantly reduce the computational cost while maintaining a good accuracy.
Inspired by the periodicity of SRR, the ASED-AIM, a new adaptive integral ap-
proach based on accurate sub-entire-domain method, has been proposed to solve
the electromagnetic scattering by large-scale finite periodic arrays, especially the
LHM structures like SRR. Several results are shown to demonstrate the efficiency
of the method in solving periodic structures. Additionally, further computational
time saving scheme for calculating the near-zone interaction matrix has been pro-
posed. Both 2-D and 3-D periodic structures can be solved by this fast solver with
impressive efficiency and accuracy. In the last section of this chapter, a novel rect-
angular patch antenna was specifically designed using planar-patterned LHM con-
cepts. This new antenna has demonstrated to have left-handed characteristics. It is
shown to have great impact on the antenna performance enhancement in terms of the
bandwidth significantly broadened and also in terms of high efficiency, low loss, and
low VSWR. A good agreement is achieved between the simulation and measured
results. This new antenna designed has strong radiation in the horizontal direction
within the entire working band, which is desirable for some special applications.
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Key words: Method of moments, split-ring resonator, adaptive integral method,
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AIM, finite periodical structure, scattering, RCS, LHM antenna, wideband, high
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13.1 Adaptive Integral Method (AIM) for Left-Handed Material
(LHM) Simulation

Left-handed material (LHM) [43], which is also known as negative index material
(NIM), represents a material of simultaneous negative permeability and permittivity.
Typical LHMs, such as split-ring resonator (SRR) structure [41], are composed of a
large array of periodical elements of dielectric body and conducting patches which
usually require considerable computational costs during numerical simulation. Pre-
vious researchers have often used the method of moments (MoM) [18] to carry
out numerical simulations and have proven its reliability and accuracy. Among sev-
eral fast solvers which are developed based on MoM, the adaptive integral method
(AIM) [3, 23, 13] is one of the very efficient solvers which can tremendously reduce
the memory requirement for LHM structures like SRR and accelerate the matrix-
vector multiplications in the iterative solution procedure.

13.1.1 Hybrid Volume–Surface Integral Equation (VSIE) and
MoM for SRRs

For SRR structures, both the dielectric substrate and the metal layer have induced
currents and therefore contribute to scattered field to the total electromagnetic (EM)
field. So, we need to adopt hybrid volume–surface integral equations (VSIE) to
characterize the field.

In the dielectric region V , by taking the scattered field from both the surface
current and the volume current into consideration, the total electric field becomes

E(r) = Ei(r)+Es
V (r)+Es

S(r), r ∈V, (13.1)

where E(r) represents the total field in region V , Ei(r) denotes the incident field,
while Es

V (r) and Es
S(r) stand for the electric fields scattered by volume elements

and surface elements in region V , respectively.
Since the SRR structure consists of a very thin metal layer and dielectric body

where the thickness of the metal layer can be considered to be almost 0, the tangen-
tial components of total electric field vanishes on conducting surface:

n̂×Ei(r) = −n̂×Es
V (r)− n̂×Es

S(r). (13.2)
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Equations (13.1) and (13.2) are known as the electric field integral equations
(EFIE) as they involve only electric field. The EFIE is suitable for structures with
open conducting surface. Inside the dielectric region V and on the surface S of con-
ducting body, the incident wave induces a volume current JV and a surface current
JS. The induced volume and surface currents can generate scattered electromagnetic
field as follows:

Es
Ω (r) = − jk0η0AΩ (r)−∇ΦΩ (r), Ω = S or V, (13.3)

where the magnetic vector potential is defined as

AΩ (r) =
∫

Ω
JΩ (r,r′)g(r,r′)dr′, Ω = S or V, (13.4)

while the electric scalar potential is defined as

ΦΩ (r) = − η0

jk0

∫

Ω
∇′ ·JΩ (r,r′)g(r,r′)dr′, Ω = S or V, (13.5)

where g(r,r′) =
e− jk0|r−r′|

4π|r− r′| , η0 =
√

μ0
ε0

, and k0 denotes the wave number of back-

ground medium (free space in this SRR investigation).
The volume of dielectric material and surface of conducting body of SRR are

meshed into tetrahedral elements and triangular patches, respectively. These basis
function elements are used because of their flexibility to model arbitrarily shaped 3-
D objects. The volume and surface currents are expanded using different vector basis
functions. For surface elements, it is convenient to use the planar triangular basis
functions or the Rao–Wilton–Glisson (RWG) basis functions [37] to expand the
equivalent surface electric current. As for volume elements, similarly, we can apply
the Schaubert–Wilton–Glisson (SWG) basis functions [39] to expand the equivalent
volume electric current, that is,

JS =
NS

∑
n=1

IS
n f S

n, (13.6a)

JV = jω
NV

∑
n=1

ε̃(r)− ε0

ε̃(r)
IV
n fV

n = jω
NV

∑
n=1

κ(r)IV
n fV

n , (13.6b)

where κ(r) =
ε̃(r)− ε0

ε̃(r)
denotes the contrast ratio and ε̃(r) represents the perme-

ability of a tetrahedron element.
After substituting above equations into the EFIE, we apply the Galerkin’s MoM

testing procedure. Then, the integral equations are converted into a linear equation
system written as [

¯ZVV ¯ZV S

Z̄SV Z̄SS

][
IV

IS

]
=
[

EV

ES

]
, (13.7)
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where the vectors IV and IS represent the expansion coefficients of volume currents
and surface currents, respectively. The excitation vector can be computed using

EV
m =

∫

Vm

fV
m ·Ei(r′)dr′, (13.8a)

ES
m =

∫

Sm

f S
m ·Ei(r′)dr′. (13.8b)

The elements of the block matrices in Eq. (13.7) can be computed using the formulas
shown below:

ZVV
mn =

∫

Vm

fV
mfV

n

ε̃
dr

− ωkbηb

∫

Vm

fV
m

[∫

Vn

κfV
n g(r,r′)dr′ +

∇
k2

b

∫

Vn

∇′ · (κfV
n

)
g(r,r′)

]
dr, (13.9a)

ZV S
mn = jkbηb

∫

Vm

fV
m ·
[∫

Sn

f s
ng(r,r′)dr′ +

∇
k2

b

∫

Sn

∇′ · f S
ng(r,r′)dr′

]
dr, (13.9b)

ZSV
mn = −ωkbηb

∫

Sm

f S
m ·
[∫

Vn

κfV
n g(r,r′)dr′ +

∇
k2

b

∫

Vn

∇′ · (κfV
n

)
g(r,r′)dr′

]
dr,

(13.9c)

ZSS
mn = jkbηb

∫

Sm

f S
m ·
[∫

Sn

f S
ng(r,r′)dr′ +

∇
k2

b

∫

Sn

∇′ · f S
ng(r,r′)dr′

]
dr, (13.9d)

where κ denotes a constant value within the tetrahedron and can be taken out from
the integration:

∇ · (κfV
n

)
= κ∇ · fV

n +∇κ · fV
n . (13.10)

The second term given by the above equation in (13.10) is

∇κ · fV
n =

{
IV
n (κ+

n −κ−
n ), on the common face t;

0, elsewhere.
(13.11)

13.1.2 Formulations for AIM

The matrix-vector multiplication implemented inside the AIM solution procedure
can be summarized using the following four steps [14]:

• to project the sources distributed on the basis functions onto the regular grid by
matching their vector and scalar potentials at some given test points to guarantee
the approximate equality of their far fields;

• to evaluate the potentials at other grid locations produced by these grid-projected
sources by a 3-D convolution;

• to interpolate the grid point potentials onto the testing functions; the projec-
tion and interpolation operators are represented by sparse matrices, and the
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convolution can be carried out rapidly using discrete fast Fourier transforms
(FFTs); and

• to compute the near-field interactions directly and remove the errors introduced
by the far-field operators.

To employ the AIM, the object is enclosed in a rectangular grid and then re-
cursively subdivided into small rectangular grids. In order to use the FFT to ap-
proximate the far-zone interaction, we need to transfer the SWG and RWG basis
functions into the Cartesian grids. It is noted that by using vector identity and di-
vergence theorem, the ∇ operator in Eq. (13.9a) can be shifted and operated on the
testing functions [37, 39]. Hence, we can denote γn to represent any one of the com-
ponents {f S,κfV ,∇ · (κfV )} and express all the matrix elements in Eq. (13.9a) in
the following unified form:

Zmn =
∫

αm

∫

αn

γm(r)g(r,r′)γn(r′)dr′dr. (13.12)

The transformation function γn(r) can be approximated as a linear combination of
Dirac delta functions, i.e.,

γn(r) ≈ γ̂(r) =
(m+1)3

∑
u=1

Λnuδ (r− r′), (13.13)

where m represents the expansion order, while Λnu denotes the expansion coeffi-
cients of γn(r) and it can be determined using the multipole expansion or far-field
approximation [23]. The multipole expansion method is applied based on the crite-
rion that the coefficients Λnu produce the same multipole moments of the original
basis function for 0 ≤ {m1,m2,m3} ≤ M:

∫

αn

γn(r)(x− x0)m1(y− y0)m2(z− z0)m3 dr

=
(m+1)3

∑
u=1

(xnu − x0)m1(ynu − y0)m2(znu − z0)m3Λnu, (13.14)

where the reference point r0 = (x0,y0,z0) is chosen as the center of the basis func-
tion. The far-field approximation method matches the far fields produced by γn(r)
and γ̂n(r) on a unit sphere, and it thus obtains the expansion coefficients. Once the
transformation function has been determined, the matrix elements can be approxi-
mated as

Zmn =
(m+1)3

∑
v=1

(m+1)3

∑
u=1

Λmvg(rv,r′u)Λnu. (13.15)

By using the transformation function, now we are able to compute the two com-
ponents in the matrix-vector multiplications in Eq. (13.7) with
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Z
far = ΛgΛ

T
, (13.16a)

Z
near = Z

MoM
nz −Z

far
, (13.16b)

where Z
near

denotes the matrix containing only the direct interaction of neighbor
elements and Λ represents the basis transformation matrix of the elements. The
matrix g is Toeplitz and this enables the use of FFT to compute the 3-D convolution
efficiently. Hence we can represent the matrix-vector multiplication as

ZI = Z
near

I +Z
far

I = Z
near

I +Λℑ−1
{

ℑ{g} ·ℑ{ΛT
I}
}

, (13.17)

where ℑ{•} and ℑ−1{•} stand for the FFT and its inverse FFT, respectively.

13.1.3 Numerical Results of AIM Simulation

First, we work with a row of SRR structures (three inclusions placed side by side
along the y-direction). The geometry and dimensions of this kind of inclusions are
shown in Fig. 13.1. The width of all metal strips is 0.25 mm, the thickness of di-
electric is 0.254 mm, and the dimension of each side of the square is 3.3 mm. The
relative permittivity of dielectric material is set to be εr = 1.05 in the simulation. We
characterize the scattering cross section (SCS) [45] of one row of three elements and
plot it versus frequency in Fig. 13.2. It can be seen that the resonant frequency of
this SRR design is 15.80 GHz.

Fig. 13.1 The front-side and back-side views of SRR unit cell inclusion.

Then, at this resonant frequency, the propagation characteristics of electromag-
netic wave in a LHM sample placed in the free space are analyzed. It is a LHM slab
composed of many rows of inclusions shown in Fig. 13.1. The 3-D view of this slab
is depicted in Fig. 13.3. The space distances of the inclusions denoted, respectively,
by dx, dy, and dz in the x-, y-, and z-directions, are all 3.3 mm. In total, 54 SRR
elements are aligned into 18 rows along the x-direction and 3 columns along the
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Fig. 13.2 Scattering cross section versus frequency for a row of three SRR inclusions.

Fig. 13.3 LHM slab composed of SRRs and wires with two different incidences of waves in the
reference frame.

y-direction. In order to show that our AIM algorithm is suitable for this structure,
the slab is illuminated by two different plane waves propagating in the y-direction,
as shown in Fig. 13.3. Then, the RCS of this SRR slab in each case is checked.
Actually, SRR requires the incident electric field Ei in parallel with the plane of the
ring (the y–z plane) to lead to the maximum magnetic resonance. In other words,
the rings are not supposed to be placed on the H-k plane [21]. That is to say, if Ei

is perpendicular to the plane of rings (incident is Case < 2 > in Fig. 13.3), the RCS
must be very small and the whole structure becomes an ordinary scatterer which
does not acquire negative refractive index. Figures 13.4 and 13.5 show the Ez and
RCS values when the incident waves are of polarizations in Case < 1 > and Case
< 2 >, respectively.

It can be seen from Figs. 13.4 and 13.5 that when the electric field is parallel in
polarization with the plane of the ring the incident power can be transmitted to the
other side of the LHM slab, which satisfies the property of LHM. When the electric
field is perpendicular to the ring plane, however, there is neither magnetic resonance
nor negative refractive index.
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Fig. 13.4 Ez(r, t) and RCS values due to the slab when the incident wave of Case < 1 > in Fig. 13.3
at 15.8 GHz is considered.

Fig. 13.5 Ez(r, t) and RCS values due to the slab when the incident wave of Case < 2 > in Fig. 13.3
at 15.8 GHz is considered.

By using the fast solver, the adaptive integral method, we can significantly reduce
the simulation time and hardware requirements: a direct solver of the MoM requires
O(N3) operations to solve the equation and an iterative solver requires O(N2) op-
erations in each iteration, while solvers require O(N2) memory to store the matrix
elements. However, the computational complexity for the AIM is only O(N1.5 logN)
and O(N logN) for surface and volume scatterer objects, respectively.

13.2 ASED-AIM for LHM Numerical Simulations

In the previous section, we have applied the AIM for numerical characterization of
split-ring resonators (SRRs). It is noticed that for these structures, the inclusions are
usually arranged periodically. Besides the typical LHM (such as SRR), many other
designs like frequency selective surfaces and photonic crystals also have periodic-
ity. Thus, a new adaptive integral approach based on an accurate sub-entire-domain
method can be used in the electromagnetic simulation of large-scale finite periodic
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array. It is a further acceleration procedure as compared with the existing AIM. This
approach, referred to as the ASED-AIM, is also developed based on volume–surface
integral equations and is able to solve problems associated with composite metal-
lic and dielectric materials in a much faster and more efficient way of desirable
accuracy.

13.2.1 Formulations for Hybrid VSIE and ASED-AIM

The VSIE equations involved here are formulated as follows:

Ei(r) = E(r)−Es(r), r ∈V, (13.18a)

Ei(r)
∣∣
tan = − Es(r)|tan , r ∈ S. (13.18b)

Volume equivalent electric current JV (r) and surface equivalent electric current
JS(r) are related to total electric field E(r) and scattered electric field Es(r) via

JV (r) = jωκD(r) = jω(ε − ε0)E(r), r ∈V, (13.19a)

Es(r) = − jωμ0

∫

V
g(r,r′)JV (r′)dV ′ − jωμ0

∫

S
g(r,r′)JS(r′)dS′

+
∇

jωε0

∫

V
g(r,r′)∇′ ·JV (r′)dV ′ +

∇
jωε0

∫

S
g(r,r′)∇′ ·JS(r′)dS′,

(13.19b)

where g(r,r′) =
e− jk|r−r′|

4π|r− r′| denotes the free space Green’s function, μ0 and ε0 are

free space permeability and permittivity, respectively, ε stands for the permittivity

in the dielectric object, and κ =
ε − ε0

ε
represents the contrast ratio.

For simplicity, herein we consider 2-D large-scale periodic structures. The 3-D
periodic problem can be analyzed in the same fashion. Based on the ASED method,
we can first solve a small problem with nine cells for 2-D periodic structures. Then,
the resultant solution is used to construct the basis function for each cell for solving
the whole problem in the next stage. If there are M unknowns for each cell and
N0 = NxNy cells, the total number of unknowns will be MN0. But the number of
unknowns has been greatly reduced to N0 via the ASED. For the pth cell, in order
to ensure the normal continuity of surface current in the metallic surface, surface
currents can be expanded as

JS
p =

NS

∑
m=1

IS
pm

f S
pm

. (13.20)

In order to ensure the normal continuity of electric flux density inside the dielectric
objects, D can be expanded as
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Dp =
1
jω

NV

∑
m=1

IV
pm

fV
pm

. (13.21)

Thus, volume currents can be expanded as

JV
p =

NV

∑
m=1

IV
pm

κfV
pm

, (13.22)

where f S
pm

and fV
pm

denote RWG and SWG basis functions associated with the mth
surface and volume basis functions of the pth cell, respectively. NS is the number of
the RWG basis function and NV is the number of SWG basis function. IS

pm
and IV

pm

are the coefficients to be solved. Thus, electric current for the pth cell can be written
as

Jp = JS
p +JV

p . (13.23)

The total current for the nine-cell problem can be written as the sum of

J =
9

∑
p=1

Jp. (13.24)

Then, the Galerkin MoM procedure is used to test the VSIE and to obtain the
following matrix equation:

[Zpmqn ] [Iqn ] = [Vpm ] , (13.25)

where pm denotes the mth testing function in the pth cell and qn stands for the nth
basis function in the qth cell. After solving the nine-cell problem, we can obtain the
nine types of cell basis functions and use them to solve the entire problem. Now, the
current can be rewritten as

J =
N0

∑
p=1

jpJp, (13.26)

where jp denotes unknown coefficients to be solved for. The cell impedance matrix
elements can be written as

ZC
pq =

M

∑
m=1

M

∑
n=1

IpmZpmqnIqn . (13.27)

Although there are N0 cells for the whole domain, there are only nine types of basis
functions. The nine types of basis functions can be mapped to the whole domain,
as shown in Fig. 13.6. When N0 is large, we can use the AIM to accelerate the
solution process. We should combine the ASED with the AIM to solve large-scale
periodic structures. The basic idea of AIM is to calculate the far-zone interaction
via projecting the basis functions to, and interpolating potentials from, grid space
associated with each basis function while the near-zone interactions are directly
calculated. Since the free space Green’s function is translational invariant and the
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Fig. 13.6 Mapping of ASED basis functions. (a) Nine-cell problem and (b) the entire problem.

calculation is made based on grid space, so the FFT can be used and it can greatly
reduce the memory requirement and computational time. Using the conventional
AIM, the matrix-vector multiplication is written as

Z · I = V ·H ·P · I +Z
near · I, (13.28)

where V stands for the interpolation matrix, H denotes the Green’s function matrix,
and P represents the projection matrix. It follows the four steps in the conventional
AIM, which were described in the previous section and are shown in Fig. 13.7.

For the far-zone interaction, the impedance matrix elements can be approximated
as

Zpmqn ≈ Z̃pmqn = ∑
s

∑
t

VmsHmsnt Pnt , (13.29)

where ∑ denotes summation of all the contributions from the grids associated with
the basis functions. Thus, for cell interaction in the far zone, we have

[
Z

C
]

pq
= ∑

m
∑
n

IpmZpmqn Iqn

≈ ∑
m

∑
s

∑
n

∑
t

IpmVmsHmsnt IqnPnt

=
[
V

C
]

p
· [H]

pq ·
[
P

C
]

q
, (13.30)

where V
C

and P
C

denote the interpolation and projection matrices for cell basis
functions and they can be written as

[
V

C
]

p
= ∑

m
∑
s

IpmVms , (13.31a)

[
P

C
]

q
= ∑

n
∑

t
IqnPnt . (13.31b)
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By using the ASED-AIM, the matrix-vector multiplication can be written as

Z
C · IC = V

C ·H ·PC · IC +Z
C,near · IC, (13.32)

which takes the four steps as follows:

• Summing up all the projections from every basis function within each cell
• Evaluating the potentials at other grid locations produced by these grid-projected

sources using a 3-D convolution
• Interpolating the grid point potentials onto each cell rather than individual testing

functions and
• Computing the near-field interactions directly from at most nine near neighbors.

These four steps for the ASED-AIM are shown in Fig. 13.7.

Fig. 13.7 Graphic representation of AIM. (a) Conventional AIM. (b) The ASED-AIM.

13.2.2 Computational Complexity and Memory Requirement for
the ASED-AIM

In the first step of the ASED-AIM, the conventional AIM is carried out to solve
a problem with 9M unknowns. Thus, the memory requirement and computational
time are O(M) and O(M log(M)), respectively. It should be noted that in [27], the
authors focused on metallic structures; thus, the number M is usually small for a
cell, for example, M = 65. Thus, the memory requirement and computational time
are not large. In the present case, the method of moments can be employed to solve
the nine-cell problem. But it is not the case when composite metallic and dielectric
objects are within a cell since M is large, for example, M = 1,000. Thus, this portion
of memory and computational time should be taken into consideration as can be
shown in the numerical results to be discussed subsequently.

In the second step of the ASED-AIM, since there are only nine types of cell ba-
sis functions, the memory requirement for interpolation and projection matrix is a
constant C and the computational time is O(N0) where N0 is the number of cells
in the whole domain. For the FFT operation, since the grid number Ng is directly
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proportional to the total number of cells N0, the memory requirement is O(N0) and
computational time is O(N0 logN0). In [27], disaggregation (equivalent to interpola-
tion in the AIM), aggregation (equivalent to projection in the AIM), and translation
(equivalent to FFT in AIM) have to be carried out for each k direction (which is
of the order M), respectively, per iteration. Interpolation and projection only, how-
ever, need FFT process once and twice per iteration in the AIM, respectively. Thus,
the computational time can be reduced greatly. For the near-field interaction, the
computational time will be quite large if we calculate directly using

ZC,near
pq = ZC

pq − Z̃C
pq =

M

∑
m=1

M

∑
n=1

Ipm

(
Zpmqn − Z̃pmqn

)
Iqn . (13.33)

This operation takes O(M2) multiplications and additions. In fact, we can utilize
the near-zone interaction matrix Znear in the first step. We know that Znear is a sparse
9M×9M matrix, which is made up of 9×9 sub-matrices with each matrix M×M el-
ements, each element is

(
Zpmqn − Z̃pmqn

)
. Consider the fifth row of the sub-matrices

which are calculated when the cell p is surrounded by nine most near neighboring
cells q, as shown in Fig. 13.6(a) where p = 4 and q = 0, ...,8. The sub-matrices are
all sparse, since

Zpmqn − Z̃pmqn = 0, dpmqn > dnear, (13.34)

where dnear is the near-zone threshold. Thus, O(M2) multiplications and additions
can be greatly reduced using sparse matrix-vector multiplication.

For the near-zone interactions, there are at most nine near neighbors for each cell.
That is to say, the memory requirement and computational time are both O(N0). So
the total memory requirement is

O(M)+C +O(N0)+O(N0) = O(M)+O(N0) (13.35)

and the total computational (CPU) time is

O(M logM)+O(N0)+O [N0 log(N0)]+O(N0) = O(M logM)+O [N0 log(N0)] .
(13.36)

13.2.3 Numerical Results of the ASED-AIM

In this part, several examples will be given to demonstrate the validity and efficiency
of our code to characterize electromagnetic scattering by large-scale periodic struc-
tures consisting of composite metallic and dielectric objects. The generalized min-
imum residual (GMRES) solver is adopted as the iterative solver and it terminates
when the normalized residue falls below 10−3.

First, we consider a 2-D periodic structure shown in Fig. 13.8. Geometry of a unit
cell is shown in Fig. 13.8, which comprises of a dielectric cube with length 0.2 m and
a metallic square patch with length 0.2 m above the cube. The unit cell is discretized
with 467 tetrahedrons and 36 triangles resulting in M = 1,087 unknowns. The gap
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Fig. 13.8 Examples of arrays calculated in the numerical results. (a) The structure of a unit cell,
where d = 0.2 m. Shaded area represents a metallic patch, and the cube is a dielectric object with
εr = 2.2. (b) The 4×4 array. (c) The 4×4×4 array. (d) The 100×100 array.
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Fig. 13.9 Bistatic RCS results of the 4×4 array with each cell shown in Fig. 13.8 at an incidence
of θi = 0o and φi = 0o with electric field θ -polarized, the gap is 0.2 m in both x- and y-directions.
The results are computed by the AIM (circle line) and the ASED-AIM (solid line).

distances between two neighboring cells in both x- and y-directions are 0.2 m.
The 4 × 4 array is illuminated at normal incidence (θi = 0o and φi = 0o) by a
plane wave with a frequency of 300 MHz, whose electric field is θ -polarized. Far-
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field radar cross section (RCS) results and near-field results calculated by using the
conventional AIM and the ASED-AIM have been shown in Figs. 13.9 and 13.10,
respectively. The electric field in the plane z = 1 m is calculated. It is clear that the
results obtained using the two methods are almost the same, which demonstrates the
good accuracy of the ASED-AIM.

Fig. 13.10 (Color online) Electric field density in the z = 1 m plane by the 4×4 array with each cell
shown in Fig. 13.8 at the normal incidence of θi = 0o and φi = 0o with electric field θ -polarized,
the gap is 0.2 m in both x- and y-directions.

Now, we investigate the computational complexity and memory requirement of
ASED-AIM and compare them with conventional AIM. Figure 13.11 shows the re-
lationship between the computational time and the number of unknowns using the
ASED-AIM and the AIM. Figure 13.12 shows the relationship between the mem-
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Fig. 13.11 Relationship between computational time and number of unknowns consumed inside
the ASED-AIM (triangle line) and the AIM (circle line).
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Fig. 13.12 Relationship between memory requirement and number of unknowns consumed inside
the ASED-AIM (triangle line) and the AIM (circle line).

ory usage and the number of unknowns using the ASED-AIM and the AIM. From
these figures, we can see that using the AIM, the computational time and memory
requirement are proportional to the number of unknowns. When N reaches 105, the
memory requirement is above 103 MB and CPU time is above 103 s. When using
the ASED-AIM, the computational time and memory requirement are much less
than the conventional AIM; even when N reaches 10 million, the memory require-
ment is still below 103 MB and CPU time is about 103 s. Especially, they are nearly
the same when the number of unknowns is below 106. When the number of un-
knowns goes up beyond 106, the memory requirement and CPU time start to show
its proportion to the number of unknowns. This observation agrees well with the
previous complexity analysis. The memory requirement is O(M)+O(N0) while the
computational time is O(M logM)+ O(N0 logN0). When N0 is small as compared
to M, M determines the memory requirement and computational time. This means
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most of the time and memory have been spent on the first stage of the ASED-AIM.
From our present results, 168 MB memory and 50 s have been consumed in the first
stage. When N is smaller than 106, only several MB and seconds have been spent
in the seconds stage. When N is larger than 106, N0 becomes dominant in the cost
consumption. The memory requirement and CPU time both go up linearly with N0.

The method described above can also be extended to characterize 3-D finite pe-
riodic structures. In this case, a small domain with 27 cells is solved first. Then the
whole domain with 27 types of cell basis functions is considered and its problem
is solved by extending the above algorithm. In Fig. 13.13, the RCS values due to a
4×4×4 array shown in Fig. 13.8 are calculated using the ASED-AIM and the AIM
and then compared; the distances between each cell in x-, y-, and z-directions are all
0.2 m. The array is illuminated by a plane wave at normal incidence with electric
field θ -polarized. From Fig. 13.13 it is apparent that RCS results obtained using the
ASED-AIM and the AIM are in good agreement. The number of unknowns for the
4× 4× 4 array problem is 68,992, and its solution requires 507 MB memory and
178 s computational time using the ASED-AIM while it needs 1,200 MB memory
and 753 s using the AIM. Then we considered a 10×10×10 array problem whose
number of unknowns is over 1 million. It takes the ASED-AIM 516 MB memory
and 229 s to calculate the RCS result. Compared with 4× 4× 4 array problem, the
memory requirement and CPU time increase only very slightly, from 507 to 516 MB
and from 178 s to 229 s, respectively, but the number of unknowns has increased
from 68,992 to over a million. The 3-D situation is similar to a 2-D situation, which
demonstrates that the ASED-AIM is also very efficient to characterize 3-D periodic
structures.
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Fig. 13.13 Bistatic RCS of the 4×4×4 array with each cell shown in Fig. 13.8 when illuminated
by a plane wave at normal incidence of θi = 0o and φi = 0o with electric field θ -polarized. The gap
distances are all 0.2 m in x-, y-, and z-directions. The results are computed using the AIM (circle
line) and the ASED-AIM (solid line).
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Finally, a very large finite periodic structure with 100×100 array elements shown
in Fig. 13.8 is considered. The total number of unknowns is now 10.87 million.
The structure is illuminated by a plane wave at an incident angle of θ = 0o and
φ = 0o, and its electric field is θ -polarized. The calculated RCS values are shown
in Fig. 13.14. For such a large structure with over 10 million unknowns, the ASED-
AIM requires only 273 MB memory and 1,200 s in CPU time, which demonstrates
the high efficiency of the new method in solving large-scale periodic structure
problems.

From the above results, we can see that this new AIM approach is very efficient,
developed based on the ASED basis functions to characterize electromagnetic scat-
tering by large-scale finite periodic arrays. In the formulation, the volume–surface
integral equation (VSIE) is utilized, thus the method can be used to analyze arrays
with metallic and dielectric materials, especially the split-ring resonators and many
other types of planar LHM designs. Generally, two steps are most important when
this ASED-AIM is applied to solve the array problems. First, a small problem with
nine cells is solved for a 2-D array and with 27 cells for a 3-D array. The objective
is to obtain the ASED basis function. Second, the ASED basis function for each cell
should be used to solve the entire problem. The AIM has been modified to incorpo-
rate the ASED basis function which reduces greatly the memory requirement and
computational time in solving the array problems. The accuracy of the ASED-AIM
is comparable to that of the conventional AIM, in solving the large-scaled finite
array problems which involve a very large number of unknowns. Complexity anal-
ysis reveals that the memory requirement is O(M)+O(N0) and computational time
is O(M logM)+ O(N0 logN0) (where M denotes the number of unknowns in each
cell and N0 represents the number of cells of the entire array).
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Fig. 13.14 Bistatic RCS of the 100× 100 array with each cell shown in Fig. 13.8 at the normal
incidence of θi = 0o and φi = 0o with electric field θ -polarized. The gap distances are all 0.2 m in
x-, y-, and z-directions. The result is computed using the ASED-AIM.
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13.3 A Novel Design of Wideband LHM Antenna
for Microwave/RF Applications

13.3.1 Microstrip Patch Antenna and LHM Applications

A microstrip patch antenna [1] represents one kind of the most commonly utilized
printed antennas in practice. It enjoys its advantages of low profile, simple struc-
ture, low cost, and omnidirectional radiation patterns [2]. A narrow bandwidth is,
however, the main drawback of the microstrip patch antennas. Some approaches
have been therefore developed for bandwidth enhancement [6, 12]. Among those
common ones, one is to increase the height of the dielectric substrate while another
is to decrease the substrate dielectric constant. Certainly, the latter will induce the
matching circuits to be impractical due to excessively wide lines designed.

Since the artificial left-handed materials (LHMs) were proposed, theoretically
characterized, and experimentally realized [43, 32, 41, 36, 16], scientists and engi-
neers have tried various ways to bring these special material into practical applica-
tions. LHMs have even been successfully applied in optical frequency band, for ex-
ample, optical imaging [33, 17]. Although it is easier to realize LHM in microwave
frequency region for negative refractions, there was still little progress toward practi-
cal applications [40]. At microwave frequencies, potential applications include pri-
marily (a) substrate materials for antenna and microwave component designs and
fabrications and (b) absorbing materials for engineering and radar applications. For
example, split-ring resonators (SRRs) [41, 45, 19] and some other planar structures
[38] were applied in some antenna fabrications to minimize the size and enhance
the radiation. Also in some other designs, artificial magnetic materials [41, 44] with
stacks of SRRs under patch antenna were proposed and it was found that the res-
onant frequency of the ordinary patch antenna can be significantly reduced. There
are, however, still primarily fundamental issues at microwave frequencies: narrow
bandwidth (when both negative permittivity and negative permeability occur in the
same band) and high loss (due to the ohmic loss and radiation loss of inclusion
elements), and this drawback becomes especially serious when the SRR and other
inclusion types of LHM are used as the patch antenna’s substrate.

We want to enhance, in a completely different approach, the bandwidth and gain
of a conventional patch antenna by applying the planar LH-patterned structures di-
rectly on the upper patch and the bottom ground of the dielectric substrate, so that
the patch antenna can have an excellent performance. The new idea therefore opens
a new window for LHM applications at microwave frequencies.

13.3.2 A Novel Design of Wideband LH Antenna

A conventional microstrip patch antenna is usually mounted on a substrate and
backed by a conducting ground plane. In the present investigation, as shown in
Fig. 13.15, a planar left-handed material pattern on the rectangular patch antenna
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Fig. 13.15 (Color online) Three-dimensional view of layered configuration of the proposed patch
antenna and 2-D view of one front element.

mounted on the substrate is designed to enhance its horizontal radiation as well
as to broaden its working bandwidth via its coupling with the conducting ground
backed to the substrate and patterned in a different way. On the upper patch, the
periodic gaps are designed in the form of isolated micro-triangles. It is similar to the
Babinet metamaterials [16, 7]. On the bottom ground plane, periodically distributed
cross strip-line gaps are designed. To maintain the transmission consistency of in-
put energy, the metal in and around the feed-line area is, however, not etched. The
prototype and the dimension of the two patterned planes of the proposed antenna
are shown in Figs. 13.15 and 13.16. The left-handed characteristics of these patterns
were already demonstrated in [30] and thus will not be further discussed here. We
have also optimized the original patterns slightly to achieve a better performance
of the antenna. Physically, the upper patch and bottom plane are coupled to form
a C–L (capacitor–inductor) equivalent circuit and thus can induce backward wave

Fig. 13.16 (Color online) Two-dimensional view of proposed patch antenna with size denoted: (a)
front view and (b) back view.
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which travels along the plane of patch. In this connection, the radiation along the
patch direction is significantly enhanced.

An ordinary rectangular patch antenna of the same size is used as a reference for
comparison and both the conventional patch and the proposed new patch antenna
are fed by an off-centered microstrip line. The substrate used here is Duroid with a
relative permittivity of εr = 2.2, and its thickness is 31 mil. The area of the upper
patch mounted is 12×16 mm2. Two different widths g of the gaps (i.e., 0.3 and 0.4
mm) on the ground plane are assumed. Therefore, different inductance components
of the LHM characteristics can be obtained so as to control the resonance frequency
and also the working bandwidth of the designed antenna.

13.3.3 Simulation and Measurement Results

The LHM patch antenna was numerically simulated, physically fabricated, practi-
cally measured, and comparatively studied with theoretical results. To optimize it
for various parameters, a full wave finite element method simulator was used. The
computed S11 values of the proposed antenna and the original reference patch an-
tenna are obtained and shown in Fig. 13.17. Here the −10 dB bandwidth is used,
which corresponds to about 10% of the incident power being reflected. It is the nor-
mally accepted scientific and industry standard. As seen from Fig. 13.17, the – 10 dB
bandwidth of the conventional patch antenna is between 7.1 and 7.3 GHz (which is
relatively narrow). The proposed new antenna is designed to have the 0.4 mm gap at
the bottom, and the −10 dB bandwidth falls within 5.3 and 8.5 GHz, which is rather
wide. When the gap at the bottom becomes 0.3 mm, the −10 dB bandwidth turns
within 5.7 and 8.6 GHz.

Fig. 13.17 (Color online) Computed S11 values of the proposed antenna and reference patch
antenna.
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To verify the accuracy of designs, two proposed antennas with different gap
widths (one of which is shown in Fig. 13.18) are then fabricated and measured.
Experimental results are compared with numerically predicted results in Fig. 13.19,
and a good agreement between them is found.

(a) Front view of fabricated antenna
(b) Back view of fabricated antenna

Fig. 13.18 (Color online) Front and back views of a fabricated patch antenna.

Measurements of antenna gain are made within the entire frequency band as
shown in Fig. 13.20. The gain is generally above 4 dB with the peak of 7.2 dB.
Also, the simulated voltage standing wave ratio (VSWR) is well below 2 within the
frequency band as shown in Fig. 13.21, which satisfies the requirement of antenna
design. Due to the left-handed transmission characteristics, the wave propagation
along the patch induces the strongest radiation in horizontal direction instead of the
vertical direction of the conventional patch antenna. To further confirm this, two
frequencies, i.e., 6.66 and 7.77 GHz both in the working bandwidth, are randomly
chosen to characterize radiation of the antenna. According to the computed results,
the 3-D radiation patterns at these two frequencies are shown in Fig. 13.22. It is
apparent that the radiations are more directed to the horizontal directions. To further
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Fig. 13.19 (Color online) Computed and measured S11 values of the proposed antenna with differ-
ent gap widths.

verify the results, the measured co-polarization and cross-polarization radiation pat-
terns are plotted in 2-D in Figs. 13.23 and 13.24, respectively. The gain is found to
be able to reach as high as 7.14 dB, which is quite desirable for a single patch and it
would never happen if an ordinary patch antenna of this size is used. Also seen from
the 2-D patterns at both of these randomly picked frequencies, the radiated energy
is mainly focused in the x-direction in the case of the co-polarization. In the case of
the cross-polarization, the radiation level is well suppressed except at around 210◦
of the θ -direction in the x–y plane. So we may also take a good advantage of this
special characteristic for beam control.

From the above, we can see that this novel broad bandwidth patch antenna is
designed and fabricated using the LHM concept via the pattern-etched upper patch

Fig. 13.20 Measured antenna gain of proposed antenna (when gap = 0.4 mm). Shaded area shows
the working band.
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Fig. 13.21 Simulated VSWR of proposed antenna (when gap = 0.4 mm). Shaded area depicts the
working band.

(a) 6.66 GHz (b) 7.77 GHz

Fig. 13.22 (Color online) Computed 3-D radiation patterns at (a) 6.66 GHz and (b) 7.77 GHz,
respectively.

(a) 6.66 GHz (b) 7.77 GHz

Fig. 13.23 Measured radiation patterns of co-polarization (solid line) and cross-polarization (dot-
ted line) in the x–y plane at (a) 6.66 GHz and (b) 7.77 GHz, respectively.
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(a) 6.66 GHz (b) 7.77 GHz

Fig. 13.24 Measured radiation patterns of co-polarization (solid line) and cross-polarization (dot-
ted line) in the x–z plane at (a) 6.66 GHz and (b) 7.77 GHz, respectively.

and bottom ground plane which form a C–L equivalent circuit of negative index
for enhancing the antenna performance. Both simulated and measured results are
obtained and the working frequency bandwidth of the rectangular patch antenna is
significantly broadened (from about 200 MHz to 3 GHz).

In fact, this new patch antenna designed using the LHM concept has very high
efficiency of above 98% according to simulation results, very low loss (or high gain
according to measurements) and low VSWR. Practical experiments demonstrate a
general agreement in trends between simulation and measurement results of the S-
parameters and the antenna patterns. Most interesting thing is that this new antenna
could radiate toward the horizontal directions within the entire working frequency
band, while the vertical radiation is well suppressed – which is a completely dif-
ferent feature from the traditional patch antennas and can lead to many practical
applications in wireless communication subsystems.
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Chapter 14
Experiments and Applications of Metamaterials
in Microwave Regime

Qiang Cheng, X. M. Yang, H. F. Ma, J. Y. Chin, T. J. Cui, R. Liu and D. R. Smith

Abstract In this chapter some experiments and applications of metamaterials in
the microwave regime have been presented. Although metamaterials are composed
of structures with finite periodicity, they can still be regarded as effective medium
when the periodicity is far smaller than the wavelength. We discuss some interesting
experiments such as the tunneling structure and the partial focusing phenomenon
and investigate several applications like gradient index circuit and the Luneberg
lens antenna. The simulation and experimental results show that metamaterials may
have great potentials in the design of microwave devices and antennas.

Key words: Anisotropic metamaterial, zero index metamaterial, broadband meta-
material, complementary metamaterial, tunneling effect, Luneberg lens antenna,
partial focusing, microwave retarder, polarizer, beam steering.

14.1 Introduction

As introduced in the previous chapters, the metamaterials are actually artificial com-
posites, which are composed of periodic arrays of electric or magnetic resonators.
These basic units have offered us a powerful way to adjust the electromagnetic
characteristics (i.e., the permittivity and the permittivity) of the materials freely by
changing the unit patterns or dimensions. Therefore we can design various kinds of
inhomogeneous media in order to meet the requirements of specific devices like the
lens antennas or tunneling bends which will be discussed below.
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In practice metamaterials are often used in the design of narrow-band devices
due to the high Q-value of the resonant units. Furthermore, the loss of the artifi-
cial materials may be another obstacle for the realistic application. In some typical
experiments or applications for metamaterials, such as negative refraction lens or
the invisible cloak, the bandwidth and the material loss have severely affected the
performance of the related devices. Recently, more and more attentions have been
focused on the applications based on the broadband, low-loss metamaterials, like
the carpet cloak, where the I-shaped units have been used.

In the following sections, six interesting experiments or applications will be in-
troduced. The results show that metamaterials are good candidates to replace the
traditional devices in some cases, which is very important for the development of
the area in the future.

14.2 Gradient Index Circuit by Waveguided Metamaterials

In this section, the metamaterial-based gradient index (GRIN) lens are proposed and
demonstrated as an example of inhomogeneous effective medium realized by meta-
materials in microwave region [18]. Two distinct designs of GRIN lenses, beam-
steering and focusing lens, have been described in this section. Both designs are
restricted to 2D cases.

The beam-steering lens characterizes a constant gradient index along one direc-
tion. It can deflect incident wave toward the side with relatively large index. From
geometrical optics, the deflection angle of a normally incident beam by a beam-
steering lens whose index grades perpendicular to the incident radiation is given by
the formula [37]

sin(θ) = t ·dn/dx, (14.1)

where θ is the beam-steering angle, t is the thickness of the lens along z-axis, and n
is its refraction index relative to free space which grades along x-axis. The external
beam is incident from z-axis.

Equation (14.1) assumes that the index of beam-steering lens varies continuously
while in practice metamaterials are composed of periodic structures whose refrac-
tion index varies discretely in space. Therefore, in order to design GRIN lens based
on metamaterials, Eq. (14.1) should be modified to the difference form

sin(θ) = NzazΔn/ax, (14.2)

where az and ax are metamaterial unit cell separations along z- and x-axes, respec-
tively. Nz is the number of unit cells along z-axis and Δn is the linear difference
of relative refraction index between two neighboring unit cells along x-axis. In
this design, the unit cell dimensions are chosen to be Nz = 6, az = 3.5mm, and
ax = 3.45mm. Given the wave deflection angle (10◦ here) and the refraction index
of the first metamaterial unit cell, all refraction indexes along the x-direction can be
determined using Eq. (14.2). In the design, the index range is from 1.3537 to 2.1929



14 Experiments and Applications of Metamaterials in Microwave Regime 323

with Δn = 0.029, which indicates that there are totally 30 metamaterial unit cells
along the x-direction. Note that all metamaterial unit cells are the same along the
z-direction but linearly distributed in the x-direction.

The gradient index focusing lens is also a kind of lens whose refractive index
has a gradual variation, which is in the direction perpendicular to the optical axis.
Unlike the traditional curve-shaped lens, the GRIN focusing lens has planar optical
surfaces, causing the light rays to bend continuously within the lens until finally
they are focussed on a spot. Now GRIN focusing lenses are commonly used in the
optical region, like photocopiers and scanners, in which a lot of very small lenses
are needed to be mounted together. To design the focusing slab, again the gradient
index optics is applied to the distribution of refractive index along the x-axis, which
is expressed as

Δni =

√
(i ·ax)2 + f 2 − f

Nz ·az
, (14.3)

In the above formula, i is the sequence number of unit cell starting from the middle
of the slab along the x-axis and the middle unit cell holds the first sequence number
0. Besides, f gives the focal distance and Δni represents the index difference be-
tween the ith unit cell and the middle unit cell. The incident beam propagates along
z-axis. In the design, a six-layer (Nz = 6) focusing slab with 29 unit cells along the
x-direction is constructed. The refraction index varies from 1.7589 in the middle
to 1.3537 on two ends, resulting in a 42 mm focal distance in simulation at 9.5
GHz. Note that the theoretical calculation from Eq. (14.3) gives the focal distant of
90 mm. However, due to the abberation and boundary effect of gradient index lens,
the simulated focal distant deviates from the theoretical value.

Various kinds of electrical small resonant particles could be used as the metama-
terial unit cells to construct GRIN lenses designed above. In the literature, split-ring
resonators (SRRs) array was chosen to form bulk inhomogeneous GRIN metamate-
rial [6, 9, 37]. Here, a configuration of waveguided metamaterial by array of com-
plementary split-ring resonators (CSRRs) [8] is introduced and utilized. In this con-
figuration (shown in Fig. 14.1), CSRR array is integrated into a planar waveguide.
The planar waveguide height is h = 1mm. CSRR array pattern is milled out in the
lower metal plate attaching to an FR4 substrate with the thickness of 0.2026mm.

Fig. 14.1 Configuration of
the waveguided metamate-
rials composed of split-ring
resonators array.
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The substrate is cut by 0.1mm due to the milling-machine fabrication. The rela-
tive permittivity and dielectric loss tangent of FR4 are 4.4 and 0.02, respectively.
Similar to bulk metamaterials, the milling out CSRR structure can form equivalent
electromagnetic medium by providing proper response inside the planar waveguide.

Retrieval process can be applied in the planar waveguide to extract the electro-
magnetic parameters of the waveguided metamaterial. The detailed approach can
be found in Ref. [17]. Typically, as mentioned in Ref. [17], in the planar waveguide
configuration CSRR behaves as an electric resonator, responding to the electric field
penetrating across the milling-out complementary structure. Note that only TEM
modes in the planar waveguide is supported if the height of waveguide is less than
half wavelength. Figure 14.2 illustrates the CSRR structure and retrieved permittiv-
ity and permeability in the planar waveguide using the commercial software Ansoft
HFSS 10.0. The permittivity and permeability responses shown in Fig. 14.2 exhibit
electric resonate property with frequency dispersion and spatial dispersion [16]. It
indicates that such type of waveguided metamaterials behave just like volumetric
metamaterials.

Fig. 14.2 Retrieval results
for CSRR structure with
dimensions: rr = 0.6 mm,
w = 0.25 mm, g = 0.25 mm,
l = 3.2 mm, ax = 3.45 mm,
and az = 3.5 mm. The CSRR
structure is shown in the inset.
Copyright c©2009 American
Institute of Physics.

Therefore, by use of the proposed 2D planar waveguided metamaterials, vari-
ous designs based on the electromagnetic theory or gradient index optics can be
implemented conveniently in planar circuits or waveguide systems. The effective
permittivity can be flexibly achieved through the careful design of CSRRs. As an
example, the effective wave impedance and refraction index of CSRR at 9.5 GHz
(before resonance) in terms of CSRR’s corner radius, rr, are illustrated in Fig. 14.3.
The corresponding fitted curves are also shown in Fig. 14.3. Although other geomet-
rical dimension of the unit cell structure can also tune electromagnetic response, it
is found in simulation that the change of rr can achieve large index variation. More-
over, usage of the frequency region right before the resonance can result in good
impedance matching condition (Z = 1).

Note that results in Fig. 14.3 correspond to CSRR unit cells with the same size
as the earlier description, that is, az = 3.5mm and ax = 3.45mm. According to
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Fig. 14.3 Relationship be-
tween the dimension rr of
CSRR and its effective index
and impedance. Copyright
c©2009 American Institute of

Physics.

the dependence of refraction index on the corner radius rr, each CSRR unit cell’s
detailed dimension (rr) can be implemented to meet all unit cell index requirements
determined from Eqs. (14.2) and (14.3). The design frequency is 9.5 GHz.

Then the CSRR array-based GRIN lens samples are fabricated and their near-
field distributions are measured using a 2D near-field microwave scanning appara-
tus (2D mapper), which has been described in detail in Ref. [14]. Figure 14.4(a)
depicts the configuration of waveguided metamaterials measurement, in which the
upper metal plate of 2D mapper is not closed. Figure 14.4(b) shows the fabricated

Fig. 14.4 (a) Measurement
configuration and (b) the
fabricated beam-steering lens
sample.



326 Qiang Cheng et al.

beam-steering lens sample. To achieve a strong signal from source and avoid large
reflection, we additionally place two metal ramps before and after the sample. The
height between the sample and upper metal plate of 2D mapper is controlled to be
1 mm.

Figure 14.5(a) shows the mapping result of beam-steering sample at 9.5 GHz, in
which the deflection angle is observed around 12◦, agreeing with the theoretical de-
sign very well. Due to the careful control on impedance, the return loss is relatively
lower than that of the traditional lenses. The differences in deflection angles are
due to the inaccuracy of fabrication, the height-control error, and the PCB substrate

Fig. 14.5 (a) The mapping
result of the near-field distri-
bution of the beam-steering
sample at 9.6 GHz and (b) the
mapping result of the near-
field distribution of the beam
focusing sample at 9.6 GHz.
Copyright c©2009 American
Institute of Physics.
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variation. Figure 14.5(b) illustrates the near-field mapping result of the focusing
lens. The focal distance is 40 mm, which is very close to the design.

14.3 Experimental Demonstration of Electromagnetic Tunneling
Through an Epsilon-Near-Zero Metamaterial at Microwave
Frequencies

In this section, we will analyze the tunneling phenomenon based on the metama-
terial with the permittivity close to zero [17]. It shows that this property could be
widely applied in the design of microwave components such as filters and transmis-
sion lines.

In the family of artificial metamaterials, the materials with the electric permittiv-
ity ε or the magnetic permeability μ less than unity have attracted the attentions of
many scientists due to their unusual electromagnetic properties. Although metama-
terials usually have more loss near the resonant frequencies, they can still be used
to develop some useful devices. Recently more and more attentions have been fo-
cused on the zero index metamaterials: either the permittivity ε or the permeability
μ approaches zero, or both are near zero simultaneously. The wavelength in these
materials are extremely large compared to that in free space; however, the physical
dimensions of the unit cells for metamaterials are still small.

It has been reported that the zero index metamaterials could be used to design
some interesting devices like highly directive antennas [7] and compact resonators
[15]. The tunneling of electromagnetic waves through an arbitrarily shaped epsilon-
near-zero (ENZ) channel has also been proved, which is a good solution for wave
transmission around the junctions with great impedance mismatch.

In this experiment, we use the planar complementary split-ring resonators (CSRRs)
to replace the volumetric metamaterials made of the wire medium. The CSRR struc-
ture was first investigated by Falcone et al. based on the Babinet principle [8]. It usu-
ally has an electric response under the excitation of the external electric field normal
to the CSRR surface. Therefore a waveguide with CSRR patterns at the bottom is
equivalent to a hollow waveguide filled with the metamaterials.

The experiment was performed in a planar waveguide apparatus [14]. Three
waveguide sections have been set up by adjusting the height h of bottom plate,
as shown in Fig. 14.6, where the left and right regions are planar waveguides with
h = 11 mm and the middle region is a narrow waveguide with h = 1 mm. The pla-
nar waveguide is bounded by absorbing material on each side to reduce the wave
reflection. And the main mode for this waveguide is nearly TEM waves as has been
measured through experiment [14]. Note that the difference of the height for the
three regions may cause severe impedance mismatch which prevents waves trans-
mitting from left waveguide to the right, except that the resonance condition exists
related to the channel length and the effective wavelength. The tunneling principle
could be simply described as
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Fig. 14.6 Experimental setup with a planar waveguide, in which h = 11 mm, hw = 10 mm, d =
18.6 mm (16.6 mm for CSRR Regime), w = 200 mm.

R =
R12(1− ei2k2zd)
1−R2

12ei2k2zd
, (14.4)

in which R12 = (Z2 − Z1)/(Z2 + Z1). R12 is the reflection coefficient between the
planar waveguide and the channel, d is the effective length of the channel, and k2z is
the wave vector inside the channel. Z1 and Z2 are the effective wave impedance at the
transition outside narrow channel and the one inside narrow channel. It is clear that
the reflection coefficient vanishes when ε and μ are simultaneously approaching
zero, since 1 − ei2k2zd ≈ 0 while 1 − R2

12ei2k2zd �= 0. In the current configuration,
however, since Z1 � Z2 (extremely small channel area), the only approach to reach
impedance match through manipulating the medium property inside the channel is
to increase the wave impedance inside the channel for the sake of R12 = 0, that
is, according to Z2 =

√
μ0/εe f f , to make effective permittivity very small – near

zero, which is actually another type of tunneling effect. It is easy to establish the
equivalence between the ENZ metamaterial and the CSRR structure through the
retrieval procedure depicted in Fig. 14.7. In order to obtain the effective permittivity
of the CSRR unit, the commercial electromagnetic software Ansoft HFSS has been
used to simulate the corresponding S-parameters. The simulation configuration is
shown in Fig. 14.7(b), which is different from the common setup for the volumetric
metamaterial unit. The polarization of the incident state could be determined by the
PEC and PMC boundaries on the sides of the computational domain. The height
for the waveguide is 1 mm and the gap between the upper and lower PEC plates
is 11 mm. The radiation boundaries have been assigned at the surfaces below the
two ports. Note that the ports are placed far enough to avoid the coupling between
the structure and the ports. The de-embedding algorithm has been used to remove
the phase shift of the waveguide regions without the CSRR patterns. Figure 14.7(a)
shows the retrieval result for the CSRR unit and Fig. 14.7(c) shows the simulation
setup for the whole tunneling structure. The permittivity of the CSRR structure ε
is near zero at approximately 8.8 GHz, where tunneling through the channel can be
expected to occur.

We have roughly estimated Z1 = 11Z0 and Z2 = Z0/
√εe f f ,r in order to use a sim-

plified model for direct calculation of transmission and reflection from Eq. (14.4).
Here we choose the effective length d to be 13mm considering the influence of
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Fig. 14.7 Retrieval results, di-
mensions of CSRRs, and sim-
ulation setup. (a) Extracted
permittivity and CSRRs’ di-
mensions, in which, a = 3.333
mm, b = 3 mm, c = d = 0.3
mm, and f = 1.667 mm. (b)
Simulation configuration for
CSRR unit cell: d = 11 mm,
h = 1 mm, and L = 23.333
mm. (c) Configuration of tun-
neling effect simulation.

high-order modes at transition. It is clear that εe f f ,r is required to be 1/121 in terms
of impedance match. The result for the simplified model has been compared with
the simulation result in Fig. 14.9, where we can see that the two curves matche
very well. In Fig. 14.8(a), the poynting vector distribution has been given along the
whole structure at 8.8 GHz, where we can see that the waves are squeezing to the
narrow channel while high-order modes emerge at transition point, which changes
the effective wave impedance of planar waveguide. To validate the ENZ proper-
ties of the CSRR region, a channel patterned with CSRRs was fabricated and its
scattering was compared to an unpatterned control channel. Both the CSRR and
control channels were fabricated upon a copper-clad FR4 circuit board with the
thickness 0.4 mm. The array of CSRR elements (shown in Fig. 14.7) was patterned
on the circuit board using standard photolithography. Altogether 200 CSRRs (5 in
the propagation direction, 40 in the transverse direction) were fabricated on the FR4
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Fig. 14.8 (a) Simulated
poynting vector distribution in
the planar waveguide. (b) The
simplified medium model for
theoretical prediction. Copy-
right c©2008 The American
Physical Society.

board. The CSRR/control substrates were then placed on a styrofoam support, with
dimensions 18.6×10×200(mm3). Copper tape was used to cover the sides of the
styrofoam to ensure the good electrical contact between the copper-clad substrates
and the bottom plate of the waveguide. X-band waveguide-to-coaxial adapters were
used to connect the waveguide to a vector network analyzer.

At first the control sample was placed in the 2D planar waveguide and the corre-
sponding transmission coefficient was measured. The results are shown in Fig. 14.9
and compared with those from the simplified model calculation and the numerical
simulation based on HFSS. The passband of the control slab has shifted to 7 GHz
compared to that in the simulation. The frequency shift may be caused by the differ-
ences between the experimental environment and the simulation model (for exam-
ple, finite slab width and fluctuation of channel height). The simulation curve and
the measurement curve agree very well if the frequency scale is uniformly shifted
(note the two scales indicated on the top and bottom axes). When the control slab is
replaced by the CSRR channel, the measured transmitted power (shown in Fig. 14.9)
reveals a passband near 7.9 GHz (8.8 GHz from the simulation) which is identical
with retrieval prediction. In the control case the passband vanishes, which shows that

Fig. 14.9 Experimental, the-
oretical, and simulated trans-
missions for the tunneling
and control samples. Copy-
right c©2008 The American
Physical Society.



14 Experiments and Applications of Metamaterials in Microwave Regime 331

Fig. 14.10 Two-dimensional mapper results at 8.04 GHz: (a) field distribution of tunneling sample
and (b) field distribution of control. Copyright c©2008 The American Physical Society.

electromagnetic tunneling takes place at approximately the frequency where the ef-
fective permittivity of the ENZ region approaches zero. To further demonstrate that
the emergence of the passband is due to the tunneling phenomenon with ε ≈ 0,
phase-sensitive maps of the spatial electric field distribution throughout the chan-
nel region were constructed [15]. The electric field magnitude was mapped inside
a 180× 180 (mm2) square region for both the copper control and CSRR channels.
In Fig. 14.10, the mapped fields for both cases have been plotted at f = 8.04 GHz,
where the effective permittivity approaches zero. Note that the color scale is dif-
ferent since the field is normalized by the average field strength. It is obvious that
electromagnetic waves are allowed to transmit through the CSRR region. However,
little energy could propagate through the control slab. Note the uniform phase vari-
ation across the channel at the tunneling frequency, f = 8.04 GHz.

The phase distribution gives a further demonstration on the tunneling effect
through the ENZ channel instead of the Fabry–Perot-like resonant scattering, as
shown in Fig. 14.11. This mechanism of transmission has been investigated in detail
by Hibbins et al. [11]. Strong phase variation exists across the control channel at f =

Fig. 14.11 Phase shift for 5
unit cell tunneling sample at
8.04 GHz and control at 7
GHz. Copyright c©2008 The
American Physical Society.
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7 GHz, as shown in Fig. 14.11, which corresponds to the passband in Fig. 14.9. The
phase advance within the channel implies that the propagation constant is non-zero.
The large transmittance results from a resonance condition related to the length of
the channel. By contrast, the spatial phase variation for the CSRR channel is shown
in Fig. 14.11 for f = 8.04 GHz (the passband of the CSRR loaded channel), where
we can see that the phase advance across the channel at this frequency is negligible.
The phase variation is near zero, which shows that εe f f for the CSRR slab is very
close to zero. Although the CSRR structures are not volumetric metamaterials, we
can see that the waveguide with CSRR patterns etched at the bottom plate can still
be treated as a planar waveguide filled with ENZ medium. The ENZ medium could
be used as highly efficient couplers in microwave and THz devices. Also it can be
used in the visible frequency band where the ENZ medium could be realized by
metals like silver or gold.

14.4 Partial Focusing by Indefinite Complementary
Metamaterials

In this section, a partial focusing experiment by indefinite waveguided metamaterial
in microwave region is demonstrated. Indefinite metamaterials refer to metamateri-
als whose effective permittivity or permeability take the form of tensors [33, 34, 36].
Similar to the isotropic metamaterials, indefinite metamaterials are also composed
of electric or magnetic resonant units. These materials may find exotic character-
istics due to their complex dispersion relations [36]. Therefore they have aroused
many interest within the scientific community. Some interesting applications have
been proposed based on these artificial materials, such as invisible cloaks and energy
localization devices [29, 2].

The partial focusing phenomenon has ever been investigated in Ref. [35] us-
ing the 3D split-ring resonators. The focusing phenomena in the indefinite meta-
materials have also been investigated by other groups with different techniques
[13, 21, 28, 38]. Here, a waveguided resonant structure is utilized to construct indefi-
nite metamaterials for partial focusing [3]. The proposed waveguided metamaterials,
unlike bulk metamaterials, are made up of 2D periodic units and usually comple-
mentary to normal bulk metamaterial units. These complementary structures, which
were first investigated by Falcone et al. in 2003 [8], can still be regarded as meta-
material units when their dimensions are much smaller than the wavelength of the
TEM mode in planar waveguide [17, 18].

Note that there is another kind of 2D indefinite metamaterials (TIM) previously
investigated in [1], where inductor–capacitor grids act as TIM units. However, in
such configuration, waves or signals can only be guided along the circuit compo-
nents, and they cannot penetrate the areas within the grids. Therefore this kind of
TIM is actually only valid from the circuit point of view.

In the present TIM configuration, CELC structure has been selected as the ba-
sic metamaterial unit, as illustrated in Fig. 14.12. The CELC structure refers to the
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Fig. 14.12 Waveguided meta-
material composed of CELC
structure is chosen to realize
the indefinite medium for par-
tial focusing.

planar-waveguide unit with the ELC pattern etched at the bottom metallic plate.
When the working frequency is selected to be lower than the cutoff frequency for
the second-order mode (TE mode) of the planar waveguide, only the dominant TEM
mode could be supported. The corresponding electric field is just parallel to the axis
of the CELC unit in the z-direction and the magnetic response will be produced
under the excitation of the dominant mode. Note that the components of the perme-
ability tensor in the x- and y-directions are different since the shape of the CELC
unit is not identical in these two directions. Therefore the effective medium com-
posed of the CELC particles is actually indefinite, which is suitable for realization
of the partial focusing phenomenon as will be discussed later.

The principle of partial focusing by indefinite medium was discussed in Ref.
[35]. The dispersion relation for the TM to z-wave in the indefinite medium,
whose permittivity tensor is ¯̄ε = x̂x̂εx + ŷŷεy + ẑẑεz and the permeability tensor is
¯̄μ = x̂x̂μx + ŷŷμy + ẑẑμz, is expressed as [36]

k2
x

μy
+

k2
y

μx
=
(ω

c

)2
εz. (14.5)

It is obvious that when μy < 0, μz > 0, and εx > 0, the dispersion curve for Eq.
(14.5) is a hyperbola. In such a case, the phase velocity of the incident TM to z-
waves will undergo a positive refraction, while the group (or energy) velocity will
undergo a negative refraction at the boundary between air and the indefinite medium,
which will help to refocus the incident waves inside or outside the slab [35]. In Ref.
[35], ray-tracing diagram has been given to describe the propagation of the waves
emitted from a source in front of the indefinite slab, showing the occurrence of
negative refraction at the interface between air and the indefinite medium, and also
the existence of partial focusing for incident waves.

Figure 14.13 roughly shows the configuration of our waveguided metamaterials-
based partial focusing experiment. In the configuration, the planar waveguide is
divided into three regions. The middle region is covered by an indefinite slab
mentioned above, the left and the right regions are occupied by air, with the
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Fig. 14.13 (Color online)
Theoretical model for partial
focusing in a planar waveg-
uide. An indefinite metama-
terial slab is inserted into
the waveguide, with a dipole
source excitation.

permittivity ε0 and the permeability μ0. An electric dipole is placed before the
anisotropic slab, whose ends are connected with the top and bottom perfectly
electric conducting plates, respectively, yielding TM to z-waves within the planar
waveguide.

In Fig. 14.12, the CELC region can be regarded as the effective indefinite slab
in the model shown in Fig. 14.13. In order to get the effective permittivity and per-
meability of the CELC unit for partial focusing slab design, full-wave numerical
simulations have been made to obtain the S-parameters for the whole structure.
Then, the standard retrieval procedure is performed to get the effective medium
parameters [32]. The detailed description for the simulation setup could be found
in Ref. [17]. Note that in order to retrieve the effective medium parameters, it
is not sufficient to simulate only one CELC unit due to the strong mutual cou-
pling between adjacent CELC structures. Therefore, the advanced parameter re-
trieval method has been adopted, which is quite efficient for the resonant struc-
tures with strong coupling among the neighbors [12]. Two different simulations
with orthogonal wave incident directions are needed to get the components of the
permittivity and permeability tensors when the magnetic field of the TEM mode is
along x- and y-directions, respectively, as shown in Fig. 14.14. Both simulation se-
tups have been shown in Figs. 14.14(a) and (b). Two sets of effective permittivity
and permeability curves for these two simulation setups are shown in Figs. 14.15
and 14.16, respectively. The effective εz and μx from Fig. 14.14(a) are plotted in

Fig. 14.14 Simulation setups for the anisotropic CELC unit cell where the plane waves are inci-
dent from two orthogonal directions.
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Fig. 14.15, while the effective εz and μy from Fig. 14.14(b) are demonstrated in
Fig. 14.16.

From Figs. 14.15 and 14.16, it is clear that the effective εz varies a lot in the
observation band in the two cases due to the particle response and the coupling be-
tween adjacent units. However, at the design frequency, f = 11.5 GHz, both εz are
quite close to each other. In Fig. 14.15(a), εz = 1.085− i0.1123 and in Fig. 14.16(a),
εz = 1.047− i0.1338. Hence it can be assumed that at 11.5 GHz the effective permit-
tivity in the z-direction does not change for waves incident from x- and y-directions.
From Figs. 14.15 and 14.16, it can also be observed that μx = 2.489 + i0.193 and
μy = −0.970 + i0.122 at 11.5 GHz. The extracted effective constitutive parame-
ters have already met the requirements for the anisotropic slab to realize the partial
focusing.

The fabricated partial focusing sample is shown in Fig. 14.17(b), where the
CELC patterns are etched from copper-clad FR4 circuit board with the thickness
of 0.2 mm. Standard photolithography has been used in the fabrication. The dimen-

Fig. 14.15 The effective
permittivity and permeability
curves for the simulation
setup in Fig. 14.14(a). (a) εz.
(b) μx. Copyright c©2008 The
American Physical Society.
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Fig. 14.16 The effective
permittivity and permeability
curves for the simulation
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American Physical Society.
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sions for the CELC unit shown in Fig. 14.12 are selected as pr = 3.333 mm, p = 3
mm, and w = g = 0.3 mm, and the thickness of the copper layer is 0.018 mm. There
are altogether 12 units in the longitudinal direction and 60 units in the transverse
direction and the sample is placed upon a cubic styrofoam.

A 2D near-field microwave scanning apparatus (2D mapper) is used for observa-
tion of the field distributions in the planar waveguide and within the CELC region
in the subsequent experiment. The 2D mapper is a parallel-plate waveguide appara-
tus in the X-band frequencies [14], as shown in Fig. 14.17(a). There is a probe in
the upper plate of the waveguide, which can measure the electric field at different
positions with the network analyzer. The gap between the top and bottom plates is
11 mm. In the experiment, the gap between the patterned planar CELC sample struc-
ture and the top metal plate of the waveguide is kept as 1 mm. There is a hole below
the CELC patterns, as shown in Fig. 14.17(b), where the excitation antenna could

Fig. 14.17 (a) The experi-
mental setup for the partial
focusing. (inset) Side view
of the experimental setup.
(b) Details of the fabricated
CELC sample. Copyright
c©2008 The American Physi-

cal Society.
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protrude into the waveguide after penetrating the styrofoam. Two metallic ramps are
placed on each side of the sample to avoid the severe impedance mismatch due to
huge difference between the height of the 2D mapper and the gap in the CELC re-
gion (see the inset in Fig. 14.17(a)). There are two copper regions beside the CELC
patterns on the circuit board, which forms a planar waveguide together with the top
PEC plate. Thus the experimental configurations are consistent with the theoretical
model described in Fig. 14.17. To reduce the reflection of electromagnetic waves at
the edge of plates, a ring of microwave absorber with saw-toothed pattern has been
placed near the boundary of the 2D mapper.

The experimental result for the distribution of the real part of the electric field
in the internal and external regions of the CELC array at 11.5 GHz is shown in
Fig. 14.18, where the sign “X” indicates the location of the excitation antenna, and
the region between the two dashed lines are covered with the CELC structures. From
Fig. 14.18 it is obvious that there exist several foci inside and outside the indefinite
slab. The waves continue to propagate radially behind the focus above the slab,
just like the cylindrical waves radiated from a 2D point source. The corresponding
numerical simulation has also been made using the software package HFSS at f =
11.5 GHz, which is based on the extracted permittivity and permeability mentioned
above. The distribution of the real part of the electric field is illustrated in Fig. 14.19.
It can be seen that the experimental result and the numerical simulation has excellent
agreement and the partial focusing phenomenon is quite obvious. Note that the field
amplitudes in the two figures are not consistent since the excitation current in the
simulation is not the same as that in the experiment.

Fig. 14.18 The experimental
result for the electric field
distributions inside the 2D
mapper at 11.5 GHz. Copy-
right c©2008 The American
Physical Society.

X
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Fig. 14.19 The distribution of
simulated electric fields in a
section of the planar waveg-
uide at 11.5 GHz. Copyright
c©2008 The American Physi-

cal Society.

14.5 A Metamaterial Luneberg Lens Antenna

In this section, we will show how the Luneberg lens antenna is constructed by the
artificial metamaterials [24]. It has been shown that metamaterials may find a lot of
potential applications [26, 27, 31, 29, 37] based on their novel physical properties.
The most significant characteristics of metamaterials is that it can be designed to
achieve any permittivity and permeability in principle, which is very important for
the microwave device composed of the materials with varying refraction index. The
Luneberg lens [22] antennas have been used widely as a kind of mature technology
at the microwave frequency, which is spherically symmetrical. The refractive index
of the Luneberg lens varies from 1 to

√
2 and satisfies n =

√
2− (r/R)2, where

R is the radius of the lens and 0 ≤ r ≤ R. Usually the lens is made up of some
homogeneous dielectric concentrically layered media with different permittivities.
Luneberg lens can transform the cylindrical/spherical waves from a point source on
the surface r = R into plane waves on the diametrically opposite side of the lens,
which also can focus parallel beams of waves from any different direction at the
other surface of the sphere. One application of the Luneberg lens is mobile satellite
communications based on its high degree of symmetry. However, the Luneberg lens
in practical is expensive and bulky limited by the existing materials and fabricating
technology.

Here we have designed and realized a 2D metamaterial Luneberg lens antenna.
The metamaterial units are carefully designed based on the non-resonant artificial
structures [19], whose relative refractive index can be varied from 1.1 to 1.414 ex-
actly. So the novel metamaterial Luneberg antenna can be achieved with metamate-
rials which is made up of the non-resonant structures. The near-field distributions of
the 2D metamaterial Luneberg lens antenna are measured using 2D near-field mi-
crowave scanning apparatus (2D mapper) [14] and the radiation pattern is obtained
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using near–far-field transformation technology [23]. Both the near-field distributions
and the radiation pattern of the experiment all have good agreements with the sim-
ulations, which show the exact directivity and high gain performance. Compared to
the traditional Luneberg lens, the metamaterials whose refractive indexes vary from
1 to 1.414 can be easily realized with the non-resonant artificial structures, so the
novel metamaterial Luneberg lens is easier to fabricate at a lower price with the
lighter weight.

It is well known that the 2D Luneberg lens has the circular symmetry with the re-
fractive index varying as n =

√
2− (r/R)2, where the R is the radius of the Luneberg

lens and 0 ≤ r ≤ R. Here, a metamaterial Luneberg lens is designed at the fre-
quency f = 8 GHz with the radius R = 49.4 mm (Fig. 14.20). A series of rectan-
gular grids with different lengths are applied to approach a circle (whose radius is
R = 49.4 mm) in order to realize the refractive index n of the Luneberg lens, as
shown in Fig. 14.21(a). The width of each rectangular grid is Δy = 3.8 mm. The
refractive index distributions for discrete Luneberg lens is shown in Fig. 14.21(b).
Therefore the refractive index in each rectangular grid, which has the gradient dis-
tributions along the x-axis as shown in Fig. 14.21(b), should be exactly designed

Fig. 14.20 The design of metamaterial Luneberg lens antenna: (a) the discrete rectangular grid
approaching to a circular Luneberg lens; (b) the relative refractive index distributions; (c) the ex-
perimental sample of the lens; and (d) the details of the metamaterials in (c).
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Fig. 14.21 The relationship between the geometry of the I-shaped and the effective parameters.

by using the metamaterials. The non-resonant structures (I-shaped) are chosen to
realize the required metamaterials as illustrated in Fig. 14.21(c) and (d). To support
the pieces of printed circuit boards, the foam with relative permittivity ε f = 1.2 is
chosen and the electromagnetic responses of the I-shaped structure are shown in
Fig. 14.21 by changing the length of g, where ax = az = 3.8 mm, w = 0.2 mm,
and d = g + 2w. In this experiment the PCB is chosen to be the copper-clad F4B
with thickness 0.25 mm and the thickness of the copper layer is 0.018 mm. When
g varies from 0.2 to 2.4 mm, the corresponding relative permittivity εr increases
gradually from 1.31 to 2.38 and the relative permeability μr decreases gradually
from 1 to 0.97, as shown in Fig. 14.21. Therefore the relative refractive index of the
I-shaped structures varies from 1.15 to 1.52 and the characteristic impedance varies
from 0.96 to 0.7.

According to the parameters listed above, the metamaterials can meet the require-
ment for the refractive index distributions of the Luneberg lens and the impedance
matching can also be achieved. Note that the minimum n achieved with the design is
1.15, so the relative refractive indexes of the discrete Luneberg lens as shown in Fig.
14.21(b), where n is smaller than 1.15, are all designed to 1.15. In the equipment of
the metamaterial Luneberg lens antennas in Fig. 14.21(c), there are 24 boards with
different lengths embedded in the foam to realize the required relative refractive in-
dexes and 1548 unit cells are involved in our design. A conducting reflector is used
to restrain the back radiation excited by the source to improve the directivity of lens
antenna.
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Fig. 14.22 The sample of
metamaterial Luneberg lens
antenna located in the 2D
mapper.

In order to observe the electric field distributions of the metamaterial Luneberg
lens antenna, the 2D near-field microwave scanning apparatus (2D mapper) is used
in this experiment. The 2D mapper is a parallel waveguide as shown in Fig. 14.22,
the distance between two metal plates is 13 mm, and a probe drilled through the
bottom layer serves as the 2D point source. The height of the sample is 12 mm
and the sample is located at the bottom metal plate, so the probe actually serves as
the source of the lens as shown in Fig. 14.22. The radius of the lens is R = 49.4
mm and the designed frequency f = 8 GHz. The measured result has a good agree-
ment with the simulation, as illustrated in Fig. 14.23(a) and (b). Figure 14.23(a)
shows the simulation result, where the relative refractive index distribution of the
Luneberg lens is n =

√
2− (r/49.4)2 and 0 ≤ r ≤ 49.4. The amplitude of the cur-

rent source is I = 0.001e jπ/2. It is clear that the Luneberg lens has transformed the
waves from point source into the plane wave on the diametrically opposite point
source. Figure 14.23(b) shows the experimental result measured by 2D mapper. By
comparing Fig. 14.23(b) with (a), the experimental result has a good agreement
with the simulation. The lens antenna has a wide bandwidth since the unit cells
of the metamaterials are non-resonant structures whose permittivity and permeabil-
ity varies slowly in a wide frequency range. Figure 14.23(c) and (d) has given the
electric field distributions of lens antenna at 7 and 8.5 GHz, showing that the meta-
material lens antenna can work very well in broadband frequencies.

14.6 Metamaterial Polarizers by Electric-Field-Coupled
Resonators

In this section a transmission polarizer has been realized by an anisotropic slab,
where the function and the transmission efficiency of the polarizer can be designably
controlled. As is well known, polarization devices have wide applications like liquid
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crystal display, radio frequency antenna radiation, satellite communication, and op-
tical instrumentation. Conventionally, polarizers can get a single polarization state
by reflecting the unwanted state or by splitting mixed-polarization waves into two
wave beams with perpendicular polarizations. Usually the transmission polarizer
has favorable advantages of little absorption and small reflections. Compared to the
reflector polarizer [10], the incoming and outgoing waves are naturally well sepa-
rated, and therefore do not interfere with each other.

Fig. 14.23 The electric field distributions of the metamaterial Luneberg lens antenna: (a) the
simulated result at 8 GHz; (b) the measured result at 8 GHz; (c) the measured result at 7 GHz; and
(d) the measured result at 8.5 GHz.
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Fig. 14.24 (a) The ELC
unit for polarization design:
a = 3.6mm, w = 0.2mm,
g = 0.2mm, s and r are vari-
ables. The copper thickness
is 0.035mm and the sub-
strate thickness is 0.75mm.
(b) The retrieved permittivity
and permeability for the opti-
mized ELC from 5 to 15 GHz.
Copyright c©2008 American
Institute of Physics.

Here the designed polarizer is based on the electric-LC resonator (ELC) particle
which has a strong electric response under the excitation of the external field [30,
25]. In Ref. [25], different types of ELC particles have been investigated, where
the ELC with two pairs of arms shown in Fig. 14.24(a) is finally chosen for its
anisotropic material response and merit of being electrically small.

According to the classical electromagnetic theory, the propagating waves inside
an anisotropic metamaterial slab along the z-axis can be decomposed into two modes
with the electric fields along the x-axis and y-axis, respectively. The transmission
coefficients T x and T y for the two modes could be expressed as

T x,y =
exp(ikx,yd)− r2

x,y exp(ikx,yd)
1− r2

x,y exp(2ikx,yd)
, (14.6)
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where d is the thickness of the metamaterial slab, kx,y is the wave number for the
two wave modes, and rx,y is the reflection coefficient at the interface between air and
metamaterials

rx,y =
η0 −ηx,y

η0 +ηx,y
, (14.7)

in which η0 is the wave impedance of air and ηx,y is the wave impedance for the two
wave modes inside the metamaterials.

Suppose that the electric field for an incident TEM wave could be written as
E = x̂Ex + ŷEy. The condition for linear outgoing waves is derived as

|Ex| · |T x| = p
∣
∣Ey

∣
∣ · |T y| , (14.8)

[arg(Ex)+ arg(T x)]− [arg(Ey)+ arg(T y)] = kπ, (14.9)

where k = 0,±1,±2,±3, ..., and p decides the orientation of the electric field (0 ≤
p ≤ 1). The condition for elliptical outgoing waves is

|Ex| · |T x| = q
∣∣Ey

∣∣ · |T y| , (14.10)

[arg(Ex)+ arg(T x)]− [arg(Ey)+ arg(T y)] = kπ
2 , (14.11)

where q is the minor to major ratio of the polarization ellipse. When q = 1, the
circular polarization could be obtained for the outgoing wave. Note that T x and T y

could be controlled by adjusting the material properties of the metamaterial slab. By
controlling the orientation of the slab with respect to the polarization of the incident
waves, we are able to adjust |Ex|/

∣∣Ey
∣∣. If T x and T y are tuned close to unity, the

linear polarization can be efficiently rotated by an arbitrary angle and waves can be
switched between any elliptical polarizations or circular polarizations with little loss
of energy.

The instances of converting the linear polarization to circular polarization and to
its cross-polarization have been considered in this section. For the linearly polar-
ized incident waves, |Ex| =

∣∣Ey
∣∣ and arg(Ex) = arg(Ey) while T x and T y have the

following relation:

|T x| = |T y| , (14.12)

arg(T x)− arg(T y) = − 3π
2 . (14.13)

Equations (14.10) and (14.11) will be satisfied with q = 1 and the outgoing waves
will be circularly polarized. If |T x| and |T y| are designed to be close to 0 dB, little
electromagnetic waves would be reflected at the polarizer surface. For four layers
of the same ELC structures, we therefore have |T x| = |T y| and arg(T x)−arg(T y) =
−3π , which means with the same linear incident waves, the metamaterial slab will
polarize the wave to its cross-linear polarization.

A 4mm×4mm×4mm ELC particle shown in Fig. 14.24(a) has been simulated
using the commercial software HFSS, where the substrate has been chosen to be
F4B with a relative permittivity of 3.0 + i0.01. First the S-parameters of ELC with
electric boundary condition along the x-axis and magnetic boundary condition along
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the y-axis have been simulated in order to get the effective permittivity εx and per-
meability μy. From Eq. (14.6), T x could be calculated for ELC metamaterial slab
with different thicknesses. Likewise, εy, μx, and T y can be calculated from simu-
lated S-parameters with electric boundary condition along the y-axis and magnetic
boundary condition along the x-axis. By changing the geometry parameters s and
r, all the available values of T x and T y at 9.5 GHz have been searched for one up
to three layers of ELC, and eventually the optimal T x and T y have been obtained
to match the relations of Eqs. (14.12) and (14.13) in the case of two-layer ELC.
The optimized geometry parameters are s = 0.99mm and r = 1.18mm while T x

and T y are kept to be greater than −1dB. Retrieved anisotropic permittivity and
permeability are plotted in Fig. 14.24 (b). For the linear-to-circular polarizer, two
pieces of 20cm×20cm substrate patterned with periodic ELC structures were fab-
ricated and fixed with 3.25mm spacing. The reflection and transmission waves were
measured using a pair of X-band lens antennas connected to the vector network an-

Fig. 14.25 The theoretical
polarization patterns (dotted
lines) and the measured po-
larization patterns (plus signs)
of the (a) incident waves, (b)
transmitted waves through the
two-layer ELC sample, and
(c) transmitted waves through
the four-layer ELC sample.
Copyright c©2008 American
Institute of Physics.
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alyzer (Rohde and Schwarz ZVA40). Note that there are 48×48 ELC unit cells on
each substrate. The electric field of the transmitting antenna is polarized along the
direction p1, as seen in Fig. 14.24(a), with a 45◦ angle with respect to the vertical
direction so that the electric fields of the two modes for incident waves are related
by |Ex| =

∣∣Ey
∣∣ and arg(Ex) = arg(Ey). A calibration was conducted by removing

the sample and having the receiving antenna aligned at the same direction with the
transmitting antenna, which is marked as 45◦. The receiving antenna has been ro-
tated from 0◦ to 315◦ by a step of 45◦ in order to achieve the polarization pattern
of the incident waves. The comparison of polarization patterns from the measure-
ment and theoretical prediction is shown in Fig. 14.25(a) for the incident wave at
the frequency of 10 GHz.

Then the sample is placed between the two antennas and the polarization pat-
tern of the transmitted waves has been measured. The comparison of the patterns
for the measurement and theoretical prediction is shown in Fig. 14.25(b). For circu-
lar polarization, the amplitude of electric field is supposed to be invariant (see the
gray dotted line) and the variation is less than 1 dB in the measurement. Besides,
the phase distribution changes linearly along the circle as expected. The simulated
and measured transmissions have been compared in Fig. 14.26 from the incident
polarization (p1) to the same polarization direction (p1) and to its cross-polarization
(p2). Here, p1 and p2 are defined in Fig. 14.24(a). Over the frequency range around
10 GHz, the field intensity in the two polarization directions is roughly equal to
each other at about −3 dB, indicating a full conversion to circular polarization. The
frequency dispersion of the polarizer agrees well with the simulation despite the
fabrication factor and random error in measurements.

Similarly a linear-to-linear polarizer with four pieces of the structures of the
same ELC pattern has been measured, where the polarization pattern is illustrated
in Fig. 14.25(c). The direction of the electric field has been rotated by 90◦ as ex-
pected. Figure 14.27 compares the simulated and measured transmissions from p1

to p1 and from p1 to p2. It is obvious that the field intensity of the cross-polarization
is close to 0 dB over the frequency range around 10 GHz and that of the original
polarization is less than −20 dB, which shows the small loss and little reflections of
the polarizer. Note that both measurement results are reciprocal.

Fig. 14.26 The simulated
(solid lines) and measured
(dots) transmission of electric
field from one polarization to
another: p1 to p1 (upper lines
and dots) and p1 to p2 (lower
lines and dots). Copyright
c©2008 American Institute of

Physics.
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Fig. 14.27 The simulated
(solid lines) and measured
(dots) transmission of electric
field from one polarization to
another: p1 to p1 (lower lines
and dots) and p1 to p2 (upper
lines and dots). Copyright
c©2008 American Institute of

Physics.
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14.7 An Efficient Broadband Metamaterial Wave Retarder

In this section, the non-resonant metamaterial particle has been adopted to design
a highly efficient broadband wave retarder, which has been introduced in Ref. [19].
The loss of the retarder is quite small since the metamaterials we use has little
absorption at the non-resonant frequency. The impedance matched layers (IMLs)
[20, 19] are also applied so that the wave retarder has a gradient impedance distribu-
tion which minimizes the reflection of the incident and exiting waves. A half-wave
retarder has been designed and fabricated to demonstrate excellent performance in
agreement with simulations.

As is well known, an anisotropic metamaterial slab is capable of controlling the
polarization state of transmitted electromagnetic waves [4, 5]. The polarization con-
version theory has successfully been verified by the experimental results. Accord-
ing to the requirement for the refraction index and the wave impedance, the electric
inductance–capacitance resonators (ELCs) have been used to realize the anisotropic
transmission coefficients.

Here a metamaterial wave retarder is designed to operate on TEM (transverse
electric–magnetic) waves. The propagation wave number k is assumed to lie along
the z-axis, and the TEM waves incident with arbitrary polarization can be divided
into two modes with the electric fields along the x- and y-axes, respectively. Sup-
pose that the principal axes of the anisotropic metamaterial lie along the x- and
y-axes. A multi-layered metamaterial slab (see Fig. 14.28(a)) with a smoothly gra-
dient impedance variation is virtually reflectionless. By shifting the phase between
the two wave modes traveling through the slab, the polarization state could be ma-
nipulated. In order to convert the linear polarization p1, which makes a 45◦ angle
with the x-axis, to its cross-polarization p2 (p1 and p2 are depicted in Fig. 14.28(a))
in the same fashion as demonstrated in Ref. [5], phase advances of the two modes
need to satisfy the condition that

∑
i

θ (i)
x −∑

i
θ (i)

y = pπ, (14.14)
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Fig. 14.28 (a) A multi-
layer half-wave retarder.
(b) The distribution of wave
impedances and the phase
difference between the two
modes inside the metamate-
rial layers; ηx and ηy are the
wave impedance of the mode
with electric field directed
along x-axis and y-axis, re-
spectively; δθ is the phase
difference between the two
modes. Copyright c©2009
Optical Society of America.

where p =±1,±3,±5, ..., i = 1,2, ...,m indexes the different layers and θ (i)
x and θ (i)

y

are phase advances over the layer numbered i for the two modes with electric field
along x- and y-axes, respectively. m is the total number of the metamaterial layers.

Here the I-shaped metamaterial element shown in Fig. 14.29(a) is chosen to be
the basic particle of the retarder in order to reduce the absorption and broaden its
bandwidth. The resonant frequencies of the copper I-shapes are relatively high;
therefore their electric responses to the excitation of an external dynamic elec-
tric field along the x-axis vary quite slowly at the lower frequency band. At the
mean time, there are little electric response in the other two directions. The nearly
non-dispersive responses to the electric fields in different directions lead to a con-
stant anisotropic effective permittivity. Also an anisotropic refractive index n and an
anisotropic wave impedance η could be obtained from I-shaped metamaterial over a
broad bandwidth. The phase advances of the two different wave modes through the
slab with the thickness d are nxk0d and nyk0d, where k0 = 2π√μ0ε0 f is the wave
number in free space. Hence, the difference between the two θx−θy = nxk0d−nyk0d
changes linearly with the frequency and the dispersion is predictably small. To make
this broadband wave retarder reflectionless, a series of I-shaped metamaterial ge-
ometry elements have been selected such that the wave impedances of the two wave
modes vary smoothly from that of the air η0 to a smaller value. At the same time,
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Fig. 14.29 (a) The structure
of an I-shaped metamaterial
particle and (b) simulated
refractive indices of the two
wave modes when s = 1mm.
Copyright c©2009 Optical
Society of America.

the refractive indices vary over the layers while satisfying the relation indicated in
Eq. (14.14).

In order to get the effective parameters of the metamaterial elements, the com-
mercial software package CST Microwave Studio has been used in the numerical
simulation. The basic I-shaped element is shown in Fig. 14.29(a), where the sub-
strate is chosen to be FR4 with the thickness 0.2026mm and the relative permittivity
of 3.84 + i0.01. The family of I-shaped elements is constructed from the initial de-
sign shown in Fig. 14.29(a) for which a = 3.333mm, l = 3.0833mm, w = 0.25mm,
s = 1mm.

From the standard retrieval procedure [32], multiple simulations with different
boundary conditions were conducted [5] to achieve the simulated effective consti-
tutive parameters. As shown in Fig. 14.29(b), the effective refractive indices of the
two wave modes nx and ny are almost non-dispersive from 0 to 12 GHz and the dif-
ference between the two remains approximately constant. The imaginary parts of nx

and ny are so small that it could be neglected in the design of the retarder. Simulation



350 Qiang Cheng et al.

Fig. 14.30 Variation of phase
advances (a) and wave
impedances (b) of the two
modes with geometry pa-
rameter s. Copyright c©2009
Optical Society of America.

results for the variation of wave impedances and the anisotropic phase advances with
the geometry variable s which is swept from 0.2 to 3.0mm at 8.94 GHz are shown in
Fig. 14.30(a) and (b). It is clear that as the value of s increases, the wave impedance
of one mode, ηx, changes from 0.91η0 to 0.67η0 while that of the other ηy changes
from 0.74η0 to 0.32η0. At the mean time, the difference between the phase advances
of the two modes increases from 8.61 to 41.14◦.

In the experiment an eight-layered half-wave retarder has been chosen to re-
alize the polarization conversion. The parameter s has been optimized (the other
geometry parameters are fixed) for the gradient difference between the phase ad-
vances of the two modes δθ to be δθ = −9◦, −18◦, −27◦, −36◦, −36◦, −27◦,
−18◦, and −9◦ for the eight layers, which add to the required 180◦ phase shift.
The corresponding values of s are s = 0.26mm, s = 1.03mm, s = 1.735mm,
s = 2.56mm, s = 2.56mm, s = 1.735mm, s = 1.03mm, and s = 0.26mm. The
distribution of the wave impedance for one mode is 0.9124η0, 0.8914η0, 0.8520η0,
0.7547η0, 0.7547η0, 0.8520η0, 0.8914η0, and 0.9124η0, and that of the other mode
is 0.7278η0 to 0.5896η0, 0.4834η0, 0.3785η0, 0.3785η0, 0.4834η0, 0.5896η0, and
0.7278η0 (see Fig. 14.28(b)).
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The entire half-wave retarder with the eight layers of I-shape has been simulated,
and the polarization properties of the outgoing waves have also been analyzed. In
Fig. 14.31, the simulated conversion factor from the original polarization p1 to its
cross-polarization p2 is shown together with the polarization isolation over the fre-
quency span from 6 to 12 GHz. From the simulation result, it is obvious that the
outgoing waves are converted to the cross-polarization state of the incoming wave
around 8.8 GHz, and the polarization isolation of the linearly polarized waves is
smaller than −20 dB over the frequency band from 8.04 to 9.56 GHz. The corre-
sponding bandwidth of the half-wave retarder is therefore 1.52 GHz and the relative
bandwidth is 17%.

Fig. 14.31 Transmission
coefficients (Simulation) from
incident waves polarized
along p1 to outgoing waves
polarized along p1 (dashed
line) and p2 (solid line).
Copyright c©2009 Optical
Society of America.
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Based on the structures designed above, eight sheets of 43×43 I-shaped patterns
have been fabricated on FR4 board. A styrofoam with the thickness of 3mm was
placed between adjacent layers as a spacer. The total thickness of the half-wave
retarder is 26.67mm, nearly 4/5 of the wavelength around the designed frequency.

At first two horn antennas with a distance of 2m which are connected to a net-
work analyzer have been utilized to measure the polarization property. The designed
half-wave retarder was placed between the antennas. The incident electric field of
the transmitting horn antenna is directed along p1 and Ex = Ey. The receiving an-
tenna was attached to a gimbal which could rotate 360◦ to measure the polarization
pattern. The measured polarization patterns at 8.0, 8.5, and 9 GHz have been shown
in Figs. 14.32(a)–(c), respectively. In comparison to Fig. 14.32(d) it is clear that the
polarization direction of the incident electric field is rotated by 90◦.

Next the dispersion property and the transmission coefficient of the half-wave
retarder will be measured in the experiment, where two X-band lens antennas with
collimated beam connected to a network analyzer were set 1.3m apart. The trans-
mission coefficient of the half-wave retarder for the two wave modes have been
measured separately, with different electric field orientations along x- and y-axes.
As shown in Fig. 14.33(a), transmission coefficients of the two modes are identical
from 6 to 10 GHz, with the overall loss smaller than 2.5 dB, which verifies the as-



352 Qiang Cheng et al.

Fig. 14.32 Measured polarization patterns (solid line) and ideal polarization patterns (dashed line)
of the transmitted waves at 8.0 GHz (a), 8.5 GHz (b) and 9.0 GHz (c) compared with measured
polarization pattern of the incident waves at 9.0 GHz (d). Copyright c© 2009 Optical Society of
America.

sumption of negligible reflection and absorption. The existence of oscillation is due
to multi-reflection between the lens antennas.

The conversion efficiency and polarization isolation were also measured with the
same antennas, where the polarization direction of the transmitter antenna is set
to be p1 and that of the receiver antenna is set to be p1 and p2, respectively. The
measured transmission coefficients (see Fig. 14.33(b)) prove a 90◦ rotation of the
incident electric field around 8.56 GHz and that over the frequency band from 7.935
to 8.94 GHz the polarization isolation is less than −20 dB, which is consistent with
the simulation. Therefore, the measured relative bandwidth is about 12%.

Note that horn antennas have a better linear polarization but a divergent beam.
Therefore they were adopted in the first set of measurements concentrating on the
polarization patterns. Lens antennas with collimated beams were used in cases when
transmission coefficients were measured and convergence of the beam did not ad-
versely affect the measurement results. In the mean time, the experimental data in
Fig. 14.33(b) are slightly different from the simulation result in Fig. 14.31 presum-
ably since the radiation of the lens antenna is not of perfect linear polarization.
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Fig. 14.33 (a) Measured
transmission coefficients
of Ex (dashed blue line)
and Ey (solid yellow line);
(b) measured transmission
coefficients from p1 (dashed
line) to p1 and from p1 to
p2 (solid line). Copyright
c© 2009 Optical Society of

America.
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1. Balmain, K.G., Lüttgen, A.A.E., Kremer, P.C.: Power flow for resonance cone phenomena in
planar anisotropic metamaterials. IEEE Trans. Ant. Prop. 51, 2612–2618 (2003)

2. Cheng, Q., Cui, T.J.: Energy localization using anisotropic metamaterials. Phys. Lett. A. 367,
259–262 (2007)

3. Cheng, Q., Liu, R., Mock, J.J., Cui, T.J., Smith, D.R.: Partial focusing by indefinite comple-
mentary metamaterials. Phys. Rev. B 78, 121102(R) (2008)

4. Chin, J.Y., Lu, M., Cui, T.J.: A Transmission Polarizer by Anisotropic Metamaterials. Proceed-
ings of the IEEE-AP/S International Symposium & URSI Radio Science Meeting, (2008).

5. Chin, J.Y., Lu, M., Cui, T.J.: Metamaterial polarizers by electric-field-coupled resonators.
Appl. Phys. Lett. 93, 251903 (2008)



354 Qiang Cheng et al.

6. Driscoll, T., Basov, D.N., Starr, A.F., Rye, P.M., Nemat-Nasser, S., Schurig, D., Smith, D.R.:
Free-space microwave focusing by a negative-index gradient lens. Appl. Phys. Lett. 88,
081101 (2006).
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Chapter 15
Left-handed Transmission Line of Low Pass
and Its Applications

Xin Hu and Sailing He

Abstract We introduce a novel left-handed (LH) transmission line (TL), which is
based on a structure of identical symmetrical lattice type. While all the LH-TLs
reported previously are of high pass, the present LH-TL has a wide left-handed
low-pass band. Compared with a conventional right-handed transmission line, this
LH-TL has a phase shift difference of 180◦ independent of the frequency. We also
analyze the effect of a non-ideal component in a practical case, i.e., when the induc-
tance of the shorted line in the lattice section cannot be neglected. The dispersion
relations between the practical case and the ideal case are given and compared. It
is shown that the introduction of the inductance of the shorted line will not change
the left-handedness and low-pass property of the LH-TL, but make the phase re-
sponse vary slightly. In the application example of broadband 180◦ hybrid ring, the
constant-phase-shift property of the proposed LH-TL is utilized. The broadband hy-
brid ring is shown to have a very high isolation and about 42% bandwidth ratio.

Key words: metamaterial, left handed, transmission line, broadband, hybrid ring

15.1 Introduction

An artificial dielectric medium that exhibits simultaneously negative electric per-
mittivity and magnetic permeability, known as a left-handed (LH) material [with a
negative refractive index (NRI)], was first predicted theoretically by Veselago [1].
A planar NRI transmission line was later realized by periodically loading a conven-
tional transmission line (TL) with lumped elements of series capacitors and shunt
inductors [2, 3]. Positive refractive index (PRI) material is equivalent to a TL with
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L = μ(H/m) and C = ε(F/m) (in a distributed sense), where L and C are posi-
tive per-unit-length series inductance and parallel capacitance of the distributed TL,
respectively. To obtain an equivalent material of negative material parameters, the
authors of [2] proposed a high-pass transmission line of NRI with distributed se-
ries capacitance and parallel inductance. These left-handed transmission lines are of
high pass, while a conventional right-handed transmission line is of low pass.

Here we introduce a different model of left-handed transmission line, which has
a low-pass property as a conventional right-handed transmission line, but a 180◦-
phase shift difference for all the frequencies. As an application example, a broad-
band 180◦ hybrid ring based on this LH transmission line is studied.

15.2 Theory

To obtain a left-handed transmission line of low pass, we utilize a lattice sec-
tion in the unit cell of the proposed LH-TL shown in Fig. 15.1(a). The section
is a four-terminal network of balanced symmetry [4]. The impedance between
terminals 1 and 2 when terminals 3 and 4 are open or shorted is denoted by
open circuit impedance ZOC or short circuit impedance ZSC. The unit cell can
be transformed into its equivalent unbalanced circuit of T-section shown in Fig.
15.1(b), as the open/short circuit impedances have the same values for these two
configurations:

ZOC = Zser +
1

Ypar
, (15.1a)

ZSC = Zser +
Zser

ZserYpar +1
, (15.1b)

where the series impedance Zser and parallel admittance Ypar are given by

Zser = jω
(

2L− 1
ω2C

)
, (15.2a)

Ypar = −2 jωC. (15.2b)

Fig. 15.1 (a) The unit cell of LH-TL and (b) its equivalent circuit.
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From the equivalent circuit we can derive the following transmission matrix of the
unit cell: [

A B
C D

]
=
[

1+ZserYpar Zser(2+ZserYpar)
Ypar 1+ZserYpar.

]
. (15.3)

Consequently, the dispersion relationship for such an infinitely periodic structure is

coshrd =
A+D

2
= 1+ZserYpar

= 4ω2LC−1, (15.4)

where γ = α + jβ is the propagation constant for the periodic structure.
From the transmission line theory, a conventional (right-handed) transmission

line (C-TL) can be equivalent to an LC circuit. The unit cell of C-TL with balanced
symmetry or four terminals [coplanar strip line (CPS), for example] is shown in
Fig. 15.2(a), whose equivalent circuit is presented in Fig. 15.2(b). The dispersion
relation of the C-TL can be written as

coshrd = 1+ZserYpar

= 1−4ω2LC. (15.5)

Fig. 15.2 (a) The unit cell of C-TL and (b) its equivalent circuit.

Comparing the dispersion relations of LH-TL and C-TL, we can find that they
look the same except the different sign, which means that a 180◦ phase difference
exists between them. The dispersion relations (15.4) and (15.5) are plotted in Fig.
15.3 while L and C are equal to 1 nH and 0.2 pF, respectively. The LH-TL (solid
curve) dispersion curve gives the same magnitude response as the C-TL (dashed
curve), i.e., a low-pass property (a left-handed passband between 0 and cutoff fre-
quency ωC), where

ωC =
1√
2LC

. (15.6)

In the passband of LH-TL, energy propagation takes place by backward waves
for which the phase velocity (i.e., the slope of the line from the origin to a point on
the dispersion curve) is opposite to the energy velocity (or group velocity, the slope
of the tangent to the dispersion curve), implying that the LH-TL supports backward
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Fig. 15.3 Dispersion relations of LH-TL (solid curve) and C-TL (dashed curve).

waves and the passband exhibits left-handedness. The phase shift difference be-
tween the LH-TL and C-TL keeps a constant of 180◦ over the entire passband.

To avoid the reflection at the end of the structure and achieve a perfect match to
the LC network of the proposed structure, we should consider the ratio of voltages
and currents in the network (with the unit cell of Fig. 15.1(a)). As the network is
periodic, the ratio is constant at any nth point of the structure. This constant is called
the Bloch impedance ZB, which can be obtained from the following expression (for
the positively traveling waves):

ZB =
B√

A2 −1

=

√
(ZserYpar)2 +2ZserYpar

Ypar

=

√
L
C

(
1− (4ω2LC−1)

)

=

√
L
C

(1− coshrd). (15.7)

Since the characteristic impedance ZB is frequency dependent, broadband match-
ing is complicated. However, if the frequency of interest lies in the range where
coshrd � 1 (this is valid in our analysis below), the characteristic impedance can
be simplified as ZB ≈ √

L/C, which is almost a constant and can be matched to
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the characteristic impedance of the homogeneous TL (shown in Fig. 15.2(a)) in the
homogeneity limit.

For a practical case, we should take into consideration the unwanted parasitic
effect, i.e., the inductance of the shorted line in the unit cell shown in Fig. 15.1(a).
The unit cell can be modified into the one shown in Fig. 15.4, where the inductance
LS of the shorted line is introduced in the lattice section of the unit cell.

Fig. 15.4 (a) The modified unit cell with the inductance of the shorted line and (b) its equivalent
circuit.

Using the same approach in the above discussion, we can derive the equivalent
circuit of the modified unit cell as shown in Fig. 15.4(b), and its dispersion relation
is given by

Fig. 15.5 Dispersion relations of LH-TL in the practical case (solid curve) and in an ideal case
(dashed curve).
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coshrd = 1+ZserYpar

=
ω2C(4L+LS)−1

ω2CLS +1
, (15.8)

where

Zser = (−2ω2LC +1)/ jωC, (15.9a)

Ypar = −2 jωC/(ω2LSC +1). (15.9b)

When LS approaches to zero, Eq. (15.8) will reduce to Eq. (15.4) as expected.
Dispersion relations (15.4) and (15.8) are plotted in Fig. 15.5 while L, C, and LS

are chosen to 1 nH, 0.2 pF, and 0.5 nH, respectively. From the dispersion relation,
we can see that the modified unit cell still possesses the low-pass property and the
left-handedness in the passband between 0 and cutoff frequency ωC defined by Eq.
(15.6). The introduction of the inductance of the shorted line in the unit cell will
only make the phase response vary slightly from that of the ideal case shown in Fig.
15.1, as long as LS is much smaller than L in the unit cell.

15.3 Application: A 180◦ Hybrid Ring (Rat-Race)

A band-broadened hybrid ring of rat-race type is shown in Fig. 15.6 as an application
of the present LH-TL of low pass. It consists of three C-TL sections and one LH-TL
section with normalized impedance of 70.7 ohm (

√
L/C for LH-TL and

√
2L/C for

C-TL). The values of inductances and capacitors are 1 nH and 0.4 pF in the C-TL
sections, and 1 nH and 0.2 pF in the LH-TL section. The characteristic impedances
of four ports are all 50 ohm in our simulation.

Fig. 15.6 A band-broadened hybrid ring.
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Fig. 15.7 Comparison of the band-broadened hybrid ring and a conventional hybrid ring [5]: (a)
Coupling coefficients S12 and S14 and (b) reflection coefficient S11.

Figure 15.7 shows the simulated frequency characteristics of the scattering pa-
rameters for the proposed hybrid ring and a conventional hybrid ring (consisting of
four sections of C-TL with electrical length of λ/4 and characteristic impedance of
70.7 ohm). Due to the frequency-independent 180◦ phase shift between the C-TL
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section and the present LH-TL section, the isolations between port 1 and port 3 (i.e.,
S13), port 2 and port 4 (i.e., S24) are much less than −100 dB over the whole fre-
quency band and thus are not shown in this figure. This property does not exist in a
conventional hybrid ring [5] or any other hybrid ring. From Fig. 15.6(a) we can see
that the powers distributed to port 2 and port 4 are the same and vary slowly with the
frequency. From 4.8 to 7.3 GHz, S12 and S14 are in the range of (−3.1 dB, −3 dB),
exhibiting a 42% bandwidth (with respect to the central frequency of 6 GHz), which
is much larger than that of a conventional hybrid ring (typically only 15%). Reflec-
tion coefficient S11 is shown in Fig. 15.7(b).

15.4 Conclusion

We have demonstrated a novel realization of left-handed transmission line by uti-
lizing a lattice circuit in the unit cell. The proposed LH-TL is shown to have the
same low-pass property as a C-TL, but with a 180◦ phase shift difference from a
C-TL over the whole passband. Based on the latter property, a hybrid ring with
an extremely broad band has been successfully designed as an application of the
present LH-TL. It has high isolation and equal power distribution over a large band.
The proposed LH-TL can have many other potential applications such as filters and
lead/leg shifters.
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