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Preface

The subject of this book is the newly emerging area of research known as trans-
formation electromagnetics and the associated metamaterials technology for
designing and realizing devices that can control the behavior of electromagnetic
waves (including light) in ways that have not been conventionally possible. The
fundamental principle behind transformation electromagnetics has been known for
decades, but it was only recently formalized in 2006 and subsequently established
as a powerful design tool for microwave and optical engineers. Combined with the
development over the past decade of the state of the art in metamaterials tech-
nology, which allows for realizing practical engineered materials having inho-
mogeneous and anisotropic parameters, transformation electromagnetics provides
designers with an unprecedented flexibility in device shapes and functionality. The
technique is credited with numerous novel device designs, most notably invisi-
bility cloaks. In this book, a comprehensive treatment has been compiled from a
group of leading scholars and researchers throughout the world on the subject,
from the fundamental theoretical principles to application examples realized using
the state of the art in metamaterials technology, encompassing a wide range of the
electromagnetic spectrum.

Transformation electromagnetics has led to designs that enable novel wave-
material interaction properties such as invisibility cloaks, flat aberration-free
lenses, photonic integrated systems on a chip, low-profile highly directive anten-
nas, and a host of other remarkable devices. On the theoretical side, the following
questions will be addressed: ‘‘Where does transformation electromagnetics come
from?’’, ‘‘What are the general material properties derived from different classes of
coordinate transformations?’’, ‘‘What are the limitations and challenges of device
realizations?’’, and ‘‘What theoretical tools are available to make the coordinate
transformation-based designs more amenable to fabrication using currently
existing technologies?’’ The comprehensive theoretical treatment is complemented
by a broad range of design examples as well as experimental measurements of
fabricated metamaterial-enabled transformation electromagnetics devices in vari-
ous spectral regimes with applications ranging from radio frequencies, through the
terahertz and infrared, to visible wavelengths. The applications encompass
invisibility cloaks, gradient-index lenses in the microwave and optical regimes,
negative-index superlenses for sub-wavelength resolution focusing, flat lenses that
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produce highly collimated beams from an embedded antenna or optical source,
beam concentrators, polarization rotators and splitters, perfect electromagnetic
absorbers, and many others. This edited volume is intended to serve as an
authoritative reference to the fast-evolving and exciting research area of trans-
formation electromagnetics/optics, its application to the design of revolutionary
new devices and their associated metamaterial realizations. We hope that this book
will be an indispensable resource for graduate students and researchers in aca-
demia as well as professionals in the optical/microwave device industries.

This book comprises a total of 14 invited chapters contributed from leading
experts in the field of transformation electromagnetics and metamaterials. Many
color illustrations have been included throughout the book, which supply the
reader with an important visual aid to understanding transformation electromag-
netics. A brief summary of each chapter is provided as follows. Chapter 1 presents
quasi-conformal coordinate transformations with an emphasis on their application
to the design of lenses. Benefits of the proposed approach as well as considerations
for minimizing aberrations and for extending to three-dimensional applications are
discussed. Chapter 2 covers transformation optics applications to cloaking, lens-
ing, and radiation problems. Various designs ranging from invisibility cloaks to
flat focusing lenses and beam control devices as well as some envisioned meta-
material realizations are provided. Chapter 3 introduces the theory of metasurface
transformation along with corresponding anisotropic impedance-modulated
metasurface design techniques. Examples are presented where planar surface
waves are transformed into surface waves with arbitrarily curved wavefronts.
Potential realization approaches based on resonant patch elements are provided.
Chapter 4 reviews the various methods to simplify the design of transformation
optics devices. The effects of different coordinate transformations on the com-
plexity of medium parameters while achieving the same overall device function-
ality are investigated. Approximations to the exact medium parameters and
numerical optimizations of device designs are also discussed. Chapter 5 describes
the creation of illusion effects using transformation optics and metamaterials. It is
shown that the electromagnetic response of a physical space containing real
objects can be converted into a virtual space containing illusion objects. Chapter 6
investigates the interactions between invisibility cloaks and anti-cloaks in two and
three dimensions. Effects of permittivity mismatch, vacuum gap, and approximate
double-positive medium implementations on cloaking and field-restoring capa-
bilities are presented. The trade-offs between absorption and scattering from the
sensor cloaking perspective are discussed. Chapter 7 presents a discrete coordinate
transformation methodology that provides an all-dielectric approach for device
designs. Several antenna designs including a flat reflector, a flat lens, and a zone
plate Fresnel lens are presented and numerically analyzed. Realization methods are
discussed and a prototype of the carpet cloak is demonstrated. Chapter 8 considers
devices for achieving highly directive radiation designed via the transformation
electromagnetics approach and their experimental demonstration. Several trans-
formations that lead to simplified medium parameters without sacrificing the
beam-collimating performance are introduced and validated through metamaterial
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realizations. Chapter 9 proposes a spherical core–shell structure for creating a
virtual aperture from a physically smaller aperture enclosed within the shell. The
performance of free-space arrays as well as conductor-backed arrays are evaluated
analytically using Ricatti–Bessel functions. The effects of loss on the beamwidth
and transmission coefficient are studied. Chapter 10 reviews the recent progress on
the theory and fabrication of invisibility cloaks at optical wavelengths. In addition
to the fundamental magneto-dielectric cloaks, non-magnetic optical cloaks and
carpet cloaks are discussed and their fabrication and experimental characterization
in the optical regime are reported. Chapter 11 discusses experimental methods for
characterizing invisibility cloaks at microwave frequencies. Quantitative charac-
terization of scattering is defined in terms of scattering cross sections. Parallel-
plate waveguide measurements, rectangular-waveguide measurements, free-space
measurements, antenna pattern measurements, and polarizability measurements
are described. Chapter 12 presents broadbanding techniques for transformation
optics-derived invisibility cloaks incorporating passive and active elements. For
passive techniques, the trade-offs between the invisibility gain and bandwidth are
analyzed. The authors demonstrate that active non-Foster metamaterials offer a
potential pathway toward extremely broadband, almost dispersionless cloaking
operation. Chapter 13 develops a rigorous anisotropic representation for metam-
aterials comprising spatially dispersive periodic arrays of passive inclusions. It is
shown that a spatially dispersive permittivity and a spatially dispersive inverse
transverse permeability characterize the fundamental Floquet modes of the array.
Analytical and numerical examples are presented for two- and three-dimensional
arrays that confirm the theoretical results. Chapter 14 presents three antenna
applications based on transformation electromagnetics together with the associated
metamaterial design, fabrication, and experimental validation. Creation of highly
directive radiation from a localized source, a method for achieving directive azi-
muthal patterns from vertical radiation, and a device that generates isotropic
radiation from a directive source are investigated theoretically and validated
experimentally.

We are indebted to the authors of the 14 chapters for the quality work that was
contributed. Indeed, their contributions define this book. In addition, each con-
tributor’s prompt and efficient communication with us over the year-long period of
this book project is deeply appreciated. Finally, we gratefully acknowledge the
editorial assistance provided by the following members of The Pennsylvania State
University Computational Electromagnetics and Antennas Research Lab during
the preparation of this book: Jeremy A. Bossard, Donovan E. Brocker, Philip P.
Calderone, Chad Z. Welsh, Clinton P. Scarborough, and Jeremiah P. Turpin.

Douglas H. Werner
Do-Hoon Kwon
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Chapter 1
Quasi-Conformal Approaches for Two
and Three-Dimensional Transformation
Optical Media

Nathan Landy, Yaroslav Urzhumov and David R. Smith

Abstract Transformation optical design is generally complicated by the
requirement for highly anisotropic and inhomogeneous constituent materials.
Quasi-conformal mappings have appeared as an attractive subset of the general
transformation optics method because they only require isotropic, dielectric-only
materials. In this chapter, we examine the quasi-conformal method as it applies to
transformation optics and show that while it does significantly ease the burden of
material design and fabrication, it may also create severely aberrant behavior
unless caution is taken. We also show how to extend the method to three
dimensions, and examine the performance of an optic designed with the quasi-
conformal method.

1.1 Introduction

One of the great benefits of transformation optics (TO) as a design paradigm is its
ability to solve complicated inverse scattering problems with a minimum of
computational difficulty. The primary tool of TO—the coordinate transforma-
tion—provides an extremely intuitive, visual approach to managing electromag-
netic waves that enable entire classes of complex electromagnetic devices to be
designed almost effortlessly. The TO approach consists essentially of two steps.
First, a coordinate transformation is applied that accomplishes some desired
conceptual distortion of space; the distribution of the electromagnetic fields within
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that space is likewise distorted. Second, the form invariance of Maxwell’s
equations is employed to determine the specification of a hypothetical medium that
performs the exact same operation on the electromagnetic field as the transfor-
mation. In what has become well known as the standard algorithm for TO media,
the relationship between the constitutive tensors in the original (unprimed) and
transformed (primed) frames has the form [1]:

e0 ¼ AeAT

Aj j l0 ¼ AlAT

Aj j : ð1:1Þ

A is the Jacobian matrix that relates the coordinates between the two frames, or

A ¼
x0x x0y x0z
y0x y0y y0z
z0x z0y z0z

2
4

3
5: ð1:2Þ

For compactness, we represent the differentiation of coordinates with subscripts.
The TO approach provides two major benefits: it simplifies the electromagnetic
design process, and provides insight enabling the creation of novel devices. In
typical TO practice, a domain is first selected where wave propagation is simply
described—the virtual domain—which is then transformed to the more complex
physical domain. In this way, the wave propagation and scattering properties can
be easily described in the virtual domain, oftentimes analytically, and the equiv-
alent properties in the physical domain are immediately established from the
transformation. Equation (1.1) provides the prescription that enables the trans-
formation to be realized in an actual medium.

The material distributions that arise from (1.1) are generally complex, being
inhomogeneous and anisotropic in both e and l; nevertheless, the form-invariance
of Maxwell’s equations guarantees that these distributions will fully reproduce the
field deformations corresponding to the coordinate transformation. Although a
powerful design tool, the TO algorithm provides no insight whatsoever as to any
physical implementation of these material distributions. In addition, it can be
inferred from (1.1) that extreme deformations of space will call for equally
extreme material parameters through the dependency on the Jacobian of the
coordinate transformation.

In general, the complex TO designs cannot be implemented with naturally
occurring materials. Naturally occurring materials do not offer an easy means of
achieving arbitrary, controlled gradients in the constitutive tensor elements, and
are not generally able to satisfy the extreme ranges often needed in TO designs
(such as very large values, values near zero—or even negative parameters [2]).
Artificially structured metamaterials (MMs) have become recognized as a means
of implementing TO designs, since MMs can be fashioned to display a much wider
range of effective medium properties, including both electric and magnetic
response with arbitrary anisotropy. Moreover, MMs can access the extreme values
needed in TO designs.

2 N. Landy et al.



Unfortunately, MMs are able to achieve these extreme ranges usually by virtue
of introducing a geometrical resonance that couples to the impinging electro-
magnetic fields. The use of resonant elements typically entails significant losses
due to absorption, as well as a reduction in the operating bandwidth due to the
large frequency dispersion. Resonant MMs become especially problematic as
designs are scaled to higher frequencies, where dissipation due to resistive losses
in metals increases. Thus, while MMs can in principle be used to implement TO
designs, those implementations may not represent practical realizations.

For the above reasons, much of the active research in TO in recent years has
focused on the introduction of approximations in the TO specification to achieve
more practical TO devices, including those that will scale toward infrared and
visible wavelengths. In this chapter, we explore one particular subset of optimized,
planar transformations known as quasi-conformal mappings (QCM). Under certain
restrictions, QCM may be used to achieve particular two-dimensional (2D) TO
designs that require only positive dielectrics and can therefore be implemented
with non-resonant, dielectric MMs. By virtue of their relative design simplicity,
quasi-conformal TO (QCTO) media have already been demonstrated across the
electromagnetic spectrum, from the microwave [3–6] up to infrared and even
visible wavelengths [7–10]. Experiments have also shown that the all-dielectric
method may be extended in some fashion to three-dimensional devices [11–15].

Our aim in this chapter is to critically examine both the benefits and limitations
of the QCM method for both 2D and 3D TO-derived devices. In 2D, we show that
the implementation of QCTO inevitably involves approximations to the final
material specification, and that these approximations can reduce performance in
the final device. At the same time, this methodology drastically reduces the burden
of fabrication and design while retaining key aspects of wave propagation in the
transformed medium.

To demonstrate the benefits of this method in 3D, we introduce a QCTO-
modified optic (a flattened Luneburg lens) and examine it using the standard
metrics of lens performance. By virtue of this optic, we show that isotropic,
dielectric-only implementations of QCTO devices are inherently approximate and
that performance degrades significantly when certain conditions are violated. As
an alternative, we show how QCTO affords us extra flexibility in material design
such that we can regain much of the performance lost in an isotropic design
without a significant increase in design complexity.

1.2 Conformal Subset of Transformation Optics

The physical field within a TO device is determined by the specific coordinate
transformation that, in turn, determines the distribution of constitutive parameters
throughout a volume. In most instances, however, the field distribution within the
volume of the device is of no consequence per se; only the fields on the boundaries
of the device are relevant, since the function of most optical devices is to relate a

1 Quasi-Conformal Approaches for Two and Three-Dimensional Transformation 3



set of output fields on one port or aperture to a set of input fields on another port or
aperture. From the TO perspective, then, device functionality is determined by the
properties of the coordinate transformation at the boundaries of the domain. Since
there are an infinite number of transformations that have identical behavior on the
boundary, there is considerable freedom to find a transformation that is ‘‘optimal’’
in the sense that it maximizes a desired quantity, such as isotropy.

A coordinate transformation produces a mapping between points in two
domains. The constitutive parameters that result from a general mapping can be
determined from (1.1). It is instructive to restrict our attention to two-dimensional
(2D) mappings of the form x0 ¼ x0 x; yð Þ; y0 x; yð Þ½ �, for which the permittivity tensor
can be written as

e0 ¼ e
Aj j

x02x þ x02y x0xy0x þ x0yy0y 0
x0xy0x þ x0yy0y y02x þ y02y 0

0 0 1

2
4

3
5; ð1:3Þ

and similarly for the permeability tensor. The 2D mapping is useful for configu-
rations in which the fields are constrained to propagate within the plane, and are
polarized either transverse electric (TMZ, or TEZ where the magnetic or electric
field are perpendicular to Z, respectively)

For the reasons explained below, it is preferable to deal with isotropic media.
Here, we derive the necessary and sufficient conditions for the TO medium to be
isotropic, and give a simple geometric interpretation of such transformations. The
formal requirement for in-plane medium isotropy is that the two principal values
(eigenvalues) of the in-plane portions of the tensor in (1.3) be equal to each other.
Suppose one starts from a medium that is isotropic in the virtual frame, that is, the
tensor e on the r.h.s of (1.3) is a scalar. Then the requirement of isotropy simplifies
to the condition that the matrix on the r.h.s of (1.3) is proportional to the unit matrix
I, multiplied by an overall scalar factor. The general Eq. (1.1) then reduces to

e0 ¼ e
AAT

Aj j l0 ¼ l
AAT

Aj j ð1:4Þ

where A is a 2D Jacobian matrix defined in the same way as the 3D matrix in (1.2).
In general, any Jacobian matrix A can be written in the form A = UK, where U is
an orthogonal 2 9 2 matrix (such that UT = U-1) and K = diag[a1, a2] is a
diagonal matrix. The geometric interpretation of this decomposition is that any
coordinate transformation can be seen locally as a combination of a rotation (given
by orthogonal matrix U) and a stretching along two orthogonal directions, with the
stretch factors corresponding to the eigenvalues (a1, a2) of the diagonal matrix K.
The matrix AAT in Eq. (1.4) thus has the form UK2UT. The necessary and suffi-
cient condition for this matrix to be proportional to a unit matrix is that a1 = a2,
making K and K2 both proportional to I. In geometric terms, this means that the
transformation must stretch the coordinates isotropically.

4 N. Landy et al.



A second-rank tensor that is proportional to a unit matrix retains the property of
isotropy regardless of the choice of orientations of the local coordinate system.
Therefore, from (1.3) we arrive at the conditions that must be satisfied by the
transformation functions in order to yield a locally isotropic medium in the point
x; yð Þ. We can obtain these conditions directly by requiring that the two eigen-

values of the matrix AAT be equal. Since the eigenvalue equation is quadratic for
2D matrices, the two eigenvalues are equal if and only if the discriminant of that
quadratic equation is zero. The discriminant takes the form

AAT
�� �� ¼ x0x � y0y

� �2
þ x0y þ y0x

� �2
� �

x0x þ y0y

� �2
þ x0y � y0x

� �2
� �

; ð1:5Þ

Thus, requiring the equality of two eigenvalues necessitates either a pair of
conditions:

x0x ¼ y0y

x0y ¼ �y0x;
; ð1:6Þ

or another pair of conditions:

x0x ¼ �y0y

x0y ¼ y0x;
ð1:7Þ

which corresponds to a transformation that includes a reflection. These two pairs
of conditions are well known as the Cauchy-Riemann conditions for holomorphic
and antiholomorphic functions, respectively. From now on, we eliminate antiho-
lomorphic maps, as they introduce an unwanted flip of the grid. Thus, the con-
formal maps considered here are generated by holomorphic functions.

In geometrical terms, one can define the conformal map as a transformation that
preserves the angles between intersecting curves and aspect ratio of the resulting
curvilinear grid. Consider a locally orthogonal coordinate system, the simplest
example of which is a Cartesian system. The coordinate lines of a Cartesian system
form a rectangular grid, as shown in Fig. 1.1 (left). Under a conformal map, the
transformed coordinate system remains locally orthogonal, and angles formed by
any two curves intersecting at any given point in one coordinate system are
conserved in the transformed coordinate system.

By differentiating (1.6) and noting that mixed partial derivatives commute, we
see that the primed coordinates satisfy Laplace’s equation, or

r2x0 ¼ 0: ð1:8Þ

Conversely, any transformation that satisfies (1.8) everywhere will be confor-
mal, so that Laplace’s equation can be employed to obtain maps that satisfy certain
boundary conditions numerically.

The constitutive parameters that correspond to conformal maps are much easier
to implement physically than the general TO media. To illustrate this point

1 Quasi-Conformal Approaches for Two and Three-Dimensional Transformation 5



explicitly, we insert (1.6) into (1.4), and find that the constitutive parameters take
the form

e ¼ l ¼ diag 1; 1; Aj j�1
h i

; ð1:9Þ

where diag[] indicates a diagonal matrix. Interestingly enough, by merely
requiring that the in-plane tensors e and l are isotropic, we have simultaneously
obtained that these tensors are equal to a unity matrix. This is, of course, not a
coincidence: one can show that upon a general transformation, the two principal
values of the constitutive tensors e (or l) are multiplied by factors f = a1/a2 and 1/
f = a2/a1, respectively; these factors are the eigenvalues of the matrix AAT/|A|.
Eliminating transformation anisotropy thus leads to f = 1 and simultaneously—
without any additional restrictions—to unity matrices in the in-plane part of the e
and l tensors.

The TO media that are of the form (1.9) are often described as ‘‘isotropic’’ and
‘‘dielectric-only’’; however, the use of these terms with respect to (1.9) and con-
formal transformations requires some qualification. The in-plane components of
the constitutive tensors corresponding to the conformal mapping are identically
unity. Nevertheless, such a transformation can be implemented with isotropic
dielectrics if the polarization of the fields is restricted in the medium. With this
restriction in place, the incident field only ‘‘sees’’ the relevant material compo-
nents. In this case, the full transformation could be obtained with an isotropic
dielectric if the electric field is constrained to be parallel to the z-axis (so that the
magnetic field is transverse to the z-axis or, TMz polarization).

The TO media implementing conformal maps therefore benefit from both being
locally isotropic and non-magnetic, the latter being true for TMz polarization
devices only. The lz component that becomes relevant for TEz polarization waves
can be made equal to unity only in the very special and restrictive case of area-
preserving maps[16]. Eliminating the need for magnetic response in TO devices is
particularly beneficial for high-frequency (THz and optical) designs, where natural
materials with magnetic properties are practically nonexistent, and magnetic me-
tamaterials tend to exhibit non-negligible dissipation and dispersion.

The benefits of isotropy of the conformal transformation media deserve a
separate discussion. On one hand, isotropic media are more abundant in nature
than anisotropic ones, where they exist both as amorphous (disordered) molecular

dy'

dx'

dx

dy

Fig. 1.1 Depiction of a
conformal transformation.
Lines of constant x and
y (virtual domain
coordinates) are shown in
each domain
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media as well as crystals of the cubic crystal system. However, electromagnetic
anisotropy is not such an exotic property in natural crystalline media, and, in fact,
it can be easily found at optical frequencies in molecular crystals of lower than
cubic symmetry. An example of using naturally anisotropic media for non-con-
formal TO can be found, for instance, in references [17, 18], which exploited the
natural anisotropy of calcite to realize variations of a cloaking transformation.

It should be noted, however, that anisotropic dielectrics, such as calcite, require
the electric field to be polarized transverse to the optical axis, and thus cannot be
used when this polarization does not correspond to the desired mode of operation.
Moreover, the indices of calcite are fairly low (indices of 1.66 and 1.49 for the
extraordinary mode and ordinary mode, respectively), limiting the range of indices
that can be accessed and therefore limiting the possible distortion induced by the
transformation.

On the other hand, when designers turn to radio-frequency electromagnetic
metamaterials in order to obtain properties not available in natural crystals, cre-
ating weak or even extreme anisotropy becomes readily achievable. In fact,
anisotropic metamaterials can be more easily manufactured and in some cases
offer lower loss tangents than their isotropic counterparts [19]. Medium isotropy,
however, becomes indispensable when three-dimensional designs are considered,
where propagating fields cannot be decoupled into pure TE and TM modes. In
general, anisotropic media exhibit birefringence, that is, simultaneous propagation
of two waves with different dispersion relations (the ordinary and extraordinary
waves). In a later section, we explain how the concept of conformal transformation
optics can be extended both rigorously and approximately into three dimensions,
where the benefits of medium isotropy and carefully designed anisotropy are
instrumental for the design of well-behaving electromagnetic devices.

1.3 Conformal Mappings and Complex Analysis
of the Helmholtz Equation

Although a restrictive set of transformations, conformal mappings have particular
value for 2D systems in that—as described above—the corresponding materials
can be realized using isotropic dielectrics. Isotropic dielectrics can be low loss,
even at infrared and visible wavelengths, and thus conformal maps are an
attractive subset of TO transformations for optical devices. Even more impor-
tantly, isotropic media do not introduce birefringence, thus avoiding the issue of
coupled multimode propagation. In relation to the design of electromagnetic
devices, the term optical conformal mapping was coined to describe this approach
[20]. We follow the development in [20] for this section.

Consider the fields in an inhomogeneous but isotropic dielectric. We constrain
all variations of materials and fields to the x–y plane. With the assumption that the
magnetic field lies within the plane, we can obtain a scalar wave equation for the
non-vanishing component of the electric field:
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r�r� Ez ¼ �ek2
0Ez ð1:10Þ

Applying the vector identity r�r� F ¼ r r � Fð Þ � r2F and assuming all
field are invariant in z, Eq. (1.10) reduces to

r2Ez þ ek2
0E ¼ 0; ð1:11Þ

Defining the complex coordinate z ¼ xþ iy and its complex conjugate �z ¼ x� iy
(z is not to be confused with the out-of-plane z direction), we can further define the
derivatives

oz ¼
1
2

ox � ioy

� �
o�z ¼

1
2

ox þ ioy

� �
ð1:12Þ

The Laplacian operator can be expressed in terms of the complex variables as

r2 ¼ oxx þ oyy

� �
¼ 4oz�z ð1:13Þ

and the scalar Helmholtz equation can be written as

4oz�z þ ek2
0

� �
Ez ¼ 0 ð1:14Þ

Suppose we can define a mapping z0 ¼ x0 þ iy0 that is explicitly independent of �z,
i.e., o�zz0 ¼ 0. Using (1.12), this condition simply becomes a restatement of the
Cauchy-Riemann equations (1.5). Then we also have �z0 ¼ �z0 �zð Þ. Applying the
chain rule we rewrite the differentials in (1.14) as

oz�z ¼
dz0

dz

����
����oz0�z0 ð1:15Þ

and the Helmholtz equation (1.14) can be written in the primed coordinates as

4
dz0

dz

����
����oz0�z0 þ ek2

0

� �
Ez ¼ 0: ð1:16Þ

This last equation can be conveniently rewritten as

4oz0�z0 þ e0k2
0

� �
Ez ¼ 0 ð1:17Þ

where

e0 ¼ e dz0=dzj j�1
: ð1:18Þ

Therefore we can interpret the Helmholtz equation in distorted coordinates as
the Helmholtz equation in Cartesian coordinates with an inhomogeneous dielectric
loading. The optical conformal map can thus be seen as a special case of the
general TO formulation, whereby the transformation is lumped into only one
material parameter. Equation (1.17) is a special case of Maxwell’s equations in
curvilinear coordinates, and (1.18) is a special case of (1.1).
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It should be pointed out that the success of the conformal mapping approach
assumes the constrained 2D nature of the wave propagation, resulting in the scalar
Helmholtz equation. With the restriction in polarization, an inhomogeneous, iso-
tropic permittivity distribution (1.18) is all that is needed to achieve the
transformation.

We note that the wave equation for TEz polarization in a homogeneous
dielectric is

r2Hz þ ek2
0Hz ¼ 0 ð1:19Þ

We might be led to believe that the conformal mapping could be perfectly
implemented with an isotropic dielectric for both TMz and TEz polarizations.
However, the wave equation in an inhomogeneous dielectric takes the form

r� e x; yð Þ�1r� Hz

� �
¼ �k2

0Hz; ð1:20Þ

which does not reduce to (1.19) unless we can ignore the spatial variation in e. To
implement this transformation properly, we would be forced to use l. We will
explore this validity of this approximation in a later section.

The use of complex analysis renders the effort of discovering conformal trans-
formations a trivial matter. Leonhardt [20] proposed a simple mapping to create an
all-dielectric cloak using this method. Others have found conformal mappings that
act as collimators for point sources [21]. Nevertheless, the limitations of the optical
conformal technique are two-fold. First, while finding conformal maps is
straightforward, there is no straightforward algorithm to find a map that gives a
desired device performance. Second, and perhaps more importantly, conformal
transformations imply the transformation of all space. If we desire our device to fit
within a finite region, we must truncate the mapping in such a way that we retain the
desired functionality. This is by no means guaranteed; it has been shown that simply
terminating the dielectric distribution makes the cloak described by Leonhardt
highly visible [22], for example. To make sure our device functions correctly, we
must impose certain boundary conditions on our governing differential equations.
As we demonstrate in the next section, the imposition of boundary conditions
drastically limits the applicability of purely conformal mapping

1.4 Extending Conformal Transformation Optics:
Quasiconformal Mappings

The Riemann mapping theorem states that any simply connected domain may be
conformally mapped to the unit disk. In essence, it guarantees that we can find a
conformal map between any two domains by mapping each of them to each other
through a mapping to the unit disk. However, as we discussed previously, much of
the power of TO is determined by the transformation at the boundary of the
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domain. For instance, we might require that our transformation does not introduce
reflections or change the direction of a wave entering or exiting our transformed
domain. These conditions introduce additional restrictions to our transformation
[23]. The most straightforward way to satisfy these conditions is to stipulate that
the coordinates are the same as free space on the boundary of our transformed
domain (Dirichlet boundary conditions). At the very least, we should require that
each side of our physical region is mapped to the same corresponding boundary in
the virtual domain. Mathematically, we assign a vertex to the intersection of each
arc in our physical domain, as shown in Fig. 1.2. We then stipulate that each of
these vertices is mapped to a corresponding vertex in the virtual domain.

This extra constraint severely limits the scope of conformally equivalent
domains. Specifically, once the sides of the quadrilateral domain have been
specified, the region can only be mapped to another quadrilateral that shares the
same conformal module. The conformal module M is simply the aspect ratio of
the differential rectangle corresponding to a set of orthogonal coordinates. If the
domain is rectangular, then M is the aspect ratio of the entire domain.

Another concern relates to the boundary conditions directly. While Dirichlet
boundaries are ideal for most purposes, they may be incompatible with our
requirement of orthogonality at all points in the mapped domain. If we simulta-
neously specify x0(x) and M at the boundary, the problem becomes over-deter-
mined and we are not guaranteed that the mapping will be orthogonal at the
boundary [24]. Instead, we require a combination of Dirichlet and Neumann
boundaries to simultaneously fix the geometry of the transformed domain and
maintain orthogonality on the boundary.

The Dirichlet component of the boundary conditions appear when we state that
each arc in physical space corresponds to an edge in the virtual space, as shown in
Fig. 1.2. Formally, we state that

x ¼ 0 on edge D0A0 and x ¼ L on edge B0C0

y ¼ 0 on edge A0B0 and x ¼ L on edge C0D0
ð1:21Þ

The Neumann component determines the position of the coordinate lines not
specified by (1.21) and guarantees orthogonality on the boundary. The orthogo-
nality condition on the other boundaries may be rewritten as

x

y

A B

C
D

A’

B’

C’

D’

x’

y’

L

H

Fig. 1.2 Mapping between a
rectangle Q and a
quadrilateral domain R. The
generalized quadrilateral
R consists of four Jordan arcs
and represents the physical
domain. The vertices (A, B,
C, D) in Q are mapped to
vertices (A0, B0, C0, D0) in R,
as shown to the right
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rx0x � n ¼ 0 on y ¼ 0;H

rx0y � n ¼ 0 on x ¼ 0; L
ð1:22Þ

where n is the normal to the boundary curve. This formulation of the boundary
conditions in terms of gradients in the physical space will be useful for our
numerical solution process later. The important thing to note at this point is that
the Neumann boundary condition allows coordinate lines to slide along the
boundary to ensure orthogonality. This deviates from the normal Dirichlet speci-
fication and aberrations may result depending on the severity of the deviation.

We now return to our discussion of the conformal module. What happens when
two domains do not share the same conformal module? We can consider the effect
through an example using the tools of TO. We wish to map a given region of space
onto a region that has a perturbation introduced, in this case a bump that protrudes
into the domain from below, as shown on the right of the Fig. 1.3. This config-
uration has become known as the carpet cloak. If it is assumed that the lower
boundary will correspond to a perfect electric conductor, then the mapping rep-
resents the design of a ‘‘cloak’’ that removes the effect of the perturbation from the
reflecting surface [25].

For simplicity, we assume that the dimensions of the physical domain are one
by one in arbitrary units. Note that the conformal modules for the two domains are
not the same; for the case shown in Fig. 1.3, the conformal module of the physical
domain is approximately M = 0.68. We have intentionally made the physical
domain distortion large to create a substantially different conformal module and
aid in visualization of the process. To compensate for the mismatch in conformal
modules, we first map our virtual domain to an intermediate domain having the
same conformal module as the physical domain. The simplest way to do this is
with a uniform dilation of the form y0 ¼ My. We can then conformally map this
intermediate domain onto the physical domain with a conformal transformation, so

Conformal MappingAnisotropic Dilation

Physical DomainIntermediate DomainVirtual Domain

Fig. 1.3 Depiction of the quasi-conformal mapping using intermediate transformations. Lines of
constant x and y (virtual domain coordinates) are shown in each domain. The thick black line
represents a PEC boundary in each domain
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that the functional dependence of the final transformed coordinates may be written
as x00 ¼ x00 x0 xð Þð Þ.

We can now consider the effect of the multiple transformations on the material
parameters. The combined dilation and conformal mapping produce material
tensors of the form:

e00 ¼ l00 ¼ Diag M�1;M; M Acj jð Þ�1
h i

; ð1:23Þ

where Acj j is the Jacobian of the conformal transformation between the interme-
diate and physical domains. For an assumed TMz polarization, the conformal
module provides an immediate measure of the anisotropy of the TO medium, as

well as its required magnetic response, since M ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
ly=lx

q
. Written in terms of x00

and y00, (1.6) becomes

Mx00x ¼ y00y

My00x ¼ �x00y
ð1:24Þ

So that (1.8) becomes

M�2x00xx þ x00yy ¼ 0: ð1:25Þ

The solution to this vector equation is the quasi-conformal (QC) map. The QC
map minimizes the anisotropy of mappings between domains of differing modules
[25]. In general, there is no closed-form solution to (1.25), and it must be calcu-
lated using a numerical approach. Historically, iterative methods [24, 26] were
used. Since M is not known a priori, it must be calculated at each solution step and
inserted into the discretized governing equations. Alternatively, the domains may
be approximated by polygons and the mapping may be computed analytically via
Schwarz-Christoffel transformations [27].

It is possible to simplify circumvent the issue of calculating M by reformulating
the problem in terms of its inverse. Noting that the inverse of a conformal map is
conformal, we can write:

xx00 ¼ Myy00

Myx00 ¼ �xy00
ð1:26Þ

Following the steps between (1.6) and (1.8), we find that we recover the vector
Laplacian for the inverse problem:

r2
x0x ¼ 0: ð1:27Þ

Since the inverse mapping is independent of M, it behooves us to calculate the
inverse mapping and use (1.26) to determine M in a single step. The forward
transformation and material parameters can then be calculated in a post-processing
step. This can be done iteratively, as before, or in a single step using PDE solution
software based on the finite element method [28]. We used the latter method for all
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the mappings shown. Explicitly, we solved (1.27) subject to the boundary con-
ditions (1.21) and (1.22) in the physical domain using the commercial software
suite COMSOL.1

Returning to (1.23), we see that the cost of the QC map is immediately clear;
the in-plane material tensor elements are no longer equal to each other. However,
it is generally the case that small deformations of space create small perturbations
to the conformal module of the physical domain. Li and Pendry [25] suggested that
the small anisotropy be ignored in this case. Specifically, if we define local indices
of refraction along the principle axes of the transformation according to

nx ¼
ffiffiffiffiffiffiffiffi
lyez

p
ny ¼

ffiffiffiffiffiffiffiffi
lxez
p

; ð1:28Þ

the geometric average of these quantities is simply

n ¼ ffiffiffiffi
ez
p ¼ M Acj jð Þ�1=2: ð1:29Þ

To implement this transformation without magnetic materials, we set the in-plane
tensor components to unity and use (1.29) for the out-of-plane component. We see
that the resulting material parameters are simply those of an isotropic in-plane
dilation x00 ¼

ffiffiffiffiffi
M
p

x0:

e00 ¼ Diag 1; 1; M Acj jð Þ�1
h i

ð1:30Þ

All of the limitations of the isotropic approximation can be understood in terms
of these intermediate transformations. Instead of correcting the aspect ratio of the
virtual domain through anisotropic stretching, we have simply isotropically dilated
the virtual domain. This is shown schematically in Fig. 1.4. Assigning the physical
domain a side length of one, we see that the virtual domain now has a horizontal
extent of M-1/2 and a vertical extent of M1/2. The intermediate transformation
uniformly dilates virtual domain by another factor of M1/2, and this region is then
conformally mapped to the physical domain. Note that neither the aspect ratio nor
the area of the virtual domain is the same as the physical domain.

We are now in a position to discuss the limitations of QC mapping compared
with the general TO formulation. Any deviation from the strict TO prescription
may result in a number of undesired wave propagation properties, or aberrations.

Even when properly implemented with the anisotropic material properties of
(1.23), the QC map requires Neumann boundary conditions that allow coordinate
lines to ‘‘slip’’ along the boundary of the transformed domain. This can lead to
aberrations, since resulting material parameters are not those of free-space. In
general, however, this type of error is small and can be mitigated by increasing the

1 COMSOL is a multi physics simulation suite based on the finite element method (FEM). In
addition to multiple physics models (e.g., electromagnetics), COMSOL allows the user to choose
from a number of classical PDE models—including Laplace’s equation. COMSOL also allows
the user to generate new physics models or modify existing templates; a feature we exploit in
Sect. 1.8.
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size of the transformation domain. We will see the effect of slipping quantitatively
when we study a QCM-derived optic.

A more significant problem arises from the isotropic approximation represented
by the material prescription in (1.30). Since the virtual and physical domains are
no longer the same size, the transformations no longer result in a strictly TO
medium; instead, the resulting distributions of material parameters are only
approximately correct, and will introduce a number of aberrations. The aberrations
that result from the QC approximation will clearly depend on the severity of the
transformation; larger deformations of space will inevitably result in larger
changes in the module. However, even small changes in the module can disrupt the
functionality of a QC device; it has been shown that carpet cloaks are always
rendered visible when anisotropy is neglected, regardless of the size of the per-
turbation [29].

Despite its limitations, the QC method has found many applications. For
example, those aberrations that might be manifest in ray-tracing analyses [29] can be
obscured when the device is of the order of the wavelength of operation so that
diffractive effects dominate device behavior. This is a common situation at micro-
wave frequencies, and the QC method may be applied to flatten conventional
dielectric lens—and parabolic reflector—antennas without significant loss in per-
formance [30–32]. Alternatively, the method can be used to reshape antenna radi-
ation patterns by reshaping the boundary of a domain containing the antenna [33].

We could also mitigate aberrations introduced by the QC method by exploiting
extra degrees of freedom that might exist in the design. For instance, as we have
shown, the QC map is required when the conformal module of the physical and
virtual domains are not the same. This situation is typically the case for the carpet
cloak, whereby the boundaries of the cloak intercept free space on three sides of
the domain. But there may be other cases where the boundary conditions are less
severe. We will demonstrate how this can be used via example.

Conformal MappingIsotropic Dilation

Physical DomainIntermediate DomainVirtual Domain

Fig. 1.4 Depiction of the effective transformation when the anisotropy in the domain is
neglected. The dimensions of each domain are shown on the top. The dashed square around the
virtual domain depicts the desired domain size compared to the effective size

14 N. Landy et al.



Consider a metallic waveguide operating in the TE10 mode, as shown in
Fig. 1.5. Inserting a kink or a bend in this waveguide will, in general, cause
reflections. We could use TO to map this distorted region to a straight one and
restore performance [34, 35]. However, we note that there is some ambiguity when
we define our transformation; how long is our virtual domain? Theoretically, we
could choose any length we wanted and performance would be unchanged up to a
phase shift in the wave exiting the transformed region. We may as well set the
length of the virtual domain to be equal to the conformal module of our physical
domain. When we do this, the transformation becomes strictly conformal and we
may use a dielectric-only implementation without cost [36, 37]. The calculation is
straightforward; we first calculate the QC map numerically using an arbitrary
length virtual domain. We can then calculate M according to (1.26). With this
knowledge we simply make the substitution dy! Mdy to effectively scale our
virtual domain. We will revisit this technique in the later sections to help alleviate
some of the aberrations that appear in optics modified with QCTO.

1.5 Reshaping the Luneburg Lens with Quasiconformal
Mappings

While the carpet cloak provides a good platform to demonstrate the functionality
and simplicity of the quasi-conformal technique, it is not very interesting from an
applications standpoint. Fortunately, other proposed TO designs are amenable to
QC optimization. One of the more compelling of these designs is the modified
Luneburg lens proposed by Schurig [38]. The Luneburg lens is one implementa-
tion of a family of spherically symmetric gradient index lenses that perfectly
focuses images of concentric spherical surfaces onto one another in the geometric
optics limit. The Luneburg lens is a perfect optical instrument, as defined in the ray

W

Lv

W

Fig. 1.5 Conformal mapping
applied to a waveguide bend.
A rectangle is mapped to a
distorted waveguide on the
right. The height of the
rectangle is chosen such that
it shares the same conformal
module as the bent domain
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limit, focusing rays with no aberrations of any order. Typically, the radius of one
of these spheres is taken to infinity so that parallel rays are imaged to points on the
surface of the Luneburg lens. The most well-known (and simplest) index distri-
bution was derived by Rolf Luneburg in 1944 [39]:

n rð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� r

a

� �2
r

0� r� a; ð1:31Þ

where n is the index of refraction, ris the radial coordinate, and a is the radius of
the lens.

While the Luneburg lens can produce a perfect image, it has the key disad-
vantage that the image is spread over a spherical surface; any attempt to image
onto a planar surface—as would be needed for most detector arrays—would result
in extreme field curvature aberration. Schurig demonstrated that TO could be used
to map a portion of the spherical image surface onto a flat one, thereby creating a
flat focal plane without introducing any aberrations. Schurig’s proposed trans-
formation exhibited all of the aforementioned limitations of MM-enabled TO
design, in particular requiring both anisotropic permittivity and permeability with
relatively extreme ranges of values.

Given its advantages for imaging, the Luneburg lens represents a useful chal-
lenge for QC techniques, since an all-dielectric implementation could serve as a
superior optical device. Kundtz and Smith [4] made use of the transformation
illustrated in Fig. 1.6, in which the virtual space consists of the unperturbed
Luneburg lens index distribution. In this 2D realization of the Luneburg, it is
desired that the physical space be a quadrilateral, with one side corresponding to
the flattened Luneburg. The virtual space is then distorted, bounded on the top,
left, and right by straight lines, while the lower boundary is conformal to the curve
of the lens, as shown in Fig. 1.6. The index distribution of the Luneburg is then
inserted into the virtual space, where it multiplies the QCTO material distribution,

Virtual Domain Physical Domain

Fig. 1.6 Depiction of the QC transform for the Luneburg lens flattened for a 90� field-of-view in
2D. The red shaded region indicates the extent of the lens in the mapped rigions. (left) Virtual
domain lens geometry showing lines of constant x and y and the Luneburg dielectric distribution.
(right) Physical domain geometry showing lines of constant x and y and the transformed
dielectric distribution. The scale bar on the bottom indicates the color scaling of the dielectric
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and the inverse transformation used to flatten the Luneburg. Since it is assumed
that a detector will terminate the fields on the flattened side, the same ‘‘slipping’’
boundary conditions can be applied on the lower edge as were used for the carpet
cloak and (1.25) solved to determine the QC grid.2 This same ‘‘flattening’’ pro-
cedure may be applied to other GRIN devices, such as the Maxwell fisheye lens
[6], and can also be used as a method to correct field curvature in conventional
optical systems [40].

The first implementation of the flattened Luneburg was performed at micro-
wave frequencies using cut-wire dipoles to achieve the desired gradient index
structure [4]. Recently, a similar design has been demonstrated in the infrared [10],
showing the versatility of the QCTO technique.

While possibly of use for planar, chip-scale devices, the 2D lens has limited
utility. An initial approach to extend the QCTO methodology to three dimensions
was to take the 2D dielectric distribution from a QC transform and revolve it
around an axis of symmetry [11, 12, 41]. However, as we show in the subsequent
sections, this method does not produce a medium that corresponds to the correct
transformed material parameters.

We begin by considering a quasiconformal transformation in the plane as
depicted in Fig. 1.6, which we have determined using the tools of Sect. 1.4. We
will assume that the deformation of the module is negligible M � 1ð Þ or that we
have scaled the virtual domain to enforce the conformal condition as discussed at
the end of the last section.3

In part, the simplicity of the QCTO method arises from the reduced dimen-
sionality of the problem. The question then naturally arises: Can this simplicity be
retained for other systems that exhibit some form of invariance? For instance,
since many optical systems are rotationally symmetric about an optical axis, i.e.,
ou ¼ 0, it is natural to apply the conformal mapping procedure in the q - z plane,
as depicted in Fig. 1.7. This procedure is slightly more involved than the Cartesian
case because of the complications of working in cylindrical coordinates [38, 42].

We begin by considering our 2D mapping. Our coordinate transformation will
be of the form:

q0 ¼ q0 q; zð Þ
/0 ¼ /

z0 ¼ z0 q; zð Þ
; ð1:32Þ

The Jacobian of the coordinate transformation is then

2 Rigorously, the slipping boundary condition should be applied to all boundaries as specified in
the last section. However, there is little practical difference between this and Dirichlet boundary
conditions on the boundaries that are removed from the perturbation.
3 We will explore the impact these methods have on lens performance in Sect. 1.7.
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Ac ¼
q0q 0 q0z
0 1 0
z0q 0 z0z

2
4

3
5: ð1:33Þ

Following the procedure in Sect. 1.2 and making the substitutions x! q and
y! z, we find the transformed material parameters have the form:

e0c ¼ l0c ¼ Diag 1; Acj jð Þ�1; 1
h i

; ð1:34Þ

where |Ac| is now understood to be the Jacobian of the conformal transformation in
the q - z plane. While the material prescription is complete at this point, we pause
to highlight a subtlety of working in non-Cartesian coordinate systems. The
material parameters that we have derived are expressed in a coordinate basis. This
is not the typical basis used to express physical quantities. To illustrate the
complications this causes, consider the / basis vector:

u ¼ q�1 �x sin /þ y cos /ð Þ: ð1:35Þ

It is clear that / is not normalized, implying that the material response of (1.34)
will have a different physical meaning depending on the position in the mapped
space. In particular, the in-plane components of (1.34) will require a nonvanishing
response although they are expressed as unity in this basis. However, (1.35)
suggests that we can convert to a unit basis through the change-of-basis matrix:

Acu ¼ Diag 1; q; 1½ � ð1:36Þ

and back to a coordinate basis with:

Auc ¼ A�1
cu ¼ Diag 1; q�1; 1


 �
ð1:37Þ

To determine the resulting material parameters, we first use (1.37) to transform
from the traditional unit basis into a cylindrical coordinate basis. In the coordinate
basis, we perform our coordinate transformation (1.34) and then return to our (now
transformed) unit basis with (1.36). We can therefore express the total transfor-
mation operator as:

Fig. 1.7 Physical domain
representation of the
conformal mapping for the
Luneburg Lens in the q0 � z0

plane. The transformation is
axially symmetric, so /0 ¼ /
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AT ¼ Acu0AcAuc; ð1:38Þ

or,

AT ¼
q0q 0 q0z
0 q0

q 0
z0q 0 z0z

2
64

3
75: ð1:39Þ

We can now use (1.1) to find that the transformed material parameters are:

e ¼ l ¼ Diag
q
q0
;

1
Acj j

;
q0

q

� 

: ð1:40Þ

As in the Cartesian case, the parameters are orthogonal; however, for the
cylindrical case the in-plane tensor components are no longer those of free-space.
The factor of q/q0 arises from the fact that the differential volume element in
cylindrical coordinates is a function of q. The transformed material parameters
must compensate for this extra dilation of space between the virtual and physical
coordinates. Additionally, the material parameters are orthotropic in cylindrical
coordinates, which mean the principle axes are not constant but vary circumfer-
entially. We have therefore not simplified our system by much, as we still require
six material responses to implement this transformation, and we certainly cannot
implement this transformation solely with a dielectric. However, as we shall see,
this transformation is amenable to certain simplifying approximations.

1.6 Eikonal Approximations for Uniaxial Transformations

The Luneburg lens design is based on geometric optics, and it is natural to work
within this framework when we consider the modified lens. In this regime, elec-
tromagnetic waves take the form of plane waves with spatially varying phase
contours. At each point in space, these waves obey a local dispersion equation that
is equivalent to that of a homogeneous medium. We begin by discussing the
dispersion relation for the azimuthally uniaxial material of the previous section.
Maxwell’s Equations for time-harmonic fields take the usual form:

r� E ¼ jxl0lH r�H ¼ �jxe0eE ð1:41Þ

We make the assumption that the fields can be written as

E ¼ E0 rð Þe�jk0w rð Þ

H ¼ H0 rð Þe�jk0w rð Þ : ð1:42Þ
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This is a ‘‘quasi-plane wave,’’ where the spatial variation of phase is decoupled
from that of the field amplitude. Inserting this form for the fields and defining
k � rw, we find

k�H0 � c0e0eE0 ¼ �
1

ik0
r�H0

k� E0 þ c0l0lH0 ¼ �
1

ik0
r� E0

ð1:43Þ

Taking the limit k0 !1, the right-hand side of Eq. (1.43) go to zero and we
recover the form of Maxwell’s Equations in a homogeneous medium. A more
rigorous discussion of the applicability of this approximation is given in [43, 44]
Combining (1.43) in this limit yields:

k� l�1 k� E0ð Þ
� �

þ eE ¼ 0: ð1:44Þ

Making the definition Kik ¼ eijkkj, we can recast (1.44) as an operation on the
electric field:

Kl�1Kþ e
� �

E ¼ 0 ð1:45Þ

For a nontrivial solution to exist, Eq. (1.45) must have zero determinant. Enforcing
this condition yields the local dispersion relation for our medium. In general, this
task is complicated by the general anisotropy of e and l [45], but it is greatly
simplified in our case, where we constrain the material parameters to be uniaxial;
i.e., of the form:

l ¼ Diag l; l; lz


 �

e ¼ Diag e; e; ez½ �:
; ð1:46Þ

We find that the dispersion relation is a bi-quadratic equation that factors into two
(nominally independent) modes:

k2
x þ k2

y

lez
þ

k2
z

le
� 1

 !
k2

x þ k2
y

lze
þ k2

z

le
� 1

 !
¼ 0: ð1:47Þ

Since our system is diagonal in a cylindrical basis, we convert to cylindrical
coordinates in (1.47) by making the substitution ðx; y; zÞ ! ðp; z;uÞ to find:

k2
q þ k2

z

le/
þ

k2
/

le
� 1

 !
k2
q þ k2

z

l/e
þ

k2
/

le
� 1

 !
¼ 0: ð1:48Þ

It is important to emphasize that the components of k do not correspond to the
solutions to Maxwell’s equations in cylindrical coordinates. Rather, they are
simply the projections of the Cartesian wave vector onto a cylindrical basis, i.e.,
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kq ¼ kx cos /ð Þ þ ky sin /ð Þ
k/ ¼ ky cos /ð Þ � kx sin /ð Þ:

: ð1:49Þ

These modes form uniaxial ellipsoidal surfaces in k-space that are equivalent to the
extraordinary mode of a uniaxial dielectric. Unlike a uniaxial dielectric, however,
there will not in general be an ordinary mode corresponding to anisotropic
material. This form is only valid when two components of the constitutive tensors
are equal in the eigenbasis of the material. For TO media, the TE and TM modes
are identical since e = l.

At this point, we note that the dispersion relation does not depend directly on
the optical properties of the material. Rather, the relation is determined solely by
the indices of refraction of the wave propagating along each of the principle axes
of the material tensors. We label these unique indices

n?;TE ¼
ffiffiffiffiffiffiffi
ejjl
p

n?;TE ¼
ffiffiffiffiffiffiffi
eljj

p
njj ¼

ffiffiffiffiffi
el
p

; ð1:50Þ

where the subscripts indicate whether the electric field (TE) or magnetic field
(TM) is transverse to the optical axis. The subscripts ?ð Þ and jjð Þrefer to quantities
perpendicular or parallel to the optical axis (z or / in the examples above). Since
Eq. (1.50) only specifies these three parameters for the four unique components of
e and l, we are free to specify one of these material components to be equal to an
arbitrary value a if we make appropriate substitutions to the other components. For
instance, if we set l0 = a, then the other components become (in the cylindrical
case):

e0 ¼ el
a

e/
0 ¼

el/

a
l0/ ¼ a

l/

l
: ð1:51Þ

In order to minimize the number of magnetic elements in our eventual design, we
should choose a = l = 1. This flexibility is general to uniaxial magneto-dielectric
media, but for our TO-derived design, this approximation also retains the
degeneracy of the dispersion relation so that waves of both polarizations follow the
same trajectory in the medium.

The above procedure illustrates the great benefit of the QC method for 3D TO.
While the material parameters derived directly from the TO algorithm are not
particularly simple (three required magnetic responses), the symmetries of the
mapping permit us to make a subsequent approximation that greatly reduces the
complexity of the problem (one required magnetic response) [46].

This approximation is especially appropriate for the transformed Luneburg lens,
since the original dielectric distribution was derived under geometric optics con-
siderations. Using the techniques that we have developed in this and the preceding
sections, we can determine the 3D reduced-parameter set for a flattened lens with
90� field of view, as shown in Fig. 1.8.

It is interesting to note that the only nonvanishing magnetic response (l0/) is
bounded between zero and unity throughout the transformed lens. Diamagnetic
responses such as these can be implemented in a broadband fashion with
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metamaterials, as shown in [47, 48], holding out the possibility of creating a
transformed lens that operates over a wide band of frequencies. However, the lens
as depicted does require njj ¼

ffiffiffiffiffiffiffi
e0q;z

p
\1, which limits the possible performance of

any implementation over a given frequency band due to causality. To circumvent
this limitation, the background dielectric distribution could be raised, as suggested
for the 2D carpet cloak in [25], and implemented in the carpet cloak and flattened
Luneburg in [3] and [10], respectively. The Luneburg case is especially interesting
since the Luneburg dielectric distribution itself may be altered according to [49] or
[50] to provide a higher background dielectric for the transformation, as demon-
strated by [5]. In this manner, the transformed Luneburg could still be coupled to
free space without introducing refractive aberrations.

At this point, we have introduced a number of approximations to the general TO
specification. Since lenses have well-defined metrics of performance, we can test
the effectiveness of the QC mappings as well as our material approximations by
evaluating the performance of these lenses. In the remaining sections of this
chapter we will use a variety of numerical techniques to judge the effectiveness of
these lenses.

1.7 The Hamiltonian Method

Ray-tracing is a useful tool for optically large problems in which diffraction effects
may be ignored. Additionally, ray-tracing may be formulated in the language of
Hamiltonian optics, and it may be possible to glean some insight into the per-
formance of devices based upon the symmetries that they might possess.

We begin by considering each ray of light as a particle that follows a trajectory
that satisfies the Hamiltonian

H pj; qj

� �
¼ 0: ð1:52Þ

Fig. 1.8 Reduced-parameter
material distribution for a
flattened Lunburg lens. The
other two components of l0

are unity
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The parameterized ray trajectory qi (s) is found by numerically integrating
Hamilton’s equations:

_qi ¼
oH

opi

_pi ¼
oH

oqi
:

ð1:53Þ

In Cartesian coordinates, the Hamiltonian is simply the local dispersion rela-
tion, and the conjugate momenta are simply the components of the normalized
wave-vector k. Straightforward algorithms exist for ray-tracing in general
impedance-matched media [51] and uniaxial media specifically [43]. However, we
wish to exploit the symmetry of our system by performing our integration in
cylindrical coordinates. We accomplish this by finding the Hamiltonian that pre-
serves the form of Hamilton’s equation [52]:

H ¼
p2

q þ p2
z

n2
?
þ

p2
/

n2
?q

2
: ð1:54Þ

where we have used the indices of refraction along the principle axes of the
material as defined by (1.50) and assumed degeneracy in the dispersion relation.
This form of the Hamiltonian is important for two reasons. From Hamilton’s
equations we see that the coordinates are cyclic in /:

_p/ ¼ �
oH

o/
¼ 0: ð1:55Þ

so that p/ is conserved along a ray. This implies that we can categorize rays based
upon their initial angular momentum. Rays with zero angular momentum
pu 0ð Þ ¼ pu sð Þ ¼ 0
� �

obey a reduced Hamiltonian of the form

H ¼
p2

q þ p2
z

n2
?

; ð1:56Þ

which is simply the Hamiltonian of a ray in an axially symmetric isotropic
medium. The implication here is that the flattened Luneburg lens can be properly
implemented with an isotropic dielectric only at normal incidence.

Extreme care must be taken in the numerical integration of (1.53), since the
mapping itself is determined numerically. In the absence of a closed-form solution
for the mapping, we must rely on an intelligent interpolation scheme to retrieve the
material values and their spatial derivative as required by (1.53).

Fortunately, COMSOL provides us with the spatial derivatives of all solved
quantities. However, these are derivatives in the virtual domain, and we require
them in the physical domain for our ray-tracing.
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From the chain rule, we see that

oi0 ¼ oi0x
i

� �
oi ¼ Aoi: ð1:57Þ

With these quantities calculated on a regular grid, we can then use Hermite-
cubic interpolation [42] to determine these quantities anywhere to high precision.
We expect even higher accuracy could be achieved by using the same mesh and
interpolation functions that are used internally by COMSOL.

In our study, we considered four distinct lenses based on two different trans-
formations. The first transformation is based on the traditional QC mapping where
the conformal module between domains is not preserved. The second transfor-
mation is based on the conformal (C) mapping where we have adjusted the height
of the virtual domain to preserve the conformal module. From each of these
transformations we construct two different lenses; one anisotropic, based on the
proper transformed material equations, and one isotropic, which mimics the proper
material parameters at zero field angle as shown by (1.56).

Figure 1.9 shows the root-mean-square (RMS) spot size for four different lens
constructions: C isotropic and anisotropic and QC isotropic and anisotropic. At
normal incidence (zero field angle), p/ = 0 and the ray paths for the anisotropic
and isotropic lenses are degenerate. However, aberrations do appear in the lenses
derived from the QC mapping. These aberrations are related to our neglection of
in-plane anisotropy, as discussed in Sect. 1.4.

At normal incidence, all the rays pierce the top boundary of the cylindrical
transformation domain without refractive aberration since n� k ¼ 0. Therefore,
we can ignore the slight material inhomogeneity at this boundary as well as the
isotropic scaling that occurs in the quasi-conformal approximation. However, we
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Fig. 1.9 Left—Spot Size comparison of various flattened luneburg lenses calculated with
numerical ray-tracing. The spot size at each angle is the RMS average of 100 incident rays.
Right—Spot diagrams at 30� for (top, green) a conformal, anisotropic lens, (left, blue) a
conformal, anisotropic lens, and a (right, red) isotropic lenslens
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cannot neglect the error induced by neglecting anisotropy. As we showed previ-
ously, the material anisotropy allowed us to stretch the mapped region to fit in the
transformation domain. Without this stretching transformation, the Luneburg lens
is no longer circular in the virtual domain. Instead, it will appear compressed along
one axis. This leads to the nonvanishing spot at zero field angle.

Up to approximately 5�, the isotropic lens configurations are essentially iden-
tical to their anisotropic counterparts. However, we see that the isotropic lens
performance drops dramatically for larger field angles. By comparison, the
anisotropic lenses show consistent performance across the specified field of view.
The conformally mapped lens shows the smallest spot size up to about 44�. At this
point, a significant number of rays are now intercepting the domain from the side
where the mismatch has been increased by scaling the virtual domain. This
aberration could be reduced by increasing the lateral extent of the transformation
domain, which would thereby increase the size of the optic.

The isotropic variants of lenses clearly show the largest aberrations for large
field angles. We can clearly visualize the source of these aberrations by plotting
the ray trajectories for anisotropic and isotropic lens variants as shown in
Fig. 1.10. Rays that lie in the plane of the chief ray and the optical axis (meridional
rays) are focused identically in both cases, as these are the rays with zero angular
momentum. However, we see a dramatic difference in performance when we plot
rays in an orthogonal plane that contains the chief ray. This is the sagittal plane,
and these rays have maximum angular momentum. Only the anisotropic lens
properly focusses in this case. Sagittal rays in the isotropic case appear to be
focused to a point above the nominal focal plane so that the lens exhibits

0.2

Entrance Pupil Coordinates
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0.1

0

0.0 0.4 0.8-0.4 0.80.40.0-0.8 -0.4-0.8

Fig. 1.10 OPD plots across the sagittal and meridional planes an anisotropic (left) and isotropic
(right) lens. Inset are traces of rays in the meridional plane and sagittal plane. The sagittal rays
and OPD are red, and the meridional rays and OPD are blue
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astigmatism. Similar results were shown qualitatively in [46] for all three lenses
and in [41] for the isotropic case.

We can connect these results to those of traditional optical lens design by
calculating the optical path difference (OPD) for our rays. The optical path length
(OPL) is simply the change in the eikonal across the path of each ray. From the
definition of the eikonal, we then have:

OPL ¼ w r1ð Þ � w r0ð Þ ¼
Zr1

r

k � dl: ð1:58Þ

The OPD is calculated by subtracting the OPL of the chief ray from the OPL of
all other rays. The OPD is plotted in Fig. 1.10 for both sagittal and tangential rays.
As expected, the meridional rays have virtually no OPD in either case. However
the sagittal rays in the isotropic case show an OPD plot that is symmetric about the
optical axis. This is indicative of astigmatism, as previously mentioned.

Similar ray-tracing analysis may be performed for the carpet cloak [41]. Un-
surprsingly, the revolved, all-dielectric implementation of the cloak fails to operate
effectively at all angles of incidence. Interestingly, an extruded version of the all-
dielectric carpet cloak appears to mitigate these aberrations to some extent [53,
54]. However, this technique may have some application, especially in designs
with restricted incident angles. For instance, alternative cloaking designs—such as
the conformal map introduced by Leonhardt [20] are only designed to work at one
angle of incidence. If this structure is revolved around the axis parallel to this
angle, performance is not diminished, as shown in [55].

1.8 Full-Wave Verification of Eikonal-Limit Designs

Ray-tracing is strictly valid only in the limit of vanishing wavelength. However,
lenses are often used in situations where the aperture is only a few wavelengths
across. In this regime, diffractive effects must be considered explicitly. Various
models (physical optics, geometrical theory of diffraction) can account for these
effects with increasing accuracy, but, to our knowledge, only full-wave numerical
solvers can handle these effects in conjunction with the complicated gradients and
anisotropy of TO-derived materials. Full-wave simulations also allow us to test the
effects of the eikonal approximation that we made to the transformation.

The full-wave simulation of optically large, three-dimensional objects is a
formidable task. For example, the finite element method (FEM) requires at least a
few nodal points per wavelength to resolve gradients in electromagnetic fields.
Memory requirements thus scale with the volume of the simulation domain.
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Fortunately, these requirements can be drastically reduced for problems with
azimuthal invariance, such as the lens considered above. We first expand the fields
in a Fourier series in /:

E ¼
X1

m¼�1
Em q; zð Þejm/

H ¼
X1
m¼1

Hm q; zð Þejm/

ð1:59Þ

The orthogonality of the series permits us to solve for the fields associated with
each mode individually. Moreover, we can make the substitution ou ! jm in
Maxwell’s equations so that the problem is reduced to finding the 2D field pattern
for each mode. This allows us to solve M small 2D problems sequentially instead
of one large one.

To simulate a plane wave incident on the lens, we decompose the incident fields
as in (1.59). The decomposition is facilitated by the introduction of the auxiliary
vector potentials A and F to represent the two distinct polarizations of the incident
wave (magnetic field or electric field transverse to the z-axis, respectively) [56].
For instance, an incident wave making an angle hi from the z-axis with the electric
field in polarized in y may be expressed as

Eq ¼
�E0

k0q sin hj
ejk0 cos hj

X1
m¼�1

j1�mJm k0q sin hj

� �
ejm/

E/ ¼ E0ejk0 cos hj
X1

m¼�1
J0m k0q sin hj

� �
ejm/:

: ð1:60Þ

In practice, the series must be truncated at some maximal wavenumber M. From
the asymptotic form of Bessel functions, the series may be truncated without
significant error when [57]

M ¼ ceil k0qmax sin hi½ � þ 6; ð1:61Þ

where ceil[] is the integer ceiling operator. With these tools in place, we can now
investigate the performance of our lenses. For each lens, we simulate an incident
plane at 30� off-normal for apertures ranging from five to thirty wavelengths in
diameter. Our performance metric is the spot size that encompasses 84 % of the
energy in the focal plane, the same amount of energy contained in the primary lobe
of a non-aberrated Airy disk. Use of this metric enables quick comparison between
our lenses and the expected diffraction-limited performance of a lens with the
same aperture and focal length.
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In our study, we looked at three lenses derived from the same conformal
transformation.4 The first lens uses the full-parameter implementation given by
(1.48). For this case, we also set the virtual-domain Luneburg material distribution
to be

eL ¼ lL ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2� r2
p

; ð1:62Þ

so that the lens performance is identical for both polarizations of the incident
wave.

The second lens uses the eikonal approximation of (1.49). As opposed to the
first lens, the Luneburg distribution is entirely dielectric so as to maintain the
minimum amount of magnetic coupling in the design. Since this design is based on
a high frequency approximation, we expect inferior performance as compared to
the full transformation for small apertures, and then we expect it to approach the
performance of the full transformation as the aperture size is increased. Addi-
tionally, we expect some difference in performance for the two polarizations of the
incident wave.

The final lens represents an isotropic, dielectric-only implementation. Since this
implementation neglects the anisotropy of the transformation, we expect it to show
the worst performance for all aperture sizes. Additionally, we expect the spot size
to asymptote to the nonzero value corresponding to the RMS size given by the ray-
tracing analysis of the previous section.

The simulation results are plotted in Fig. 1.11. For comparison, we also plot the
expected diffraction-limited spot diameter, given by
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Fig. 1.11 Comparison of spot sizes for various lenses using FEM. Left—TEz incidence. Right—
TMz incidence

4 Unlike in ray-tracing, we found no significant difference between the strictly conformal—and
the quasi-conformal mapped—lenses since the RMS spot size of both lenses lies below the
diffraction limit in the simulated range of aperture sizes.
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D ¼ 2:44kf=# ð1:63Þ

where f/# = f/D = 1/2 is the f-number of the untransformed Luneburg lens. As
expected, the full-parameter lens shows superior performance for all simulated
aperture sizes. In fact, the spot size is a bit smaller than one would expect from
(1.62), though both curves show the same behavior at short wavelengths.

At long wavelengths, the reduced-parameter and isotropic lenses have sub-
stantially degraded performance in comparison to the full-parameter implemen-
tation. However, the reduced-parameter implementation quickly regains
performance as the aperture size is increased, so that by the time D = 25k, the
reduced parameter curve is practically indistinguishable from the full-parameter
curve. On the other hand, the performance of the isotropic curve quickly
asymptotes to a nonzero value as predicted by our previous ray tracing analysis.

Lens performance in the five- to ten-wavelength range is difficult to understand
since the scale of material variation is of the order of the free-space wavelength.
From simulations, it appears that the main performance limiting factor is reflec-
tions in the lens interior where the material variations are the most rapid; these
reflections spread energy over the focal plane so that the diameter of 84 %
encircled energy is larger than we would expect from qualitative examination of
the spot diagrams in Fig. 1.12.

While the short-wavelength behavior of the reduced-parameter lens is diffrac-
tion limited, the spot diagram shown in Fig. 1.12 clearly differs from expected
Airy disk. The full-parameter lens shows the same behavior at all frequencies; the

Fig. 1.12 Intensity plotted in the focal plane of each lens. (Left) Intensity over the full focal
plane for a five wavelength, reduced parameter-set lens. A virtual domain grid is overlaid to show
distortion in the focal plane. The dotted gray square indicates the relative dimensions of the spot
diagrams on the right. (right, top) spot diagrams for the reduced-parameter lens for apertures of
five and thirty wavelengths. (right, bottom) spot diagrams for the isotropic, dielectric-only lens at
the five and thirty wavelengths
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distortion in the spot is due to the mapping itself. This is unsurprising in light of
the Neumann boundary conditions we enforced when generating the map. In the
focal plane, the lines of constant q (virtual coordinates) are distorted to guarantee
orthogonality in the mapping. To illustrate this distortion, we plot the virtual
coordinates in the physical focal plane in Fig. 1.12. We see that an image near the
center is demagnified, whereas an image toward the edge is slightly magnified.
Additionally, an image of our 30� incident plane wave is compressed vertically, as
we saw in our full-wave simulation previously. The only way to circumvent this
problem is to specify the virtual domain points directly as done in [38].

1.9 Summary

In this chapter, we have discussed the QCM technique as it applies to the design of
transformation optical devices. We have shown that the primary benefit of this
technique is the reduction of complexity in the derived material parameters; only
one material response is required in two dimensions, and three distinct responses
are required in three dimensions. However, the quasi-conformal method does
come at some cost. As we have demonstrated, the method is inherently approxi-
mate, and aberrations may manifest unless care is taken to mitigate them using the
techniques that we have developed.
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Chapter 2
Transformation Electromagnetics
for Cloaking, Lensing, and Radiation
Applications

Do-Hoon Kwon, Qi Wu and Douglas H. Werner

Abstract The transformation electromagnetics technique provides a powerful tool
to electromagnetic and optical designers by offering a blueprint for creating novel
devices that feature a variety of unconventional wave-material interaction prop-
erties. Combined with the recent advances in metamaterials technology, the
coordinate transformation-based design methodology paves the way to realizing
devices that perform entirely new functions or traditional functions in different
geometrical configurations that are advantageous in practical applications. Here,
transformation electromagnetics techniques are applied to the design of invisibility
cloaks, lenses, beam controllers, and antennas. Each device design is illustrated
with an example, including the associated specifications and performance expec-
tations. For the two-dimensional embedded antenna application, a microwave
metamaterial design is also presented.

2.1 Introduction

In 2006, transformation optics (TO) or transformation electromagnetics [1, 2] was
introduced as a technique to control and manipulate interaction between electro-
magnetic fields and materials, offering an unprecedented degree of flexibility. This
was enabled through the application of coordinate transformations in space from a
simple, known electromagnetic phenomenon to a novel, envisioned wave-material
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interaction characteristic. In the context of TO, a coordinate transformation is
interpreted as inhomogeneous and anisotropic compression and stretching of
constituent materials. This ‘‘material interpretation’’ [3] is based on the form
invariance of Maxwell’s equations under coordinate transformations. The exact
medium parameters that will physically realize the new phenomena in the trans-
formed space are completely specified by the coordinate transformation definition.

Since its introduction, the TO technique has attracted a significant amount of
interest both in the physics and engineering communities. The most significant
contributing factor was the design [2] and experimental demonstration in the
microwave regime [4] of invisibility cloaks. Since magnetic responses of natural
materials are weak at optical wavelengths, a reduced set of medium parameters
that do not require magnetic materials and optical cloak designs utilizing dielectric
materials alone have been reported as ways to achieve the necessary electric
response [5, 6]. Various properties of invisibility cloaks have been investigated
such as the effect on an embedded source [7], induced surface voltages on a
cloak’s inner surface [8], sensitivity of cloak performance to medium parameter
variations [9] and loss [10], and energy transport velocities [11]. Spatial variations
of the ideal cloak parameters and use of engineered dispersion have been proposed
to extend the bandwidth. Furthermore, coordinate transformations in non-Euclid-
ean space were suggested as a possible pathway to overcoming the bandwidth
limitation of Euclidean cloaks [12].

The original cloak was designed for three-dimensional (3D) spherical shell and
two-dimensional (2D) cylindrical shell geometries. However, the TO design
technique does not limit the shape of a cloak to these geometries. For example, 2D
cloak designs of elliptic annular cross sections have been reported [13, 14].
Starting with the 2D square cloak [15], a variety of 2D polygonal annular cloak
designs were presented [16, 17]. In addition, 2D cloaks having inner and outer
cloak boundaries that are not geometrically similar were considered in Refs. [18–
20], including an elliptic annular cloak having a uniform thickness [18].

The class of coordinate transformations used in cloak designs have the property
that they are continuous across the cloak’s outer boundary. Devices derived from
such a class of transformations are inherently invisible to outside observers and
thus cannot change the fields external to them. In Rahm et al. [21], a new class of
transformations that allows discontinuities along device boundaries was intro-
duced. An ‘‘embedded’’ coordinate transformation allows novel interactions
between devices and waves with a great degree of flexibility. For example, 2D
reflectionless beam shifters and splitters were presented in Rahm et al. [21]. Re-
flectionless beam bends [22] and waveguide bends [23, 24] have also been
designed. 2D beam expander designs have been reported [25], but their perfor-
mances were found to suffer due to reflections from the exit interface, which
become larger as the expansion ratio increases. To overcome the impedance
mismatch issue, a 3D beam expander that is reflectionless for a normal plane wave
illumination and has a significantly improved impedance match for oblique illu-
minations was introduced in Emiroglu and Kwon [26].
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Lenses represent one of the most fundamental of all optical devices, where
traditional design approaches typically involve finding the appropriate curved
interfaces of a constant-permittivity medium. In addition to the lens boundary
profile, the TO technique allows the medium parameters of the lens to be used to
achieve further design flexibility. TO lenses that convert diverging waves origi-
nating from an embedded source into a collimated beam or highly directive
radiation, forming an image at infinity, were presented in Refs. [22, 27, 28]. For
external electromagnetic sources, 2D focusing lenses with flat interfaces have been
designed [22]. A simple compression of the coordinate along the lens axis was
applied to change the profile or thickness of a curved-surface lens [29].

In 2000, Pendry showed that a flat homogeneous, isotropic material slab having
relative effective permittivity and permeability values simultaneously equal to –1
operates as a perfect lens [30] that is capable of forming an image of the source
beyond the conventional half-wavelength diffraction limit. This super resolution is
the main driving force behind the research on negative-index materials (NIMs) and
their metamaterial realizations. It was observed that the perfect lens can be
interpreted as a TO device by employing a negative slope between the original and
the transformed coordinates. The negative refraction phenomenon was experi-
mentally verified in both the microwave [31] and optical [32] regimes. The flat
perfect lens configuration was extended to cylindrical designs in Yan et al. [33].
Novel devices exploiting negative-index constituent media such as the anti-cloak
[34], superscatterer [35], and superabsorber [36] have been reported. A class of
coordinate transformations involving NIM constituent media result in ‘‘folded
geometries’’ [37, 38]. For a scatterer outside of a cylindrical folded geometry,
embedding a complementary anti-object inside the folded space led to the idea of
cloaking-at-a-distance [39]. In addition, by using a complementary medium
together with a restoring medium in a folded geometry, an illusion optics device
can be designed, where an electromagnetic signature of a physical object can be
replaced by that of a different object [40].

The TO technique has also been applied to radiation problems by antennas and
arrays. In Kwon and Werner [41], the idea of cloaked antennas was proposed to
restore the intended impedance and radiation characteristics of an antenna in a
scattering environment. A TO medium for a 2D non-uniform circular array was
designed and the array was shown to behave the same as a linear array [42]. The
inverse function was demonstrated in Kwon [43], where a TO medium-embedded
linear array of sources was designed to have the same scanning capability as a
circular array operating in free space. An ultradirective radiation pattern was
predicted from a line source by transforming a circular wavefront into a planar
wavefront [44] and was subsequently validated by experiment [45]. Using a folded
geometry, it was shown that the exact radiation pattern of a monopole antenna
above a ground plane (i.e. vertically polarized maximum radiation at the horizon)
can be reproduced by an embedded monopole inside a recess, such that there is no
physical structure present above the ground plane [46].

Typical transformation media are comprised of magneto-dielectric materials
with inhomogeneous and anisotropic parameters. Such complex medium
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characteristics as well as the associated frequency dispersion are the main
challenges to realizing practical TO-based devices. To alleviate difficulties asso-
ciated with magnetic materials and narrow bandwidths of synthesized metamate-
rials, quasi-conformal TO (QCTO) was introduced, which is based on quasi-
conformal coordinate transformations [47]. In QCTO, transformed grids in 2D are
numerically generated such that the average anisotropy introduced by the trans-
formation is minimized. If the anisotropy is low, the medium can be accurately
approximated by an isotropic medium with a spatially varying index of refraction.
Under a transverse electric (TE) polarization, the QCTO medium becomes non-
magnetic, which can be realized using gradient index dielectric media. QCTO
media can also have a significantly wider bandwidth compared with typical TO
media. Using the QCTO technique, a ground plane cloak (or carpet cloak) design
was presented and a broadband characteristic was predicted [47]. The cloaking
function and broad operational bandwidth were validated by experiment in the
microwave [48] and optical [49] regimes. The QCTO technique has been applied
to change the shapes of lenses [50, 51], flatten a parabolic reflector [52], and obtain
customized directive radiation patterns from an embedded isotropic radiator [53].

Several review articles are available on the TO and QCTO techniques [54–56].
Interested readers are referred to these papers and the references therein. This
chapter presents basic TO and QCTO principles and their applications to cloaking,
lensing, and radiation problems. The organization of this chapter is as follows. In
Sect. 2.2, the two coordinate transformation-based design techniques are reviewed.
Section 2.3 presents 2D invisibility cloak designs. Flat focusing lenses and beam
control devices such as benders, splitters, polarization rotators, and expanders are
treated in Sect. 2.4. Section 2.5 presents TO applications to antennas. Planar
photonic device designs based on the QCTO technique are presented in Sect. 2.6.
Finally, Sect. 2.7 provides a summary and conclusions.

2.2 Coordinate Transformation-Based Design Techniques

2.2.1 General Transformations for Magneto-Dielectric
Media

The transformation optics/electromagnetics technique is built upon two key
observations: (1) Maxwell’s equations retain the same format under coordinate
transformations in space, i.e. they are form-invariant under coordinate transfor-
mations [57], and (2) Maxwell’s equations interpreted in different coordinate
systems are equivalent to changing the medium parameters in the constitutive
relationships [3]. An overview of the device design method based on coordinate
transformations is presented in Cartesian coordinates, but the approach is valid in
general non-orthogonal coordinate systems as well.
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Consider a set of time-harmonic electric and magnetic fields E and H at an
angular frequency x in a Cartesian (x, y, z) coordinate system. Adopting the ejxt

time convention, the fields satisfy Maxwell’s curl equations

r� E ¼ �jxlH; r�H ¼ jxeE ð2:1Þ

at any source-free point. In (2.1), the constitutive relationships

B ¼ lH;D ¼ eE ð2:2Þ

have been used to relate the two field intensities to the electric and magnetic flux
densities D and B in terms of the electric permittivity tensor e and the magnetic
permeability tensor l.

Figure 2.1 illustrates the TO design approach using a simple coordinate
transformation to change the propagation path of a plane wave. Figure 2.1a depicts
a plane wave propagating in the +x direction, together with three ray paths. From
the original Cartesian (x, y, z) system, consider a transformation to the (x0, y0, z0)
system described by

x0 ¼ x0 x; y; zð Þ; y0 ¼ y0 x; y; zð Þ; z0 ¼ z0 x; y; zð Þ: ð2:3Þ

An example of the transformed system is illustrated in Fig. 2.1b, where the
original space is warped in the –y direction in the region around x0 = 0. All three
ray paths in Fig. 2.1a follow constant-y paths in the original system. These straight
lines are mapped to curved contours in the (x0, y0, z0) system, which the ray paths in
the deformed system will also follow, as shown in Fig. 2.1b.

Since Maxwell’s equations are form-invariant under coordinate transforma-
tions, the two curl equations in the transformed system may be written as

r0 � E0 ¼ �jxl0H0; r0 �H0 ¼ jxe0E0: ð2:4Þ

(a) (b)

x

y

x

y

Fig. 2.1 An example coordinate transformation describing deformation of ray paths. a Three
parallel rays in free space in the original Cartesian system. b Deformed ray paths following the
transformed grid lines
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Let the coordinate transformation be described by the 3 9 3 Jacobian matrix
A defined as

A ¼
ox0=ox ox0=oy ox0=oz
oy0=ox oy0=oy oy0=oz
oz0=ox oz0=oy oz0=oz

2
4

3
5: ð2:5Þ

Both field and medium quantities in the (x0, y0, z0) system are related to their
respective counterparts in the (x, y, z) system. Specifically, the medium tensor
parameters, l0 and e0, are related to l and e in the original space by the following
expressions [3, 57]

l0 ¼ AlAT

det A
; e0 ¼ AeAT

det A
: ð2:6Þ

In addition, the fields in the transformed system are given in terms of the fields in
the original system via [57]

E0 ¼ ðA�1ÞTE; H0 ¼ ðA�1ÞT H: ð2:7Þ

A single electromagnetic phenomenon (e.g. plane wave propagation in free
space in Fig. 2.1) may be described by either set of Maxwell’s equations (2.1) or
(2.4). Here, (2.4) allows an alternative interpretation different from describing the
same phenomenon in a deformed space. The left-hand sides of the two equations in
(2.4) still represent curl operations on the two field quantities, while the right-hand
sides are multiplication of fields by medium tensors. Therefore, the set of Max-
well’s equations given in (2.4) are equally valid in any coordinate system, not just
the (x0, y0, z0) system. If (2.4) is interpreted in a different coordinate system, say the
original (x, y, z) system, it now describes a new electromagnetic phenomenon.
Furthermore, the electric and magnetic medium specifications that are needed to
realize this new phenomenon in the original space are represented by (2.6). This is
known as the ‘‘materials interpretation’’ [3] of the coordinate transformation.

The materials interpretation allows electromagnetic phenomena envisioned in
the transformed space to be realized in real space using the ‘‘transformation
media’’ specified by (2.6). Hence, designing an electromagnetic/optical device that
performs a given novel function reduces to finding an appropriate coordinate
mapping that realizes it in the transformed space. This process provides device
designers with an unprecedented control over wave-material interactions.

2.2.2 Quasi-Conformal Transformation for Dielectric Media

The construction of transformation media for the TO designs discussed above
normally require anisotropic and inhomogeneous metamaterials with extreme
parameters, which give rise to narrow bandwidths and high intrinsic losses arising
from the resonant properties of inclusions [54]. One way to reduce material
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complexities is to employ QC transformations, which can minimize the anisotropy
of the constitutive materials, allowing all-dielectric implementations [47]. This
approach was first introduced by Li and Pendry [47] for designing carpet cloaks,
which have subsequently been experimentally demonstrated in both the micro-
wave and optical wavelength regimes [48, 49, 58–61]. Thereafter, a variety of
functional devices, including transformed Luneburg lenses, flat antennas, and zone
plates, have been proposed and developed to provide enhanced performance when
compared with their conventional counterparts [50, 53, 62–65]. To implement such
QCTO designs, nearly-isotropic gradient index (GRIN) materials with a broad
bandwidth and low losses can be utilized, leading to practical devices for a variety
of applications [66–70].

The QC transformations can be employed to design many TO devices whose
geometries do not contain sharp boundaries. Such mappings are numerically
generated orthonormal grids, which can be implemented through a variety of
different techniques [71]. For instance, QC mappings can be obtained with the aid
of grid generation theory by using the Poisson transform algorithm [72, 73]. It has
been shown that such mappings could also be found by solving the inverse
Laplace’s equation together with sliding boundary conditions [74]. These map-
pings approximately satisfy the Cauchy-Riemann equations, and can be regarded
as possessing all the properties of a conformal mapping for the purposes of the TO
approach [75–78]. In fact, the QC transformation can be exactly conformal if the
original and transformed spaces have the same conformal module [79].

Consider a 2D transformation in the x–y plane, where the coordinate is invariant
in the z-direction. Under these conditions, the Jacobian matrix reduces to a simpler
form given in (2.8):

A ¼
ox0

ox
ox0

oy 0
oy0

ox
oy0

oy 0
0 0 1

2
64

3
75 ð2:8Þ

Based on the general TO design equations provided above, the resulting permit-
tivity and permeability tensors become

e0 ¼ e0

detðAÞ

ox0

ox

� �2þ ox0

oy

� �2
ox0

ox
oy0

ox þ ox0

oy
oy0

oy 0

oy0

ox
ox0

ox þ ox0

oy
oy0

oy
oy0

ox

� �2
þ oy0

oy

� �2
0

0 0 1

2
664

3
775 ð2:9Þ

l0 ¼ l0

detðAÞ

ox0

ox

� �2þ ox0

oy

� �2
ox0

ox
oy0

ox þ ox0

oy
oy0

oy 0

oy0

ox
ox0

ox þ ox0

oy
oy0

oy
oy0

ox

� �2
þ oy0

oy

� �2
0

0 0 1

2
664

3
775 ð2:10Þ
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It has been demonstrated that the QC mapping technique minimizes the aniso-
tropic factor and produces coordinate transformations that approximately satisfy
the Cauchy–Riemann conditions given in (2.11) [63, 64].

ox0

ox
¼ oy0

oy
;

oy0

ox
¼ � ox0

oy
ð2:11Þ

For a TE-polarized wave with electric field normal to the plane of propagation, an
effective average refractive index can be defined as

n0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
n0xxn0yy

p
ffiffiffiffiffiffiffiffiffi
e0l0
p ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
l0xxl

0
yy

4
p ffiffiffiffiffi

e0zz

p
ffiffiffiffiffiffiffiffiffi
e0l0
p ¼

ffiffiffiffiffi
e0zz

e0

s
¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

detðAÞ
p ð2:12Þ

As a result, the TO medium possesses non-magnetic and isotropic material
parameters, facilitating their implementation and applications in practical devices.

Most of the common QC mappings define a transformation between an arbitrary
geometry to a rectangle. As an example, Fig. 2.2a, b illustrate the mapping
between a rectangular region with a circular protrusion in the original space and a
rectangular domain in the transformed space. After specifying the source domain
and choosing four points (A, B, C, and D) to be mapped to the rectangle corners
(A0, B0, C0, and D0), the remaining boundary points in the original space are
mapped to the four edges of the rectangle to define the boundary conditions. Note
that assignment of corners to the QC transformation is critical to obtaining a
design with practical material parameters. Either dense or sparse grid lines will
result if a corner is mapped onto a straight line in the original domain due to the
orthogonality requirement. With a transformation where the corners of the rect-
angle do not map to a hard corner in the original domain, the material parameters
generally possess extremely high or low values. As a result, the geometry in the
original domain is perturbed, if necessary, to create corners for assignment to the
destination corners.

The orthogonality of the grids can be quantified by measuring the angle h
between two edges of each cell. The distribution of the angle parameter is dem-
onstrated in Fig. 2.2c for the grids shown in (a). It is noticed that the mesh grids
created by the QC mappings possess strong orthogonality within the entire
transformation domain, indicating that the anisotropy of the medium has been
minimized. The effective parameters of the transformation medium are found from
the equations provided above. By assuming a TE-polarized wave, the TO devices
can be characterized by the spatial distribution of refractive index. Figure 2.2d
shows the resulting gradient refractive index profile for this transformation.
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2.3 Electromagnetic Invisibility Cloaks

2.3.1 2D Annular Cloaks

The original 2D invisibility cloak [80] was designed and validated for a circular
annular shape. Cross sections of cloaks are not limited to a circular annulus,
however, which is not a very convenient geometry from a practical viewpoint.
Other cloak geometries can be obtained using appropriate coordinate transfor-
mations that involve non-circular cross sections in the original system. Here,
designs for an eccentric elliptic annular cloak [13] and a constant-thickness cloak
for elliptical cloaked regions [18] are presented.

An eccentric elliptic annular cloak is defined by the inner and outer boundaries
of ellipses with centers that are not co-located. Such geometries are conveniently
treated in a special coordinate system (q1, q2, q3) defined in terms of Cartesian
coordinates (x, y, z) as

Fig. 2.2 A QC mapping transforms a rectangular domain with a circular protrusion in the
original space into a rectangular domain in the transformed space. The resulting spatial grids from
the mapping are illustrated by green lines in (a) and (b). The bottom surface of the circle in (a) is
mapped into a straight segment along the bottom surface of the rectangle in (b). The distribution
of degrees between two edges in each grid of the original space (c). The refractive index profile
for this QC transformation (d). The interior region of the domain in the original space consists of
free space
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q1; q2; q3ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x� q1xc

a

� �2
þ y� q1yc

b

� �2
r

; tan�1 y� q1ycð Þ=b

x� q1xcð Þ=a
; z

 !
: ð2:13Þ

Figure 2.3a illustrates the (q1, q2, q3) system. Constant-q1 contours are a family of
ellipses with a constant axial ratio b/a, whereas a family of constant-q2 radial lines
extend from the origin O. It is noted that the (q1, q2, q3) system is not an
orthogonal coordinate system. For any given q1, the center of the ellipse is located
at (x, y) = (q1xc, q1yc).

To create an annular cloak, we transform the elliptic cylindrical region
q1 B s (s [ 1) in the original system into an annular region 1� q01� s in the
transformed system, i.e.,

q01; q
0
2; q
0
3

� �
¼ 1þ s� 1

s
q1; q2; q3

� �
; 0� q1� s; ð2:14Þ

q01; q
0
2; q
0
3

� �
¼ q1; q2; q3ð Þ; q1 [ s: ð2:15Þ

The transformed ðq01; q02; q03Þ coordinate system is illustrated in Fig. 2.3b. The
coordinate origin O is mapped into the shaded region of elliptic cross section
ðq01� 1Þ: Moreover, the transform (2.14) is continuous across the outer cloak
boundary q1 ¼ q01 ¼ s.

The medium parameters of the cloak are obtained in terms of the design
parameter s and the coordinate system definitions. In this study, the unit vectors are
defined along the coordinate axes via

q̂i ¼
or=oqi

or=oqij j ; q̂0i ¼
or0
	
oq0i

or0=oq0ij j ; i ¼ 1; 2; 3; ð2:16Þ

where r ¼ x̂xþ ŷyþ ẑz and r0 ¼ x̂x0 þ ŷy0 þ ẑz0 are position vectors in the original
and transformed coordinates, respectively. Expressed in the ðq01; q02; q03Þ system,
the elements of the relative permittivity tensor e0 are computed following the
standard procedure in Pendry et al. [2] and found to be

Fig. 2.3 Coordinate systems for the eccentric elliptic annular cloak design. a The original
system. b The transformed system. Reprinted with permission from Kwon and Werner [13].
Copyright 2008, American Institute of Physics
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e011 ¼
1

q̂3 � q̂1 � q̂2

q01 � 1
q01

; e012 ¼ e021 ¼ �
q̂1 � q̂2

q̂3 � q̂1 � q̂2
;

e022 ¼
1

q̂3 � q̂1 � q̂2

q01
q01 � 1

; e033 ¼ q̂3 � q̂1 � q̂2
s

s� 1

� �2q01 � 1
q01

:

ð2:17Þ

The relative permeability tensor l0 is identical to e0 and all remaining tensor
elements are equal to zero. These parameters can be interpreted conveniently in
the Cartesian (x, y, z) system as the constituent medium specification for the cloak.
This conversion is achieved by way of another coordinate transformation from
ðq01; q02; q03Þ to (x, y, z) using an appropriate Jacobian matrix, which is expressed in
terms of the unit vectors defined in Fig. 2.3. Specifically, the Cartesian medium
tensor e is given by

e ¼
X3

i¼1

X3

j¼1

e0ijq̂
0
iðq̂0jÞ

T

q̂03 � q̂01 � q̂02


 

; ð2:18Þ

where each unit vector is written as a column vector and the superscript T denotes
the transpose operator.

The cloaking performance is numerically tested using COMSOL Multiphysics.
Figure 2.4 shows snapshots of the ẑ-directed total magnetic field in the x–y plane
when a plane wave in a transverse magnetic (TM) polarization with its propagation
direction making a -60� angle with the +x axis illuminates an elliptic perfect
electric conducting (PEC) cylinder. The magnetic field amplitude of the incoming
plane wave is 1 A/m. The semi-axes of the cylinder are equal to a = 0.1 m and
b = 0.05 m. Its center is located at (xc, yc) = (0.025 m, 0.025 m). The frequency
of the time-harmonic incident wave is 4.0 GHz, so that the scatterer measures
2.67k and 1.33k along the major and minor axes, respectively. The design
parameter s is set to 2, so that the outer elliptic boundary of the cloak measures
5.33k 9 2.66k, centered at (0.05 m, 0.05 m). Inner and outer boundary positions
of the cloak are indicated by black contours in Fig. 2.4. Figure 2.4a shows the total
field when a bare PEC cylinder scatters the incoming plane wave. Scattered waves
are generated in every direction. A strong standing wave pattern is created in the
backscattering direction and a shadow is cast in the forward direction. In Fig. 2.4b,
the scatterer is enclosed within the cloak and subject to the same incident plane
wave. It is observed that the incident field is guided around the scatterer and
recovered unperturbed at any point outside the cloak. The scatterer and cloak
geometries as well as the incident field do not possess any mirror or rotational
symmetry. At the design frequency, the cloak is capable of hiding the enclosed
region when illuminated from any direction, which is supported by the numerical
simulation results.

The second non-circular annular cloak design that will be considered is comprised
of a uniform-thickness coating around an elliptic cylinder [18]. Consider a cylinder to
be cloaked having an elliptic cross section S (its boundary denoted by qS) with
semi-axes a and b centered at the origin. In order to design a uniform-thickness cloak,
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it is convenient to define a new coordinate system outside qS, where one coordinate
measures the shortest distance to qS. Inside qS, a system similar to (2.13) can be used.
Hence, a composite (q1, q2, q3) coordinate system is defined as

q1; q2; q3ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x

a

� �2
þ y

b

� �2
r

; tan�1 y=b

x=a
; z

 !
; q1� 1; ð2:19Þ

q1; q2; q3ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� xsð Þ2þ y� ysð Þ2

q
þ 1; tan�1 ys=b

xs=a
; z

� �
; q1 [ 1: ð2:20Þ

In (2.20), at any point (x, y) in the x–y plane outside qS, (xs, ys) is the closest
point on qS. In other words, a line through (xs, ys) that is normal to the elliptic
boundary qS passes through (xs, ys). Outside qS (q1 [ 1), q1 is the distance
between (x, y) and (xs, ys) plus one, and q2 takes the value of q2 at (xs, ys).

The composite coordinate system is illustrated in Fig. 2.5a. The two types of
systems join at qS, which is indicated by a dash-dot line. In q1 [ 1, constant-q1

(solid) curves are no longer ellipses. Constant-q2 (dashed) contours are line seg-
ments originating from O having a slope discontinuity at q1 = 1. Both inside and

Fig. 2.4 Snapshots of the total magnetic field for a 2D eccentric elliptic annular cloak due to an
elliptic conducting cylinder subject to a plane wave illumination. a Bare conducting cylinder
exposed to incoming plane wave. b The same cylinder enclosed by the cloak

Fig. 2.5 Composite coordinate system for designing a uniform-thickness cloak. a The original
system. b The transformed system. Reprinted with permission from Kwon and Werner [18].
Copyright 2008, American Institute of Physics
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outside qS, the unit vectors defined along the coordinate directions are found from
(2.16).

With the coordinate system definitions in place, a proper transformation needs to
be determined. Let the cloak fill the region of uniform thickness T from qS (q1 = 1).
Suppose this annular cloak is composed of a union of two annular regions A1 and A2

having thicknesses T1 and T–T1, respectively. These two annular regions are
illustrated in Fig. 2.5a. We introduce a transformation that maps S to A1 and
A1 ? A2 to A2. Then, S ? A1 ? A2 in the original (q1, q2, q3) system is mapped into
A1 ? A2 in the transformed ðq01; q02; q03Þ system so that the intended cloaked region
S is completely excluded. The transformed coordinate system is illustrated in
Fig. 2.5b with the inner and outer cloak boundaries indicated by thick solid con-
tours. For a point (x, y) [ S in the original system and the associated transformed
point (x0, y0) [ A1 in the transformed system, mapping S into A1 is realized using

q01; q
0
2; q
0
3

� �
¼ 1þ T1q1; q2; q3ð Þ: ð2:21Þ

Note that the origin O (q1 = 0) is transformed to qS (q01 ¼ 1) and qS (q1 = 1) is
mapped to the interface between A1 and A2 (q01 ¼ 1þ T1). Using the unit vectors
and the mapping (2.21), the scale factors Qi in the direction of q̂0i can be computed
[2]. Subsequently, in A1, the elements of e0 in the ðq01; q02; q03Þ system are found to be

e011 ¼
1

q̂3 � q̂1 � q̂2

qs q01 � 1
� �

qs þ q01 � 1
� �� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2
s þ y2

s

p ; e012 ¼ e021 ¼ �
q̂1 � q̂2

q̂3 � q̂1 � q̂2
;

e022 ¼
1

q̂3 � q̂1 � q̂2

qs þ q01 � 1
� �� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2
s þ y2

s

p

qs q01 � 1
� � ; e033 ¼ q̂3 � q̂1 � q̂2

qs q01 � 1
� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2
s þ y2

s

p

T2
1 qs þ q01 � 1

� �� �

ð2:22Þ

where qs is the radius of curvature of the constant-q1 curve at (xs, ys). All
remaining tensor elements are equal to zero. For (x, y) in A1 ? A2 and (x0, y0) in A2,
only the coordinate q1 needs to be transformed. One possible transformation for
mapping A1 ? A2 into A2 is

q01; q
0
2; q
0
3

� �
¼ 1þ T1 þ

T � T1

T
q1 � 1ð Þ; q2; q3

� �
: ð2:23Þ

From (2.23), it is recognized that qS (q1 = 1) is mapped to the boundary
between A1 and A2 (q01 ¼ 1þ T1), making the overall transformation continuous
across q1 = 1. The outer boundary of the cloak (q1 = 1 ? T) is mapped onto
itself, so that the cloak boundary becomes a reflectionless interface. The permit-
tivity tensor parameters in A2 are found to be

e011 ¼
T � T1

T

qs þ q1 � 1ð Þ
qs þ q01 � 1

� � ; e022 ¼
T

T � T1

qs þ q01 � 1
� �

qs þ q1 � 1ð Þ ;

e033 ¼
T

T � T1

qs þ q1 � 1ð Þ
qs þ q01 � 1

� �
ð2:24Þ
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corresponding to a diagonal tensor in the ðq01; q02; q03Þ system. The medium
parameters in the Cartesian (x, y, z) system are computed using (2.18) in terms of
appropriate unit vectors from (2.16) and the medium parameters (2.22) and (2.24)
expressed in the transformed system.

Next the uniform-thickness cloak design will be validated numerically by
considering a specific example of an elliptic PEC cylinder with a = 0.1 m and
b = 0.05 m. This elliptic PEC cylinder is then assumed to be coated by a cloak
designed with thickness parameters T1 = 0.025 m and T = 0.05 m. Figure 2.6
shows the associated medium parameters for this design. The cloak medium is
inhomogeneous and anisotropic. Furthermore, the parameters are discontinuous
across the A1–A2 interface. In Fig. 2.6c, the tensor element in the circumferential
direction ðe022Þ approaches infinity along the inner boundary of the cloak qS.

At 12 GHz, suppose that the PEC cylinder is illuminated by a TM-polarized
plane wave propagating in the direction x̂þ ŷð Þ

	 ffiffiffi
2
p

, making a +45� angle with the
+x axis. At this frequency, the elliptic scatterer measures 8k 9 4k in the two axes
and the cloak thickness is T = 2k. Figure 2.7 shows snapshots of the ẑ-directed
magnetic field distribution. The cloak boundaries and the A1–A2 interface are
indicated by black contours. When directly exposed to the incoming wave, the
PEC cylinder creates scattered fields in every direction as shown in Fig. 2.7a.
When a cloak having the permittivity and permeability tensor parameters pre-
sented in Fig. 2.6 is applied, then there is no scattering and the incident field is
recovered everywhere outside the cloak as shown in Fig. 2.7b.
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Fig. 2.6 Medium tensor elements for the example 2D uniform-thickness cloak. a e011. b e012. c e022.
d e033. In (a), (b), and (d), the color legends indicate the minimum and maximum values of the
corresponding parameter. In (c) the high-value approaches infinity and the color scale is clipped
at 10
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Both the eccentric elliptic and uniform-thickness cloaks are generalizations of
the original circular annular cloak that allow more flexible shapes for the cloaked
region as well as the cloak itself. When design parameters are chosen such that the
cloaked region has a circular cross section and the cloak is a circular annulus, the
medium parameters should reduce to those of the circular annular cloak. For
example, let the uniform-thickness cloak parameters be chosen as b ¼ a and
T1=T ¼ a= aþ Tð Þ: These lead to qs þ ðq01 � 1Þ ¼ q0 and qs ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

s þ y2
s

p
¼ a.

Hence, under these conditions the cloak parameters (2.22) and (2.24) will reduce to

e011 ¼
q0 � a

q0
; e022 ¼

q0

q0 � a
; e033 ¼

aþ T

T

� �2q0 � a

q0
; ð2:25Þ

which are the parameters of a circular annular cloak [80] with inner and outer radii
equal to a and a ? T in the 2D cylindrical ðq01; q02; q03Þ ¼ ðq0; /0; z0Þ coordinate
system.

2.3.2 Electromagnetic Cloaking of Antennas

Modern commercial and military applications, such as for communications and
radar purposes, often require multiple antennas operating in close proximity to one
another at high power levels. For antennas on large, complex mounting platforms,
blockage can create a deep shadow in the forward direction of a scatterer. For
closely located multiple antennas, mutual coupling in the near-field range can
significantly alter both impedance and radiation characteristics from their ideal
parameters in free space.

Electromagnetic cloaking provides a novel approach for shielding an antenna’s
radiation and impedance responses from surrounding mounting structures or other
antennas operating in close proximity. For a collection of narrowband antennas
that are physically and electrically close to one another, it is desired that each
antenna transmits and receives with the same pattern and input impedance as it
would have in free space. This can be achieved by designing a cloaking radome

Fig. 2.7 Snapshots of the total magnetic field distributions for a PEC cylinder subject to a plane
wave illumination. a The conducting cylinder without a cloak. b The cylinder enclosed by the
uniform-thickness cloak
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that becomes transparent at the operating frequency of the enclosed antenna, but
performs perfect cloaking at the operating frequencies of all other neighboring
antennas. Then, each antenna will transmit and receive as if all other antennas are
not physically present over the narrow bandwidth of operation. Both radiation
pattern and input impedance will be the same as the values associated with the
ideal environment of free space.

Consider an example of two antennas, A1 and A2, operating in close proximity as
illustrated in Fig. 2.8. Antenna A1 is designed for narrowband operation around
frequency f = f1. Similarly, A2 operates at f = f2. A1 is enclosed inside cloak C1,
which assumes the free space medium parameters at f = f1, but becomes a perfect
cloak at f = f2. A reversed set of conditions apply to A2 and C2. In Fig. 2.8, perfect
cloaking and perfect transparency are indicated by the solid and dashed contours,
respectively. At f = f1, A1 cannot sense the presence of A2 and C2, and thus operates
as if it were situated in free space. A similar situation occurs at f = f2 for A2.

The antenna shielding effect can be visualized using numerical analysis. Here,
2D line-dipole antennas are considered due to the prohibitive computational
requirement of 3D antennas and cloaks. However, the observed phenomenon and
conclusion in 2D should directly extend to 3D cases. A 2D line-dipole antenna is a
time-harmonic equivalent of a 2D static line-dipole charge. Both antenna structure
and excitation are uniform and infinite in one dimension. Consider line-dipole
antennas of length 75 mm and 150 mm for A1 and A2, designed for operation at
f1 = 2 GHz and f2 = 1 GHz, respectively. Their axes are aligned with the y-axis
and the separation between them is 200 mm. For both antennas, the dipole width is
equal to 0.3 mm and the gap between the two arms for excitation is equal to
0.75 mm. Figure 2.9 compares the z-directed total magnetic field distribution at
f = f1 for two different conditions on A2 obtained using COMSOL Multiphysics.
In the presence of an uncloaked A2, Fig. 2.9a shows that both near- and far-zone
fields are perturbed by the presence of A2. In Fig. 2.9b, A1 radiates in the presence

(a) (b)

C1

A1

C2

A2

f1 f2

Fig. 2.8 Two antennas A1, A2 for operation at frequencies f1, f2 enclosed by two narrowband
cloaks C1, C2. a A1 radiating at frequency f1. b A2 radiating at frequency f2. Solid cloak
boundaries indicate perfect cloaking, whereas dashed cloak boundaries signify the perfectly
transparent condition. Reprinted with permission from Kwon and Werner [41]. Copyright 2008,
American Institute of Physics
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of a cloaked A2. C2 is an elliptic annular cloak with the semi-axes of the inner
boundary equal to 0.05 m and 0.1 m, and those of the outer boundary given by
0.1 m and 0.2 m. The cloak parameters were obtained from (2.17) using appro-
priate coordinate system definitions. It is observed that both near- and far-zone
fields are restored to the reference case of A1 radiating by itself in free space.

The restoring effect of cloak C2 on the radiation characteristics of A1 can be
quantified by comparing the 2D directivity patterns. The directivity D2D is plotted
with respect to the angle / measured from the +x axis in Fig. 2.10a for three
different cases. When A1 radiates in the presence of an uncloaked A2, the radiation
pattern is significantly distorted. In particular, the reduced field strength in the
+x direction seen in Fig. 2.9a results in directivity reduction at / = 0 in Fig. 2.10a
from the reference case (solid blue). When C2 encloses A2, the directivity pattern is
restored to that of A1 in free space. The perturbed field in the near zone observed in
Fig. 2.10a translates into modification of the input parameter of A1 when A2 is
present nearby without C2. Figure 2.10b compares the input admittance per unit
length at the driving point of A1 as a function of frequency. When A1 radiates in the
presence of the uncloaked A2, both real and imaginary parts of Yin deviate and
oscillate around the curves associated with A1 in free space. This is attributed to
the well-known effect of mutual coupling between closely spaced antennas.
However, when cloak C2 encloses A2, the input admittance is restored to the exact
value associated with the reference configuration.

The antenna shielding illustrated with the two-antenna example can be exten-
ded to N antennas operating over N non-overlapping frequency bands. For an
antenna Ai at frequency fi (i = 1,2,…,N), cloak Ci can be designed for enclosing Ai

using dispersive constituent materials such that it works as a perfect cloak at fj
(j = i) and becomes transparent (i.e. assumes free-space medium parameters) at fi.
Shell-type electromagnetic cloaks based on the transformation electromagnetics
technique are inherently narrowband due to the inevitably dispersive constituent
materials [2]. Unlike for invisibility cloaks in the optical regime, narrowband
antenna shielding in the microwave spectrum can exploit the frequency dispersion
of materials to its advantage.

Fig. 2.9 Magnetic field distributions for antenna A1 radiation at f = f1 = 2 GHz. a A1 radiates in
the presence of an uncloaked A2. b A1 radiates in the presence of a cloaked A2
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The antenna cloaks may be designed and fabricated using existing metamate-
rials technology. Figure 2.11 illustrates a potential metamaterial realization which
is based on printed circuit board (PCB) technology. For cylindrical antennas, a
cloaking radome may take the shape of a long cylindrical shell with spherical shell
end caps. Figure 2.11a shows one layer of the cylindrical shell radome composed
of an array of interlocked PCB strips running in the radial and azimuthal direc-
tions, similar to the 2D microwave cloak reported in Schurig et al. [4]. As sug-
gested in Fig. 2.11b, the unit cell walls can incorporate both electric and magnetic
resonators.

For a multiple narrowband antenna environment involving N different fre-
quency bands, each cloak Ci should satisfy conditions on the realized medium
parameter values at N distinct frequencies. Designing appropriate resonant
inclusions for this scenario would be challenging, nevertheless two design and
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Fig. 2.11 Potential
metamaterial realization of an
antenna cloak. a One layer of
a metamaterial cloak realized
using PCB technology. b A
detailed view of the
metamaterial structure
showing PCB walls for
incorporating resonators.
c Illustration of a ring
resonator for magnetic
response. d A GA-optimized
patterned resonator surface.
In (c) and (d), the bright
yellow indicates a conductor
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realization approaches are envisioned. The first approach is to incorporate multiple
resonant inclusions. For example, for the two antenna configuration of Fig. 2.8,
one face of a unit cell wall can incorporate a resonator of one size (Fig. 2.11c)
while a resonator of different size can be designed into the other side. Dimensions
of both resonators need to be jointly optimized in order to satisfy the necessary set
of conditions at f = f1 and f = f2. For more antennas, additional resonators need to
be included in the unit cell with their dimensions judiciously chosen to satisfy
requirements at f = fi (i = 1,2,…,N). The second approach is to use an optimi-
zation technique, such as the genetic algorithm (GA) [81], to determine the best
size and shape of the resonator inclusions. This approach is more time-consuming
and computationally demanding than the first method, but the GA optimization is
capable of searching for the best unit cell configuration within a much larger
design space. It can also lead to unconventional and non-intuitive designs that
perform better than those based on intuition or trial-and-error approaches. One or
both sides of each planar unit cell wall can be discretized into a collection of
rectangular pixels, each of which may be determined by the GA to have metal-
lization or not. A typical GA-optimized unit cell wall with pixelized metallization
on one or both sides is shown in Fig. 2.11d.

2.4 Lenses and Beam Control Devices

Coordinate transformations employed for cloak designs use mappings that are
continuous across the outer cloak boundary. In addition, there are other devices
that are based on transformations having the same property such as a field con-
centrator [15] or a field rotator [82]. These devices are always invisible to an
external illuminating field, i.e., they do not change the field outside the device
boundary. On the other hand, coordinate transformations having discontinuities at
device boundaries, known as embedded transformations [21], can be utilized to
achieve various novel wave transmission phenomena. Three types of device
designs for novel beam propagation characteristics are described in this section.

2.4.1 Polarization Splitter and Rotator

Unlike in acoustics, coordinate transformation-based design approaches allow for
novel optical devices that are associated with the vector nature of electromagnetic
fields. For example, two different polarizations of a single beam may be manip-
ulated independently of each other by defining a separate coordinate mapping for
each polarization; or a transformation can be designed to alter the polarization
state of a propagating field. Here, a 2D polarization splitter and a beam polari-
zation rotator [83] are presented.
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In 2D configurations where both media and fields do not vary along the
longitudinal (z) axis, electromagnetic fields of arbitrary polarization can be
decomposed into a set of two decoupled modes, TE and TM, with reference to the
longitudinal direction. Since TE- and TM-mode fields interact with an independent
set of tensor medium parameters, propagation of the fields associated with the two
modes can be independently controlled via an appropriate set of permittivity and
permeability tensor elements. Consider the two embedded transformations illus-
trated in Fig. 2.12, where two transformed (x0, y0, z0) coordinate systems are
defined over the cross section of 2w 9 2h. For both transformed systems, the
associated original system is defined in Cartesian (x, y, z) coordinates over the
same cross section (b0 = c0 = –h, b3 = c3 = h). The polarization splitter is
designed specifically for a 2D beam impinging on the device on the left face,
propagating in the +x direction, with the incident beam field essentially limited to
the range b1 \ y0\ b2. The TE-mode fields are affected by the medium tensor
parameters e0zz, l0xx, l0xy, l0yx, and l0yy of the device; while the TM-mode fields
interact only with l0zz, e0xx, e0xy, e0yx, and e0yy. The transformed systems illustrated in
Fig. 2.12 will shift the TE component in the +y direction and the TM component in
the –y direction.

Three distinct regions are defined within the device, where their boundaries are
indicated by thick red line segments given by y0 ¼ y0i xð Þ (i = 0,1,2,3). In region
i (i = 1,2,3), let us define the transformation that changes only the y coordinate as

x0 ¼ x; y0 ¼ yi � yi�1

bi � bi�1
y� bi�1ð Þ þ yi�1; z0 ¼ z: ð2:26Þ

For both polarizations, the width of region 2 is kept uniform, i.e. b2-b1 = c2-c1.
This constant width leads to a reflectionless property at the exit boundary of the
device where x0 = w. Regions 1 and 3 are either squeezed or expanded to make the
device cross section fixed at 2w 9 2h. From the complete transformation
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Fig. 2.12 Coordinate transformations for TE- and TM-mode polarization splitter design.
a Transformation for the TE (to z) mode. b Transformation for the TM mode. Reprinted from
Kwon and Werner [83]
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definition (2.6) for the entire device, the Jacobian matrix can be computed and the
resulting medium tensor parameters can be determined. Parameters e0zz, l0xx, l0xy,
l0yx, and l0yy are determined from the mapping in Fig. 2.12a; whereas l0zz, e0xx, e0xy,
e0yx, and e0yy are obtained from the mapping depicted in Fig. 2.12b.

The performance of the polarization splitter device can be numerically tested
using an example design under a Gaussian beam illumination. Suppose we consider
a design with w = 0.1 m and h = 0.3 m. On the input face, the values of b1 and b2

are set to b2 = –b1 = 0.15 m. On the exit face, c1 = 0 and c2 = 0.3 m are chosen
for the TE mode and c1 = –0.3 m and c2 = 0 are selected for the TM mode.
Figure 2.13 shows the parameters e0zz, l

0
xx, l0xy, and l0yy associated with the TE-mode

fields. The TM-mode medium parameters l0zz, e0xx, e0xy, and e0yy are the same as the
associated dual quantities in Fig. 2.13 after the following considerations are made:
taking the mirror images of the color plots with respect to y0 = 0 for all four
parameters; additionally for e0xy, a negative sign should be added to l0xy in
Fig. 2.13c. In region 3, it is noted that e0zz and l0xx diverge to infinity at a single point
(x0, y0) = (w, h) because it corresponds to a finite length (x = w, h/3 B y B h) in
the original system. However, this is not a significant issue because the splitter is
designed and positioned such that negligible beam field reaches this point.

In Fig. 2.14, the polarization splitter is under Gaussian beam illumination
propagating in the +x direction. In both polarizations, the frequency is 15 GHz and
the minimum beam waist is equal to 0.05 m. The TE-polarized beam is shifted in
the +y direction while the TM-polarized beam is shifted in the –y direction,
without any reflections at the entry or exit boundaries at x0 = ±w.

Next, a beam polarization rotator is introduced, which is capable of changing
the polarization state of a beam that passes through the device. Consider a
cylindrical free space volume of length 2l and radius a as illustrated in Fig. 2.15a.
For a 3D beam propagating in the +z direction having the beam axis aligned with
the z axis, it is desired that the polarization vector be rotated by an arbitrary, fixed

Fig. 2.13 TE-mode medium parameters for a 2D polarization splitter design with w = 0.1 m,
h = 0.3 m, b2 = –b1 = 0.15 m, c1 = 0, and c2 = 0.3 m. a e0zz, b l0xx, c l0xy, d l0yy
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angle a around its axis passing through the rotator. In the original (q, /, z) and
transformed (q0, /0, z0) circular cylindrical systems, this rotation can be achieved
by changing only the circumferential coordinate via

q0 ¼ q; /0 ¼ a
2l

zþ lð Þ þ /; z ¼ z0: ð2:27Þ

The transformed system is illustrated in Fig. 2.15b, where only the coordinate lines
over the cylindrical shell are shown for clarity.

The Jacobian matrix and the resultant medium parameters are conveniently
expressed in the cylindrical system. The medium tensor parameters of the polar-
ization rotator are found to be

e0qq ¼ e0zz ¼ 1; e0// ¼ 1þ a
2l

q0
� �2

; e0/z ¼ e0z/ ¼
a
2l

q0 ð2:28Þ

with all remaining elements of e0 and l0 equal to zero. The parameters e0qq and e0zz
are unity, while the other two elements depend only on the radial coordinate q0.

Fig. 2.14 Longitudinal field distribution for a 2D Gaussian beam illuminating the polarization
splitter. a The electric field for a TE-polarized beam illumination. b The magnetic field for a TM-
polarized beam illumination

Fig. 2.15 Coordinate
systems for a polarization
rotator design. a The original
system. b The transformed
system. Reprinted from
Kwon and Werner [83]
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Consider an example design with the geometrical parameters a = 0.15 m,
l = 0.025 m. The angle of rotation is set to a = p/2 so that the two polarization
states for a linearly polarized beam at the input and output of the rotator are
orthogonal. At the time-harmonic frequency of 6 GHz, the rotator measures 6k
wide in diameter and k in length. In the COMSOL simulation, a k/2-thick free
space volume was added to each side of the rotator. Finally, a thin perfectly
matched layer was padded to the free space volumes to eliminate spurious
numerical reflections. A linearly polarized Gaussian beam with the electric field in
the x̂ direction having a minimum waist of k propagates in the þẑ direction and
impinges on the rotator. Figure 2.16 shows snapshots of the components Ex and Ey

of the total electric field E ¼ x̂Ex þ ŷEy þ ẑEz in the x–z and y–z planes. Com-
paring Fig. 2.16a and Fig. 2.16b, it is observed that the total electric field is
x̂-polarized when z \ –l; non-zero Ey appears and grows as the beam propagates
within the rotator when –l \ z \ l; and the field is completely ŷ-polarized beyond
the exit face when z [ l. Therefore, the polarization vector of the incident
Gaussian beam is rotated by 90� passing through the device. Further inspection of
the total electric field reveals that the device is reflectionless at both the input and
output faces [83].

2.4.2 Flat Focusing Lenses

Lenses are one of the most fundamental and ubiquitous elements of optics. They
are capable of forming an image of a source at any designed distance from the lens,
including infinity. At microwave frequencies, lenses are used with antennas to
convert diverging wavefronts into planar wavefronts to obtain highly directive
radiation beams. Traditional lenses are made of homogeneous material, which
reduces the design process to controlling the shape of the curved lens boundary.
Transformation electromagnetics provides a novel approach to design devices that
manipulate the shapes of propagating wavefronts through the inhomogeneous and/
or anisotropic properties of the bulk materials. Here, 2D flat focusing lenses of
rectangular [22] and trapezoidal [84] cross sections are presented.
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Fig. 2.16 Snapshots of the total electric field in the x–z and y–z planes. a Ex. b Ey. Reprinted
from Kwon and Werner [83]
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A flat focusing lens can be obtained using a coordinate transformation that
converts a curved, equal-phase surface in the original system into a planar surface
in the transformed system. Consider a 2D radiation scenario having a circular arc
of radius a centered at the origin as the equi-phase contour, as exhibited for
example by a line source along the z axis. Figure 2.17a shows such an arc defined

by q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
¼ a, /� p=2j j �D/. One possible transformation to map this

arc into a straight line segment is to first choose a section of a circle given by
q� a, y� g as illustrated in Fig. 2.17a and change only the y coordinate to arrive
at a rectangular slab of width 2w and thickness l as shown in Fig. 2.17b, where

w ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � g2

p
. Specifically, the transformation is given by

x0 ¼ x; y0 ¼ lffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2
p

� g
y� gð Þ þ g; z ¼ z0: ð2:29Þ

Constant-x and -y line segments in the original system and the corresponding
contours in the (x0, y0, z0) system are shown in Fig. 2.17a and Fig. 2.17b, respec-

tively. The arc q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
¼ a is mapped to the line y0 = g ? l; the straight

lower boundary y = g remains unchanged. The associated medium tensor
parameters are found to be

e0xx ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x02
p

� g

l
; e0xy ¼

x0 y0 � gð Þ
l
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x02
p ;

e0yy ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2 � x02
p

� g

x02 y0 � gð Þ2

l a2 � x02ð Þ þ l

" #
; e0zz ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x02
p

� g

l

ð2:30Þ

and all remaining elements of the tensor e0 = l0 are equal to zero. For an example
design that corresponds to choosing w = 0.6 m, g = 0.4 m, and l = 0.1 m, the
four medium parameters relevant to the TE polarization are plotted in Fig. 2.18.
Parameters l0xx and e0zz are equal to each other and they range from zero at x0 ¼ �w
to a� gð Þ=l at x0 ¼ 0. The parameter l0yy diverges to infinity at x0 ¼ �w because
points ðx; yÞ ¼ ð�w; gÞ are stretched into line segments x0 ¼ �w, g� y0 � gþ l.

Fig. 2.17 Coordinate systems for flat focusing lens designs. a The original system. b The
transformed system for a rectangular lens. c The transformed system for a trapezoidal lens.
Reprinted from Kwon and Werner [84]
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Comparison of the coordinate systems in Fig. 2.17a and b reveals that the cir-
cular arc of length 2aD/ is mapped to a straight line segment of length 2w, which
causes reflections at the interface y0 = g ? l. In order to improve the impedance
match at the exit boundary of a flat lens, it is desirable to map the arc length variable
in the original free space to a straight boundary in the transformed space without
any stretching or compression. Remembering that the interface jx0j B w,
y0 = g needs to stay unchanged, a second set of transformations from the (x0, y0, z0)
to (x00, y00, z00) systems can be defined to smoothly transition the x00 variable from the
x0 coordinate at y0 = g to the arc length variable at y0 = g ? l using

x00 ¼ 1� að Þx0 þ aa sin�1 x0

a
; y00 ¼ y0; z00 ¼ z0; a ¼ y0 � g

l
: ð2:31Þ

The transformed (x00, y00, z00) system is illustrated in Fig. 2.17c. Constant-x0 lines
are mapped into straight lines in the (x00, y00, z00) system. This causes the cross
section of the flat focusing lens with an improved impedance match to have a
trapezoidal shape.

The transformation for the trapezoidal lens design is completely specified by
(2.29) and (2.31). The Jacobian matrix is obtained and the medium tensor
parameters can be computed using (2.6). The medium parameters should be
specified in the physical coordinates (x00, y00, z00) of the final device. This involves
inversion of the mapping from (x, y, z) to (x00, y00, z00). Here, a numerical solution of
the nonlinear equation relating x0 and x00 in (2.31) is required. For the rectangular
lens geometry shown in Fig. 2.18, a corresponding trapezoidal lens has been
designed. The resulting medium parameters are shown in Fig. 2.19.

The performance of the rectangular and trapezoidal example lens designs in
converting cylindrical wavefronts into planar wavefronts are evaluated numeri-
cally. For this purpose, TE-polarized 2D waves having angle-limited diverging
wavefronts are numerically generated and used as illuminations upon the lens
surface. Specifically, a ẑ-directed electric surface current is placed in the region

Fig. 2.18 The medium parameters of the rectangular lens design. a l0xx, b l0xy, c l0yy, d e0zz. The
lens geometry is defined w = 0.6 m, g = 0.4 m, and l = 0.1 m. Reprinted with permission from
Kwon and Werner [22]. Copyright 2008, Institute of Physics
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y00\ 0 over a cylindrical surface of radius a0 centered at the origin O00 having the
following angle-dependent Gaussian current distribution:

Js /00ð Þ ¼ ẑ J0 exp � /00 þ p=2ð Þ2

2r2
/

" #
; ð2:32Þ

where J0 is the strength of the surface current and the parameter r/ determines the
angular spread of the current distribution. This surface current will generate
converging cylindrical waves in the region y00\ 0 that converge at O00. Past the
origin, they will become diverging cylindrical waves with maximum intensity at
the angle /00 = p/2.

At a time-harmonic frequency of 4 GHz, the two flat lens designs are illumi-
nated by the incident wave generated from (2.32) using a0 = 1 m, r/ = 0.316.
The electrical dimensions of the lenses are w = 8k and l = 1.33k. Figure 2.20
shows snapshots and magnitude distributions for the total electric field associated
with the two lens designs. Figure 2.20a and Fig. 2.20c show that both lenses
convert the circular wavefronts into planar wavefronts upon exit. The impedance
match characteristics are demonstrated in Fig. 2.20b and Fig. 2.20d. In Fig. 2.20b,
a small amount of rippling is observed below the exit boundary at
y0 = g ? l. Since the incident wave is virtually zero at the two edges of the lens
where x0 = ± w, no diffracted waves are generated. Therefore, the observed rip-
ples are attributed to an impedance mismatch at y0 = g ? l. However, in
Fig. 2.20d, no reflection is observed for the trapezoidal lens. Hence, the trape-
zoidal lens is capable of converting cylindrical waves into planar waves without
reflection from both the entry and exit boundaries.

Fig. 2.19 Medium parameters of the trapezoidal lens design. a l0xx, b l0xy, c l0yy, d e0zz. The lens
geometry is defined by w = 0.6 m, g = 0.4 m, and l = 0.1 m. Reprinted from Kwon and Werner
[84]
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2.4.3 Beam Bends and Expanders

In Sect. 2.4.1, it was shown that the propagation axis of a beam could be shifted
using a device based on an appropriate coordinate transformation. Additional
devices that manipulate beam propagation characteristics can be obtained using
the coordinate transformation technique. Here, designs for a 2D beam bend [22]
and a 3D beam expander [26] are presented.

Coordinate transformations mapping Cartesian coordinates in the original
system to cylindrical coordinates in the transformed system can result in a device
that is capable of changing a beam’s propagation direction. A 2D right-angle beam
bender can be designed using the coordinate transformation depicted in Fig. 2.21.
A square area defined by 0 B x B w, 0 B y B w in Fig. 2.21a is mapped to a
quarter section of a circle of radius w in Fig. 2.21b. Constant-x and -y lines are
transformed into constant-/0 and -q0 lines in the transformed cylindrical (q0, /0, z0)
system, respectively. The resulting device will continuously change the direction
of propagation of a þx̂-propagating beam entering at the left interface in the
clockwise direction so that a �ŷ-propagating beam exits at the bottom interface.
Specifically, the transformation is given by

q0 ¼ y; /0 ¼ p
2w

w� xð Þ; z0 ¼ z: ð2:33Þ

Fig. 2.20 Performance comparison of rectangular and trapezoidal lens designs. a A snapshot and
b the magnitude of the electric field for the rectangular lens under an angle-limited Gaussian
beam illumination. c A snapshot and d the magnitude of the electric field for the trapezoidal lens
under the same Gaussian beam illumination
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The Jacobian matrix and the resulting medium tensor parameters are conveniently
expressed in the cylindrical coordinate system. For TE polarization, the associated
medium parameters are found to be

l0qq ¼
2w

pq0
; l0// ¼

pq0

2w
; e0zz ¼

2w

pq0
; ð2:34Þ

with all off-diagonal terms being equal to zero.
The performance of the right-angle bend device is tested using an example

design with w = 0.3 m. At a time-harmonic frequency of 15 GHz, a TE-polarized
2D Gaussian beam propagating in the þx̂ direction having the beam axis along
y0 = 0.15 m illuminates the bend. The minimum waist of the beam is equal to
0.05 m reached at x0 = 0.15 m. In COMSOL, the incident beam was generated by
an impressed magnetic surface current. The field snapshot in Fig. 2.22a shows that
the direction of propagation is rotated by 90� and the beam exits the bend prop-
agating in the �ŷ direction. In addition, both the input and output interfaces are
reflectionless, which is evidenced by the absence of ripples in the field magnitude
distribution as shown in Fig. 2.22b.

For a propagating beam, a transformation that stretches the coordinate transverse
to the beam axis leads to a beam expander design, as reported in [25]. 2D beam
expander designs [25, 85] suffer from reflections from the device boundary due to
an impedance mismatch that is attributed to the 2D nature of the transformations;
only one coordinate in the transverse plane to the beam axis is stretched or com-
pressed. A 3D beam expander can eliminate or significantly reduce the reflections
by building the impedance match property into the design methodology.

For a beam propagating in the +z direction having the beam axis coinciding
with the z axis, consider a transformation between the original (q, /, z) and the
transformed (q0, /0, z0) cylindrical coordinate systems described in Fig. 2.23.
Specifically, only the radial coordinate is changed between the two systems via

Fig. 2.21 Coordinate systems for a 2D right-angle beam bend design. a The original system.
b The transformed system. Reprinted with permission from Kwon and Werner [22]. Copyright
2008, Institute of Physics
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q0 ¼ u zð Þq; � t\z\0
q; elsewhere



; /0 ¼ /; z0 ¼ z; ð2:35Þ

where t is the thickness of the expander and u(z) describes the expansion in the q̂
direction. For simplicity, we can choose a linear function of z as

u zð Þ ¼ a� 1
t

zþ a: ð2:36Þ

The constant a is an expansion factor in the radial direction at the exit boundary
corresponding to z0 = 0. A value less than unity for a results in a beam compressor.
The Jacobian matrix A and the resulting medium tensor parameters are conveniently
expressed in cylindrical coordinates. The medium tensors are found to be

l0 ¼ e0 ¼
1þ q0u0

	
u2

� �2
0 q0u0

	
u3

0 1 0
q0u0
	

u3 0 1
	

u2

2
4

3
5 ð2:37Þ

when written in the (q0, /0, z0) system.

Fig. 2.22 Beam-bending performance of a right-angle bend for a 2D TE-mode Gaussian beam.
a Snapshot of the total electric field. b The magnitude distribution. The boundary of the beam
bend is indicated by the black contour

Fig. 2.23 Coordinate systems for the 3D beam expander design. a The original system. b The
transformed system. Both systems are rotationally symmetric around the z axis. Reprinted with
permission from Emiroglu and Kwon [26]. Copyright 2010, American Institute of Physics
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Due to the inhomogeneous medium properties, numerical simulations of 3D
beam expanders of practical electrical dimensions require a prohibitive amount of
computational resources. Instead, the 3D design can be analytically tested using
2D Gaussian beams, where fields in free space and inside the device are expressed
as a superposition of plane waves. To this end, first consider transmission and
reflection of a ŷ-polarized plane wave by the expander. For an incident plane wave
having the vector wavenumber ki ¼ x̂kx þ ẑkz (kz ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � k2

x

p
), the incident field,

the reflected field in the region z0\ –t, and the transmitted field in the region
z0[ t can be written as

Ei ¼ ŷEi
0e�j kxx0þkzz0ð Þ; Er ¼ ŷEr

0e�j kxx0�kzz0ð Þ; Et ¼ ŷEt
0e�j k0xx0þk0zz

0ð Þ ð2:38Þ

where k0z ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � k02x

p
for the transmitted field. The direction of propagation of the

transmitted plane wave, which is specified by the vector wavenumber
kt ¼ x̂k0x þ ẑk0z, is in general different from that of the incident plane wave due to
the expansion operation. Inside the expander region (–t \ z0\ 0), both incident
and reflected fields from the top boundary at z0 = 0 are present. The associated
field expressions are easily found from their respective counterparts in (2.38) via
(2.7) as

Ei ¼ ŷ
1
u
� ẑ

u0y0

u

� �
Ei

0e�j kxx0=uþkzz0ð Þ; Er ¼ ŷ
1
u
� ẑ

u0y0

u

� �
Er

0e�j kxx0=u�kzz0ð Þ: ð2:39Þ

The relationship between the wave vectors are found from the phase matching
condition at z0 = 0 to be

k0x ¼
kx

a
: ð2:40Þ

The relationships between the complex field amplitudes are obtained by
enforcing the continuity of total tangential electric and magnetic fields. The
reflection and transmission coefficients are found to be

R ¼ Er
0

Ei
0

¼
kz � k0z
kz þ k0z

; T ¼ Et
0

Ei
0

¼ 2kz

a kz þ k0z
� � : ð2:41Þ

For normal incidence (kx = 0), there is no reflection regardless of the expansion
factor value a. This is the key difference from 2D expander designs, where a larger
expansion factor leads to a larger amount of reflection.

Having the transmission and reflection properties of a plane wave propagating
in an arbitrary direction established, characteristics of a 2D Gaussian beam
propagating through the expander can be investigated using superposition. Spe-
cifically, consider a Gaussian beam propagating along the +v axis in the u-v plane,
which is a rotated version of the x–y plane by the angle a. Such a beam having a
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minimum waist W0 and an electric field amplitude Ei
0 at the coordinate origin can

be constructed from a spectrum of plane waves via the Fourier transform

Ei
y u; vð Þ ¼ 1

2p

Z 1
�1

~Ei
y ku; v ¼ 0ð Þe�j kuuþkvvð Þdku; ~Ei

y ku; v ¼ 0ð Þ ¼ Ei
0W0

ffiffiffi
p
p

e�k2
uW2

0=4:

ð2:42Þ

A rotation transformation from (u, v) to (x, z) leads to the field expression in
(x, z) given by

Ei
y ¼

1
2p

Z 1eja

�1e�ja

~Ei
y kx; z

0 ¼ 0ð Þe�j kxx0þkzz0ð Þdkx;

~Ei
y kx; z

0 ¼ 0ð Þ ¼ ~Ei
y ku; v ¼ 0ð Þ cos a� kx sin affiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2 � k2
x

p
 !

;

ð2:43Þ

where (2.43) represents a superposition of plane waves propagating in the direction
given by ki. Hence, the associated reflected and transmitted fields can be similarly
reconstructed by applying the reflection and transmission coefficients (2.41) to
each plane wave, which results in

Er
y ¼

1
2p

Z 1eja

�1e�ja

R~Ei
y kx; z

0 ¼ 0ð Þe�j kxx0�kzz0ð Þdkx;

Et
y ¼

1
2p

Z 1eja

�1e�ja

T ~Ei
y kx; z

0 ¼ 0ð Þe�j k0xx0þk0zz
0ð Þdkx:

ð2:44Þ

The integrals in (2.43) and (2.44) can be numerically evaluated. Fields within the
expander are obtained from the untransformed field quantities.

Characteristics of the 3D beam expander can be investigated using an example
2D Gaussian wave illumination. Consider an expander design with the scaling
factor a = 2.5 and thickness t = 8k. Figure 2.24 shows the total electric field
distribution in the x0-z0 plane when a Gaussian beam with W0 = 4k and Ei

0 ¼ 1
illuminates the beam expander at normal (a = 0) and oblique (a = 20�) incidence.
For normal incidence, Fig. 2.24a and c show that the beam is expanded without
any noticeable reflection from the device boundaries. For the oblique illumination,
a small amount of reflection is visible in the form of magnitude fluctuations in the
region z0\ 0. A comparison with a 2D expander having the same scale factor
confirms that 2D designs based on scaling only one coordinate suffer from a
significant amount of reflections at the expander’s exit boundary [26].
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2.5 Applications to Antennas and Arrays

2.5.1 Antenna at a Virtual Location

If a volume containing electromagnetic sources undergoes a coordinate transfor-
mation, a new source distribution results. Quantitative changes of surface and line
currents under coordinate transformations have been reported in [86]. In antenna
applications, of particular interest is a change in the physical location of sources
without changing the associated far-field radiation characteristics. Here, an
embedded monopole antenna in a ground recess for conformal applications [46] is
presented.

Consider a monopole antenna mounted above a ground plane as illustrated in
Fig. 2.25a. It radiates a vertically polarized field with the maximum radiation at
the horizon. It is desired that the same radiation characteristics be achieved using a
completely flush geometrical configuration without any physical structure above
the x–y plane. By creating a ground recess and moving the monopole below the x–
y plane, a desired flush structure can be obtained, as illustrated in Fig. 2.25b.
Specifically, the following coordinate transformation that maps the (q, /, z) to the
(q0, /0, z0) cylindrical system is introduced:

Fig. 2.24 The total electric field distribution in the y0 = 0 plane for a 2D Gaussian beam
incident upon a 3D beam expander. a A snapshot and c magnitude distributions under normal
incidence. b A snapshot and d magnitude distributions under an oblique incidence with a = 20�.
The expander and beam parameters are a = 2.5, t = 8k, and W0 = 4k
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q ¼ q0; / ¼ /0; z ¼
z0; z0 � 0
f qð Þ
p q0ð Þ z

0; p q0ð Þ � z0 � 0
f qð Þ

p q0ð Þ�g q0ð Þ z0 � g q0ð Þ½ �; g q0ð Þ � z0 � p q0ð Þ

8><
>:

ð2:45Þ

The functions f(q), p(q0), g(q0) are piecewise linear contours with respect to the
radial coordinate as indicated in Fig. 2.25. The volume between z = 0 and
z = f(q) is mapped below the ground plane to the space between z0 = g(q0) and
z0 = p(q0). The transformation in the range p(q0) B z0 B 0 is designed such that
the overall transformation between z and z0 is continuous. The continuity of the
mapping guarantees that the resulting device is reflectionless at the free space
interface where z0 = 0. It also leads to a negative slope between z and z0, resulting
in a negative-index constituent material. This type of transformation is said to
produce a folded geometry [37].

The medium parameters of the three regions A1, A2, and A3 are computed from
the Jacobian matrix of the transformation (2.45). The corresponding non-zero
tensor elements are found to be

e0qq ¼ l0// ¼
h

d � t
; e0zz ¼

d � t

h
ð2:46Þ

in A1,

e0qq ¼ l0// ¼
h

d � t
; e0qz ¼ e0zq ¼

dh

c� að Þ d � tð Þ ; e0zz ¼
d � t

h
þ d2h

c� að Þ2 d � tð Þ
ð2:47Þ

in A2, and

e0qq ¼ l0// ¼ �
h

t
; e0zz ¼ �

t

h
ð2:48Þ

Fig. 2.25 Coordinate systems for a monopole antenna. a A monopole over a flat ground plane.
b An embedded monopole in a ground recess. � 2010 IEEE. Reprinted, with permission, from
Kwon [46]
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in A3. The transformation also moves the perfectly conducting boundary condition
over q� c, z = 0 onto the slanted and bottom walls of the recess. The height of the
monopole antenna is also scaled by a factor d � tð Þ=h by the transformation.

It is noted that all media A1, A2, and A3 are in general anisotropic, but homo-
geneous volumes. If the geometrical condition h = t = d/2 is chosen, then A1 and
A3 become isotropic. Furthermore, A1 is free space and the relative permittivity
and permeability of A3 are simultaneously equal to –1, which are those of a NIM
superlens [30]. Hence, the design can be viewed as a finite-sized NIM superlens
that forms an image of the monopole at the bottom of the recess at the original
monopole location above the ground plane. The volume A2 is an impedance
matching block that eliminates diffraction from the edges of the finite superlens.

Consider a thin-wire monopole antenna of length l = 0.235k and radius of

k/200 at 3 GHz (k = 0.1 m). Figure 2.26a shows a snapshot of the /̂-directed
magnetic field H/ in a constant-/ plane. Next, an example ground recess is
designed with the parameter values a = k, c = 2k, h = t = k/2, and d = k. These
values correspond to region A1 being free space and A3 a NIM superlens. The
parameters of A2 relevant to the TM (to q) fields are given by

e0qq ¼ l0// ¼ 1; e0qz ¼ e0zq ¼ 1; e0zz ¼ 2: ð2:49Þ

At the design frequency, Fig. 2.26b shows that the original monopole field
distribution is reproduced away from the boundary at z0 = 0, which will result in
the original monopole and the embedded monopole having the same radiation
pattern, with vertically polarized maximum radiation at the horizon. It is noted that
a perfect reproduction of the radiation pattern is achieved using a finite NIM lens
and impedance-matching volumes measuring only 4k across and k deep. When
there is no embedding media in the same recess, Fig. 2.26c shows that the field

Fig. 2.26 Snapshots of the total magnetic field distribution of a thin-wire monopole antenna.
a Monopole on a flat ground plane. b Monopole at the bottom of the recess enclosed by
transformation media. c Monopole at the bottom of an air-filled recess. � 2010 IEEE. Reprinted,
with permission, from Kwon [46]
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distribution is significantly distorted. It is found that the maximum directivity
deviates from the horizon (h = 90�) to h = 61.6�.

2.5.2 Microwave Metamaterials for a Virtual Line Source

A 2D equivalent of the virtual monopole discussed in the previous section is a
virtual electric line source. As an intermediate step toward designing metamate-
rials for a 3D radiation configuration by a monopole, metamaterials for a virtual
line source in a 2D configuration [87] are investigated.

Figure 2.27 shows cross sections in the x–y plane of the original (virtual) and
transformed (physical) systems for an electric line source. It is desired that a 2D
ground recess and embedding metamaterials be designed such that the physical
line source in Fig. 2.27b radiate as if it is located above a flat ground plane as
illustrated in Fig. 2.27a. Let us choose the same set of recess parameters as in Sect.
2.5.1, which are: a = k, c = 2k, h = t = k/2, and d = k. Following the same
design procedure, the medium parameters of the four distinct volumes A1–A4 are
computed. A1 containing the physical source is free space, while the region A4 is
the NIM superlens. The parameters of the impedance matching blocks A2/A3 are
equal to

l0 ¼ 1 	1

	1 2

� �
; e0zz ¼ 1: ð2:50Þ

Here, metamaterials for A4 and A2/A3 in the microwave frequency regime are
designed, where formation of a virtual line source as well as reproduction of the
radiation pattern associated with the virtual configuration are numerically tested
and confirmed. The design frequency is chosen to be 10 GHz in the X band. The
required metamaterials are based on doubly periodic arrangements of unit cells
and fabrication using standard printed circuit technologies is targeted. For this
purpose, the RT/duroid 5880 copper-clad laminates from Rogers Corporation of

Fig. 2.27 Coordinate systems for a virtual line source design. a The original system. b The
transformed systems. Both systems are uniform and infinite in the ±z directions. � 2012 IEEE.
Reprinted, with permission, from Kwon and Emiroglu [87]
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thickness tsub = 0.254 mm with 0.5-oz. (0.017-mm thickness) copper cladding
were chosen to enable the unit cell designs for A4 and A2/A3.

For the NIM superlens region A4, a unit cell design is adopted that contains split-
ring resonators (SRRs) [88] for realizing negative permeability and a copper strip
for realizing negative permittivity. The SRR and copper strip sides of the unit cell
walls are illustrated in Fig. 2.28a, b, where strips in dark gray indicate copper
traces. Positions of the gaps in the SRR are chosen such that the bianisotropy
resulting from magneto-dielectric coupling within the magnetic resonator is min-
imized. The geometrical parameters of the unit cell were numerically optimized to
obtain l = e = –1, or equivalently n = –1 and z = 1 in terms of the index of
refraction n and the normalized impedance z (relative to free space). The optimized
values obtained using Ansys HFSS are equal to n = –0.999 – j0.035, and
z = 1.015 ? j0.0001. The associate geometrical parameters are a = 0.3, c = 2.6,
d = 3.0, g = 0.15, h = 2.9, f = 0.38, and w = 0.0762 (all dimensions in mm). It is
found that the metamaterial has a negative index of refraction in the range
9.13–10.60 GHz. A medium parameter retrieval technique based on scattering
parameters of the unit cell under periodic boundary conditions was employed [89].

Fig. 2.28 Unit cell designs for the embedding media for a virtual line source. a The SRR and
b wire faces of the NIM superlens A4. c The unit cell for the impedance-matching block A3. d The
ELC face of the A3 cell. � 2012 IEEE. Reprinted, with permission, from Kwon and Emiroglu [87]
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For the impedance matcher A3, the permeability tensor in the x–y plane can be
diagonalized as

l0 ¼ 1 1
1 2

� �
¼ v1 v2½ � l011 0

0 l022

� �
vT

1
vT

2

� �
; ð2:51Þ

where the column vectors v1 and v2 are eigenvectors of l0 given by v1 ¼
0:5257 0:8507½ �T and v2 ¼ �0:8507 0:5257½ �T , which are orthogonal to each

other. In addition, the two eigenvalues are equal to l011 ¼ 2:618 and l022 ¼ 0:382.
When written in the (v1, v2, v3 = z) coordinate system, which is the (x, y, z) system
rotated around the z axis by +53.8�, the permeability tensor will be a diagonal
matrix. Hence, a metamaterial unit cell of square cross section can be designed for
realizing the diagonal permeability tensor. This can be achieved by incorporating a
different pair of electric and magnetic resonators on the two orthogonal faces of
the unit cell. Once the resonators are optimized to synthesize the permeabilities l011
and l022, the unit cell can be rotated such that the normal vectors to the cell walls
are aligned with v1 and v2. This approach to synthesizing reciprocal anisotropic
medium parameters has been proposed by Rahm et al. [15].

Figure 2.28c illustrates the unit cell for A3, comprising a pair of SRR and
electronic L-C (ELC) resonators [90] on each face. The resonators on face 1
contribute primarily to l011 and e0zz; similarly, the resonators on face 2 are the main
contributors to l022 and e0zz. However, the two sets of resonators need to be jointly
optimized due to mutual coupling. The same ELC structure was used on both
faces, while the SRRs on the two faces were allowed to be different. Hence, the
geometrical parameters for one ELC and two SRRs were optimized to realize a
desired set of values for l011, l022, and e0zz. The parameter values for the optimized
design are listed in Table 2.1. The retrieved parameters using a plane wave having
the magnetic field polarized along the v1 axis were found to be l011 ¼ 2:79�
j0:154 and e0zz ¼ 1:116� j0:232. Simulation using an incident plane wave having a
v̂2-polarized magnetic field resulted in the retrieved parameters l022 ¼ 0:369�
j0:103 and e0zz ¼ 0:955þ j0:016. They are close to the target values l011 ¼ 2:618,
l022 ¼ 0:382, and e0zz ¼ 1. Finally, the unit cell for A2 is a mirror-image structure of
the optimized A3 cell.

Table 2.1 Optimized geometrical parameter values for the unit cell of the impedance matcher A3

ELC on both faces SRR on face 1 SRR on face 2

ae 0.2 a 0.45 a 0.1
be 0.2 c 2.6 c 2.6
ce 1.45 d 3.0 d 3.0
d 3.0 g 0.2 g 0.075
fe 0.4 h 2.9 h 2.9
he 2.85 f 0.25 f 0.15

All dimensions are in mm. � 2012 IEEE. Reprinted, with permission, from Kwon and Emiroglu
[87]
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The optimized unit cells for A3 and A4 were assembled for numerical analysis of
the specified recess together with a free space area of 4k 9 4k above the y0 = 0
plane using Ansys HFSS at 10 GHz. A line current was placed at (x0, y0) =

(0, –0.75k), at a quarter wavelength above the bottom of the recess. The simulation
domain is one cell height tall and tightly bounded in z from both directions by PEC
boundary conditions. This configuration can be realized in practice using a par-
allel-plate waveguide simulator. For efficient analysis, a magnetic mirror sym-
metry condition was applied on the x0 = 0 plane.

Figure 2.29 compares snapshots of the electric field distribution at the source
current phase of 0 for three different radiation configurations. In Fig. 2.29a, the
original configuration of a line source at k/4 over a flat ground plane creates a well-
known field distribution. When the line source is placed inside an air-filled recess
at k/4 above the bottom, the field distribution is distorted as shown in Fig. 2.29b.
When the line source is embedded inside the optimized metamaterial structure,
Fig. 2.29c shows that the original field distribution is almost completely restored
except for a slight reduction in field strength due to conductor and dielectric losses
in the metamaterials.

To quantitatively assess the effectiveness of the embedding metamaterial in
restoring the far-field radiation patterns, Fig. 2.30 plots 2D directivity patterns for
the same three configurations shown in Fig. 2.29. When the line source is placed in
an empty recess, the radiation pattern is significantly distorted. In particular, the
radiation intensity in directions close to the ground plane is significantly lower than
that of the original configuration. It is observed that the embedding metamaterial
restores the directivity pattern within approximately ±1 dB of the ideal case.

Finally, the radiation efficiency has been predicted by simulation to be
approximately 50%. Since the metamaterials used in this design incorporate highly
resonant inclusions of both electric and magnetic types, reduction in radiation
efficiency is expected due to conductor and dielectric losses. Considering that

Fig. 2.29 Snapshots of the electric field distribution. a Original configuration. b Line source
inside an air-filled recess. c Line source embedded in the metamaterial. All three color plots use
the same range
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practical NIMs typically exhibit significant losses, an overall reduction in radiation
efficiency by 50% may not be a serious shortcoming in this metamaterial appli-
cation to antennas incorporating NIM building blocks.

2.6 Planar Photonic Devices for Integrated Systems

There has been a growing interest in the development of integrated photonics
systems as they are expected to play an increasingly important role in optical
communications, imaging, computing, and sensing [91, 92]. Future advancement
of this technology is critically dependent on an ability to develop miniaturized,
functional photonic devices. By using the emerging transformation optics tech-
nique, a variety of practical optical components have been designed. As a result, a
new type of photonic integrated circuit can be envisioned, which is comprised of a
group of TO-based photonic components integrated with conventional optical and
optoelectronic devices, including waveguides and photodetectors, on a common
substrate [93].

Here, the TO building blocks are designed by using embedded QC transfor-
mations, which contain non-magnetic, dielectric-only materials. Therefore, they
can be implemented with standard fabrication techniques, such as patterning air
holes or rods on a silicon on insulator (SOI) platform, facilitating their application
and integration into photonic systems [66, 67]. Moreover, such TO-based GRIN
components can effectively steer light throughout the entire volume of the device,
providing a dramatic improvement in the control of light compared to conven-
tional GRIN optics with simple axial, radial, and spherical gradient profiles [63].
Since the QCTO approach is inherently two-dimensional, it is ideally suited for the
design of planar photonic devices which manipulate the spatial propagation of
light within a thin layer. As a result, the unprecedented design flexibility of
transformation optics allows for the creation of a number of novel devices, such as
a light source collimator, a waveguide coupler, and a waveguide crossing, which
have broad applications in integrated photonic chips. Using the Finite-Difference
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Fig. 2.30 Comparison of 2D
directivity patterns for the
three radiation configurations.
� 2012 IEEE. Reprinted,
with permission, from Kwon
and Emiroglu [87]
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Time-Domain (FDTD) method, full-wave numerical simulations were performed
to demonstrate the superior optical properties of these TO devices and their effi-
cient integration with other components in an on-chip photonic system.

2.6.1 On-chip Light Source Collimator

A square TO quad-beam collimator was first designed by following the QC
mapping illustrated in Fig. 2.31a. This transformation converts a circle into a
square, where four equally distributed arcs are mapped in sequence onto the four
sides of the square in the transformed domain. Consequently, an isotropically-
radiating source at the center of the TO domain can be morphed into four highly
collimated beams with planar equal-phase surfaces, propagating in the outward
normal direction to each face of the device [22, 76]. When connected to silicon
waveguides at its collimating surfaces, this TO component efficiently couples light
emitted from a point source at the center of the device into each waveguide. As
illustrated by Fig. 2.31a, the mesh grids created by the QC mappings possess
strong orthogonality within the transformation domains, indicating that the
anisotropy of the medium has been minimized.

The required effective parameters of the transformation medium can be cal-
culated by following the general TO design equations [54]. For a TE-polarized
wave with electric field normal to the plane of propagation, the TO devices can be
characterized by the spatial distribution of refractive index. Figure 2.31b shows
the GRIN profile of the collimator, which exhibits four-fold symmetry due to the
transformation geometry and has a high index at each collimating surface. The
highest refractive index found at the edge of the device can be adjusted by con-
trolling the geometry and dimensions of the transformation domain. Therefore, the
transformation is engineered such that the indices of the silicon waveguide and the
QCTO element are mostly matched at the boundaries with an index of 3.4, leading
to minimal reflection.

In order to characterize the performance of the TO collimator coupled with
waveguides, full-wave numerical simulations were performed by using the FDTD
method. As shown in Fig. 2.32a, the TO collimator connects four silicon wave-
guides at each collimating surface. The square collimator measures 7.5 lm on a
side, while the width of each silicon waveguide is t = 5 lm. Figure 2.32b dem-
onstrates the light intensity distribution excited by a point source with a wave-
length of 1.5 lm, where the emitting light is smoothly guided inside the TO
collimator before entering the connecting waveguides. Low reflections at the
interface are evidenced by the fact that the interference fringes are fairly weak
inside the TO collimator. FDTD simulations reveal that over 98% of the emitted
energy is coupled into the waveguides through the TO collimator, demonstrating a
high coupling efficiency and low insertion losses.
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2.6.2 Compact Waveguide Adapters

The QC transformation technique can also be employed to design many other
GRIN components with versatile functionalities, such as waveguide adapters. For
instance, Fig. 2.33a illustrates another geometry transformation from a circle with
radius R in the original space to a rectangle in the transformed space. Two
additional flat protrusions with a width of w are chosen in order to facilitate
orthogonal grid generation through QC mappings. In particular, the arcs on the top
and bottom boundaries of the circular domain are mapped into two straight seg-
ments along the surfaces of the rectangular domain as shown by the solid red

Fig. 2.31 a A QC mapping transforms a circular region in the original space into a square
region in the transformed space. The resulting spatial grids and their inverse from the mapping
are illustrated by green lines within the TO domains. b The refractive index profile of the
resulting TO collimator. A line source indicated by the dot in the middle of the device can
produce four collimated beams in directions normal to the faces of the square collimator
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curves. When a point source is placed at the center of the original space in vacuum,
the diverging cylindrical waves have equal-phase surfaces as concentric circles,
including those curved boundaries in red. Since the circular arcs are mapped into
straight lines in the new system, the emerging electromagnetic waves from these
interfaces will have planar wave fronts, producing highly directive beams that can
efficiently couple into neighboring components, such as optical waveguides. The
resulting GRIN profile of the transformed domain is demonstrated in Fig. 2.33b,
which possesses a mirror symmetry as indicated by the dashed line.

The transformation presented in Fig. 2.33 is employed here to design a
waveguide coupler, which can connect different-sized optical waveguides by
effectively converting the guided modes [94]. In contrast to a conventional coupler
which requires a long adiabatically tapering section to reduce losses, the TO-based
design approach leads to compact devices as the light propagation can be con-
trolled effectively over the entire transformation medium. As shown in Fig. 2.34a,
the TO coupler is comprised of two GRIN elements. The index distributions of
both elements are obtained based on the QC mapping illustrated in Fig. 2.33. Due
to the mirror symmetry of the refractive index profile in Fig. 2.33b, each element
of the waveguide coupler consists of half of the transformation medium. Fur-
thermore, the geometrical transformations are chosen so that the resulting TO
coupler matches the size and refractive index of the waveguides at both the input
and output surfaces. In this way, light carried by the input waveguide from the left
is compressed into a narrow beam by the first element of the coupler before
experiencing a subsequent expansion to match the size of the output waveguide.

Figure 2.34b demonstrates the performance of the coupling device, through
which light is smoothly guided and coupled between two silicon waveguides of
different size. Despite a small amount of reflective and scattered light, such a
compact TO waveguide coupler provides a coupling efficiency with up to 95%
transmission. It is interesting to note that the incident light is focused in the middle

Fig. 2.32 a A quad-beam TO collimator connects four silicon waveguides. b The light intensity
distribution excited by a point source at the center of the device demonstrates efficient coupling
from the light source to all four waveguides. The wavelength of the light source is 1.5 lm
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of the coupler, producing an enhanced electric field that is 5 times stronger than that
in the input waveguide. As a result, this TO component, together with the associated
waveguides, provides an integrated platform that is suitable for investigating light
interaction with optical media, such as active and nonlinear materials.

Another essential component in integrated photonics is the waveguide crossing,
which allows optical signals carried by waveguides to be routed and intercon-
nected within a limited space, providing the possibility for high-density integration
of optical devices in photonic circuits [91, 92]. In order to mitigate insertion loss
and crosstalk at the intersections of optical waveguides, either a resonator or a
mode expander type crossing device is needed [95, 96]. By applying an appro-
priate QCTO approach to engineer the GRIN profile of the device, a new type of
waveguide crossing that can channel the light propagation throughout the trans-
formation medium without any wave guiding structures was designed.

The same geometrical mapping illustrated in Fig. 2.33 can be used for the
development of a waveguide crossing. Since light rays in both spaces must remain
normal to the boundaries (solid red lines), the light will bend to pass through the
origin in the physical space and exhibit a lateral shift when exiting the device [66].
Instead of assuming a vacuum in the virtual space as in most of the TO designs, we

Fig. 2.33 a A QC mapping transforms a circular region with protrusions in the original space
into a rectangle in the transformed space. The top and bottom surfaces of a circle are mapped into
two straight segments along the surfaces of the rectangle (solid red lines). b The resulting
refractive index profile of the transformed device. The TO device can generate two collimated
beams in directions normal to the collimating faces indicated by the arrows
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assign a Maxwell fisheye lens with a radial GRIN distribution given in (2.52) to
the circular region as shown in Fig. 2.35a, where R is the radius of the circular
region and 0 B r B R.

n rð Þ ¼ 2

1þ r
R

� �2 ð2:52Þ

The resulting GRIN profile of the transformed medium is shown in Fig. 2.35b,
where the center region within the dashed black box is truncated and employed as
a crossing device.

To demonstrate the waveguide crossing behavior, the GRIN device is con-
nected to two input and two output waveguides with reversed order on either side
of the device as shown in Fig. 2.35c. The crossing device, illustrated by the black
dashed box, has a size of 15 lm by 10 lm and a refractive index ranging from 2.0
to 3.4. All the connecting Si waveguides possess a width of 1.5 lm while the
adjacent waveguides on each side of the device are separated by a distance of
3 lm. FDTD simulations were performed to illustrate the light crossing effects

Fig. 2.34 a A TO-based GRIN waveguide coupler connects two silicon waveguides with a width
of 7.5 lm and 3.75 lm, respectively. The coupler device, illustrated in the black dashed box, has
a size of 7.5 lm by 6.7 lm. b Light intensity distribution obtained from FDTD simulations. Light
from the input waveguide on the left couples well into the output waveguide through the TO
coupler
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throughout the TO device. When both input waveguides are illuminated, as shown
in Fig. 2.35d, the TO device provides the desired crossing performance by routing
two beams into the corresponding output waveguides in an inverse order. Due to
the imaging property of the Maxwell fisheye lens, the diffraction of light is
compensated as the wave is focused right in front of the output waveguide and the
lateral expansion of the beam is well confined within the GRIN region. Although
some interference fringes can be observed at the intersection area of the two
beams, the two optical signals are guided independently and couple into the output
waveguides with transmission of over 98% in each case. By increasing the size of
the TO crossing element and including more waveguide ports, it is possible to
further extend the number of optical signals across the device and thereby further
enhance the integration density of neighboring devices.

2.7 Conclusions

Novel device designs based upon the TO and QCTO techniques have been pre-
sented for invisibility cloaks, flat lenses, beam propagation manipulation devices,
planar photonic devices, and antennas. For each design, the associated coordinate

Fig. 2.35 a The refractive index profile of a Maxwell fisheye lens in a circular domain with
protrusions in the original space. b The GRIN profile of the transformed rectangular region. c A
TO waveguide crossing connects two silicon waveguides with a width of 1.5 lm on either side of
the device. The crossing device, illustrated in the black dashed box, has a size of 15 lm by
10 lm. d Light intensity distribution obtained with both input waveguide 1 and 2 illuminated.
Light from the input waveguide 1 and 2 bends down/up and couples efficiently into the
corresponding output waveguides through the QCTO component. The wavelength is 1.5 lm
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transformation, parameters for the transformation media, example designs as well
as predicted performance were shown. The device designs presented in this
chapter represent only a small fraction of a host of applications that the TO
technique can provide, with new functional features or traditional utilities in new
form factors. As fabrication techniques mature for realizing anisotropic and
inhomogeneous constituent media, TO-based devices will become viable options
in practical applications.
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Chapter 3
Metasurface Transformation Theory

Enrica Martini and Stefano Maci

Abstract Metasurfaces constitute a class of thin metamaterials, which are used
from microwave to optical frequencies to create new antennas and microwave
devices. This chapter describes how to use transformation optics (TO) to create
anisotropic modulated-impedance metasurfaces able to transform planar surface
waves (SW) into a predefined curved-wavefront surface wave. In fact, the mod-
ulated anisotropic impedance imposes a local modification of the dispersion
equation and, at constant operating frequency, of the local wavevector. The gen-
eral effects of metasurface modulation are similar to those obtained by TO in
volumetric inhomogeneous metamaterials, namely readdressing the propagation
path of an incident wave; however, significant technological simplicity is gained.

3.1 Introduction

Metamaterials have found several applications in designing antennas and micro-
wave components. These artificial materials can be formed by periodic arrange-
ments of many small inclusions in a dielectric host environment, for achieving
macroscopic electromagnetic or optical properties that cannot be found in nature.
After about 10 years from the first pioneering works on metamaterials, the new
concept of transformation optics (TO) has been introduced [1, 2], which estab-
lishes criteria to obtain a control on ray field paths within inhomogeneous
anisotropic metamaterials. This control is achieved on the basis of macroscopic
equivalent constitutive tensors of the anisotropic material. The TO methodology
has been applied, for instance, to design invisibility cloaks, i.e., shells of aniso-
tropic metamaterials capable of rendering any object within their interior cavities
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invisible to detection from outside [3, and references therein]. The technological
difficulties in controlling the variation of the homogenized constitutive tensors of
volumetric metamaterials, together with anisotropy and extreme parameters,
complicate the engineering implementation of TO in practical devices.

Our main starting point is the observation that effects similar to addressing
waves in volumetric media may be obtained by modulating the properties of a
metasurface that supports surface waves (SW).

In analogy with metamaterials, metasurfaces are constituted by an arrangement
of printed elements whose dimensions are smaller than the wavelength of the
dominant wave phenomenon. In general, the resulting structure is periodic. We
consider instead aperiodic metasurfaces. The aperiodicity is obtained by gradually
modulating the geometry of the elements in contiguous cells. Macroscopically, this
results in a modulation of the equivalent impedance of the metasurface, which
produces a change of phase velocity and propagation path of the SW supported by
the metasurface. In Ref. [4], this metasurface-driven wave-field transformation is
synthetically referred to as ‘‘metasurfing’’. In the latter reference, this concept has
been introduced without a coordinate transformation, treating only cases where an
equivalent refraction index can be defined. The main objective here is instead to
link a generic coordinate transformation to an anisotropic impedance supporting a
curved-wavefront surface wave, whose phase is directly related to the
transformation.

This chapter is organized as follows. Section 3.2 reviews the metasurface
concept for both the isotropic and the anisotropic case. Emphasis is placed on the
anisotropic case since we predict such a type of final output. Section 3.3 presents
the formulation of the metasurface transformation theory. After a statement of the
problem, this section introduces the local dispersion concept, and the conditions on
the transformation parameters which allow for the fulfilment of the free-space
wave equation for a given form of electric and magnetic potentials. The desired
curved wavefront SW field distribution is obtained from these potentials. The
anisotropic impedance tensor congruent with the above curved wavefront is
obtained by matching the dispersion equation obtained via local transverse reso-
nance with the dispersion equation associated with the transformed wavefront. The
maximum error of this matching is evaluated by a rigorous closed form expression.
Expressions of fields and impedance matching conditions at the boundary of the
transformation domain are also provided. Section 3.4 specializes the theory to the
case of conformal and nearly conformal transformations, which leads to the drastic
simplification of isotropic boundary conditions and to the definition of an equiv-
alent refractive index satisfying the Fermat’s principle. Some numerical examples
are presented in Sect. 3.5 and conclusions are drawn in Sect. 3.6. The chapter is
completed by two Appendices: the first one (Appendix A) summarizes some useful
TO formulas for 3D metamaterials and the second one (Appendix B) illustrates the
derivation of the dispersion equation for anisotropic impedance boundary
conditions.
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3.2 Modulated Metasurfaces

A metasurface is a thin metamaterial layer characterized by unusual reflection
properties of plane waves and/or dispersion properties of surface/guided waves.
Metasurfaces may be distinguished as penetrable and impenetrable. A penetrable
metasurface (sometimes called metafilm) consists of a planar distribution of small
periodic elements in a very thin host medium. Its effective properties can be
studied for instance by applying generalized sheet transition conditions (GSTCs)
[5, 6] which allow one to characterize a metasurface in terms of an unambiguous
anisotropic sheet impedance.

Impenetrable metasurfaces, which are those treated in this chapter, are realized
at microwave frequencies through a dense periodic texture of small elements
printed on a grounded slab with or without shorting vias. They can also simply
consist of a dense distribution of pins on a ground plane [7]. This kind of meta-
surfaces has been used for realizing electromagnetic bandgap (EBG) surfaces or
equivalent magnetic walls [8, 9]. Impenetrable metasurfaces can be characterized
in terms of an anisotropic surface impedance tensor through the use of the pole-
zero-matching method [10]. Absence of losses in the dielectric and in the metal
implies that the surface impedance is actually a surface reactance. This is true for
periodicities small in terms of a wavelength; larger periodicities may instead cause
transfer of energy to higher order Floquet modes that may be effectively inter-
preted as a loss [10]. This case is not considered here.

The basic assumption in the conventional analysis of metasurfaces is the
periodical distribution of the constituent elements. In a TO framework, we have to
remove this assumption and to deal with an aperiodic element distribution. The
aperiodicity is obtained by gradually changing the geometry of the elements in
contiguous cells, while maintaining the period unchanged and very small in terms
of a wavelength.

3.2.1 Isotropic Modulated Metasurface Reactance

The aperiodic metasurface is described by an equivalent homogenized model and
characterized through a lossless modulated metasurface reactance (MMR) which
imposes boundary conditions on the ratio between the average tangential com-
ponents of the electric and magnetic fields. Whenever the elements exhibit a
symmetric shape, the MMR is isotropic with respect to the direction of the
wavevector of the supported mode; in this case, we denote the relevant MMR as
isotropic-MMR (IMMR). An IMMR can be synthesized by using an appropriate
technology that depends on the frequency range of operation. Figure 3.1 illustrates
a practical realization of an IMRR in the microwave–millimetre wave frequency
range, consisting of square or circular patches with different sizes printed on a
grounded slab. The size of the elementary cell of the texture is assumed constant
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throughout the surface and small in terms of a wavelength. The modulation of the
IMMR is obtained through a smooth cell-by-cell variation of the patch dimension.

An effective IMMR is obtained by considering each constituent element of the
metasurface as embedded in a locally uniform periodic structure. That is, we
identify the local texture and the relevant value of reactance with those of a
periodic texture which matches the local geometry.

Due to the small dimensions of the unit cell, we may assume that the IMMR
exhibits an almost continuous variation, characterized by a scalar value XSðqÞ
(here, q is the coordinate of the 2D observation point on the surface). This con-
stitutes a quite reasonable approximation for printed patches with symmetric
shapes. A scalar IMMR implies that the ratio between the average tangential
electric and magnetic fields is equal to jXSðqÞ; thus, the tangential fields are
orthogonal and in quadrature of phase. This latter property is due to the fact that no
energy can penetrate into the surface. A transverse magnetic (TM) SW has
magnetic field transverse to the metasurface normal. Similarly, a transverse
electric (TE) SW has electric field transverse to the metasurface normal. An
inductive isotropic reactance XSðqÞ[ 0ð Þ supports a TM SW, while a capacitive
isotropic reactance XSðqÞ\0ð Þ supports a TE SW. In both cases, the amplitude
ktðqÞ of the transverse wavevector ktðqÞ ¼ ktðqÞk̂tðqÞ is independent of the
direction k̂t. The dispersion equation for an x-dependent inductive reactance XS is

ktðqÞ ¼ k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ XSðqÞ=fð Þ2

q
ð3:1Þ

where f and k are the free space impedance and wavenumber, respectively. This
dispersion equation is obtained by imposing the transverse resonance condition. It
is apparent that kt is larger than the wavenumber k of free space, i.e., the phase
velocity is smaller than the speed of light; as a consequence, the wave equation
imposes an exponential attenuation of the fields in the direction normal to the
metasurface, with attenuation constant m ¼ kXS=f. A typical behavior of the TM
wave dispersion diagram (3.1) is shown in Fig. 3.2. It is apparent that, at a given
frequency, larger patches (smaller gaps) support SW’s with larger wavenumbers
(smaller phase velocity) and vice versa.

x

z y

(a) (b)

Fig. 3.1 IMMR at microwave frequencies consisting of small patches with variable sizes printed
on a grounded slab. a Rectangular patches with variable side. b Circular patches with variable
radius. The patches are positioned at the center of the unit cell, whose size is assumed uniform
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Due to the presence of the grounded slab, the reactance XS is actually dependent
on kt, so that (3.1) is an implicit form of the dispersion equation. In Ref. [11], a kt-
dependent reactance model is proposed. However, the dependence on kt is often
weak and does not modify the basic wave mechanism, except for a slight shift of
the operational frequency. Although the above kt-dependence may be introduced
in the formulation presented in the following, we will not consider it in order to
avoid formal complications, but it is understood that this assumption does not
imply a loss of generality.

The modulation of the wave vector obtained through the IMMR produces a
change of the phase velocity and propagation path of the SW supported by the
metasurface. Let us understand this through the simple example illustrated in
Fig. 3.3. Figure 3.3a shows a IMMR consisting of a uniform rectangular lattice of
printed square patches modulated in size along x, with smaller sizes toward the
center and larger sizes toward the periphery. The transverse wavenuber of the SW
supported by the metasurface changes along x according to the dispersion diagram
in Fig. 3.2. Assume that this metasurface is excited at a certain section y = y0 with
a TM surface plane wave, represented in Fig. 3.3 by a congruence of parallel
wavevectors. As the wave progresses along y, the boundary conditions impose a
local decrease of kt at the center and an increase at the periphery. Correspondingly,
the local phase velocity decreases at the periphery and increases at the center, thus
producing a diverging wavefront. This forces the wavevector to modify its
direction, so as to maintain its amplitude consistent with the dispersion (3.1) for
the local reactance value. The opposite occurs when the patches are larger at the
center and smaller at the periphery (Fig. 3.3b). The congruence of rays forms, in
this case, a converging wavefront that may focus the field in a point. The prop-
agation path of the ray field can be found by defining a local refraction index and
invoking the Fermat’s principle of minimum optical path.
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Fig. 3.2 Typical dispersion
diagrams for TM-SW
supported by a metasurface
consisting of square patches
of different sizes periodically
printed on a grounded slab
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The modulation of the surface reactance can therefore be used to guide the
propagation and to shape the wavefront of SW’s, with the objective of constructing
engineering devices. In recent papers, Luneburg lenses based on this concept have
been presented [12]. A similar lens designed by transmission line metamaterials is
shown in Ref. [13]. A solution at terahertz and infrared frequencies is obtained in
Ref. [14] by using surface plasmon polaritons on a graphene monoatomic layer,
where the graphene conductivity is tuned by using static electric fields. Examples
of Luneburg and Maxwell’s fish eye lenses designed by metasurfaces are presented
in Fig. 3.4 (from Ref. [4]).

( )SX x

tk

tk

x

z y

(b)

(a)

Fig. 3.3 Example of curved-wavefront SW supported by an IMMR. a Diverging rays.
b Converging rays

(a) (b) (c)

Fig. 3.4 Snapshots of the field and local wave–vector path in planar lenses designed with an
IMMR. a Luneburg lens obtained by circular patches of variable size. b Luneburg lens realized
by pins of different heights. c Maxwell’s fish eye realized by pins (from Ref. [4])
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IMMR can also be applied to the walls of horns; this application has been
introduced in Ref. [15] to render the phase of the aperture field more uniform than
in a conventional horn with the same size. Conversely, one can use an IMMR to
reduce the horn dimensions when a uniform aperture phase is required.

The wavenumber modulation can also produce leaky-wave radiation. In Ref.
[16] this is used for realizing spiral leaky-wave antennas.

3.2.2 Anisotropic Modulated Metasurface Reactance

An anisotropic metasurface (AMMR) impedance Z located on the plane z = 0
imposes boundary conditions on the average tangential fields of the type
Etjz¼0þ¼ Z � ẑ�Htð Þjz¼0þ : The impedance tensor Z satisfies, in absence of los-

ses, the anti-Hermitian condition Z ¼ �ZT� [17], where superscript T* denotes the
transpose-conjugate operation. This condition derives from the absence of energy
penetration into the surface. A particular, but very common case which satisfies
this condition is a tensor of the form Z ¼ jX, where X is a real symmetric tensor
which admits real eigenvalues (i.e., principal values) and orthogonal eigenvectors
(i.e., principal axes). The SW modes supported by a uniform tensor impedance
surface are in general hybrid, i.e., neither pure TM nor TE. When both the
eigenvalues of X are real positive numbers (which normally occurs in AMMR) the
dominant SW (i.e., the SW without cut off frequency) exhibits a dominant TM
contribution. After indicating with k̂tðqÞ ¼ kt=jktj the direction normal to the SW

wavefront, the tensor X can be conveniently represented in the basis k̂t; k̂
?
t , where

k̂
?
t ¼ ẑ � k̂t; i.e., X ¼ Xeek̂tk̂t þ Xhhk̂

?
t k̂
?
t þ Xeh k̂

?
t k̂t þ k̂k̂

?
t

� �
. Through

these components, the dispersion equation assumes the form

kt ¼ k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ �X2

s

�
f2

q
; �Xs ¼

1
2fXhh

D� f2� �
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D� f2� �2þ4XeeXhhf2

q� 	
ð3:2Þ

where D ¼ detðXÞ: With a good approximation (3.2) represents, at each frequency,
an ellipse in the plane ðkx; kyÞ ¼ ðkt � x̂; kt � ŷÞ. The axes of this ellipse are aligned
with the principal axes of the tensor X (see Appendix B).

An AMMR may be designed by using transmission-line (TL) metamaterials, as
done in Ref. [18]. In this reference, TL metamaterials with arbitrary full tensors are
introduced and characterized through a Bloch analysis. An AMMR may also be
implemented by printed patches, provided a geometrical asymmetry is introduced
in the periodic cell. Some geometries are proposed in Ref. [19] for realizing
holographic antennas and in Ref. [20] to design circularly polarized isoflux
antennas for space applications.
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Some examples are shown in Fig. 3.5. The solution of Fig. 3.5b has been
suggested in Ref. [19], while Fig. 3.5d has been adopted in Ref. [20]. All the
geometries exhibit two non-dimensional parameters a/a0 and w which primarily
affect the principal values and the principal axes of X, respectively. The first
parameter a/a0 is the ratio between a characteristic length of the patch, a, and the
side length of the periodic cell, a0. The larger the ratio a/a0, the larger the area of
the patch with respect to the unit cell area. Increasing this parameter implies
increasing the magnitude of the principal values of the tensor X. The second
parameter is the angle w, which describes for instance the orientation of the slot in
the geometries of Fig. 3.5b and d. This parameter influences mostly the orientation
of the principal axes of the tensor. In any case, these principal axes are oriented
along symmetry axes of the geometry.

Figure 3.6 shows the AMMR tensor components for the screw-head patch in
Fig. 3.5d as a function of the two aforementioned parameters. These maps have
been obtained by assuming the patch embedded in a periodic Cartesian lattice and
applying a periodic method of moment (MoM) analysis for a limited but suffi-
ciently high number of ða=a0; w) pairs. The pole-zero matching method [10] is
then used to interpolate the results obtained in the ða=a0; wÞ plane.

3.3 Metasurface Transformation

3.3.1 Statement of the Problem

In the previous section, we have illustrated the possibility to readdress SWs by
modulating a metasurface; in this section, we formalize this concept on the basis of
TO. TO is a general mathematical tool allowing for the definition of inhomoge-
neous anisotropic metamaterials which create a controlled spatial wave-field dis-
tribution. The fundamental points of TO are summarized in Appendix A.

ψ

a

ψψψ

'a
a a

a

(a) (b) (c) (d)

Fig. 3.5 Patch geometries for AMMR. Each geometry possesses two specific non-dimensional
parameters a/a’ and w that are considered for constructing the reactance maps. The arrow denotes
the direction of SW propagation
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In order to extend TO theory to metasurfaces, let us consider two half-spaces: a
‘‘virtual’’ one, identified by a primed position vector r0 ¼ x0x̂0 þ y0ŷ0 þ z0ẑ0; z0[ 0,
and a ‘‘real’’ one, whose points are identified by an unprimed position vector
r ¼ xx̂þ yŷþ zẑ; z [ 0. Both the position vectors are expressed in Cartesian
coordinates and unit vectors of their respective spaces. To describe a given
observation point in the two spaces, whenever useful for simplifying the formulas,
we adopt the following alternative notations: x; y; zf g � x1; x2; x3f g,

x0; y0; z0f g � x01; x
0
2; x
0
3


 �
; x̂; ŷ; ẑ � x̂1; x̂2; x̂3, x̂0; ŷ0; ẑ0 � x̂01; x̂

0
2; x̂
0
3. Both half-spaces

are filled by free space, whose intrinsic wavenumber is denoted by k ¼ x
ffiffiffiffiffiffiffiffiffi
e0l0
p

;
however, they have two different boundary conditions at z0 = 0 and z = 0. We
assume that the virtual space possesses boundary conditions described by a uni-
form scalar reactive x-dependent surface impedance jXS. In the real space, instead,
we define at z = 0 two complementary surfaces S0 and S, separated by a contin-
uous line boundary oS, whose summation covers the entire plane (Fig. 3.7). Note
that oS can also be a closed contour. In S0, we assume the same uniform impedance
boundary conditions described by the surface impedance jXS. In S, we impose an
AMMR characterized by an impedance tensor Zeq

S
ðqÞ ¼ jXeq

S
ðqÞ.

Fig. 3.6 Impedance maps (in ohms) of AMMR tensor components Xee � �Xee; Xhh � �Xhh; Xeh;
where �Xee; �Xhh are average values around 300 Ohms (results from Ref. [20])
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We define a coordinate transformation from the real to the virtual space. This
transformation leaves unchanged the z coordinate, so that we may write r0 ¼
q0 þ zẑ and r ¼ qþ zẑ, with q0 � x0x̂0 þ y0ŷ0 and q � xx̂þ yŷ. The two coordi-
nates q and q0 are related by a 2D transformation Ct with domain in q and
codomain in q0. Ct maps univocally any point of the real space to a point of the
virtual space. Vice versa, the inverse transformation C�1

t maps the virtual space to
the real space. We also impose that the transformation is the identity in the region
of space S0:

q0 ¼ Ct qð Þ : x; yf g ! x0ðx; yÞ; y0ðx; yÞf g in S ð3:3Þ

q0 ¼ q in S0 ð3:4Þ

Finally, we assume that the transformation is continuous and differentiable at the
boundary.

Having defined Ct as an identity in S’, the virtual space coincides with the real
space in S’. This allows one to interpret any wave in the virtual space as an
incident field coming from the region S’ of the real space. This trick is normally
used in volumetric TO, for instance in cloaking problems. In fact our objective is
to transform, through the AMMR, a plane SW coming from S’ into a desired
‘‘curved wavefront SW’’ in S, which is the inverse mapping via C�1

t of a plane-
wavefront surface wave in the virtual-space. Reversely, a curved ray path of the
curved-wavefront can be transformed by Ct in a rectilinear ray-path in the virtual
space. (We note that several authors using TO invert the definition of ‘‘direct’’ and
‘‘inverse’’ transform with respect to the one used here)

It is useful to introduce the covariant and contravariant bases, denoted as gif g
and fgig, respectively. Covariant (contravariant) basis vectors are tangent
(orthogonal) to the curves obtained in the real space by transforming the Cartesian
axes of the virtual space through C�1

t :

gi ¼ oq
�
ox0i ¼

X
j¼1;2

oxj

�
ox0ix̂j i ¼ 1; 2 ð3:5Þ

gi ¼ rtx
0
i ¼

X
j¼1;2

ox0i
�
oxjx̂j i ¼ 1; 2 ð3:6Þ

where rt ¼ o=oxx̂þ o=oyŷ is the transverse gradient. Figure 3.8 shows covariant
and contravariant bases for a transformation where oS is a straight line.

0 0ε μ
0 0ε μ

'x

z 'y

x

z ysjX sjX
∂S

S'S

t

1−
t eq eq

s s
j=Z X

'

Fig. 3.7 Metasurface transformation geometry
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Covariant and contravariant bases can also be defined in the virtual space by
referring to the direct transformation Ct:

cj ¼ oq0
�
oxj ¼

X
i¼1;2

ox0i
�
oxjx̂

0
i ð3:7Þ

c j ¼ r0txj ¼
X

i¼1;2
oxj

�
oxi
0
x̂0i ð3:8Þ

The two couples of bases introduced are bi-orthogonal, namely
gi � gj ¼ dij; ci � cj ¼ dij. The Jacobian tensor M

t
of the transformation Ct and its

inverse M�1
t

can be expressed in covariant and contravariant bases as

M
t
¼
X

i¼1;2
x̂0ig

i ¼
X

j¼1;2
cjx̂j ð3:9Þ

M�1
t
¼
X
i¼1;2

gix̂
0
i ¼

X
j¼1;2

x̂jc
j ð3:10Þ

3.3.2 Curved Wavefront Surface Wave

Consider a SW propagating in the virtual space, supported by the reactive uniform
surface impedance jXS. This SW propagates along a direction k0 ¼ k0xx̂0 þ k0yŷ0 with

a phase velocity less than the speed of light
ffiffiffiffiffiffiffiffiffiffiffiffi
k0t � k0t

p
[ k

� �
and exhibits an

exponential attenuation along z. Since the coordinate transformation is the identity
in S0, the primed space is coincident with the real space in S0.

TM-SW or TE-SW are supported by XS [ 0 or XS\0, respectively, and can be
derived through a vertical magnetic or electric potential, respectively, of the form

'S S 1
g

2gFig. 3.8 Surface
transformation coordinate
lines and covariant and
contravariant bases (in the
zoomed view)
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A0 q0; zð Þ ¼ Azẑ¼
:

I0TM ẑ e�jk0t �q0e�z
ffiffiffiffiffiffiffiffiffiffiffiffiffi
k0t �k0t�k2
p

F0 q0; zð Þ ¼ Fzẑ¼: V 0TEẑ e�jk0t �q0e�z
ffiffiffiffiffiffiffiffiffiffiffiffiffi
k0t �k0t�k2
p ð3:11Þ

where ITM
0 and VTE

0 are arbitrary constants. Consistency of (3.11) with boundary
conditions E0t

�
z0¼0¼ jXSẑ�H0t

�
z0¼0 implies

ffiffiffiffiffiffiffiffiffiffiffiffi
k0t � k0t

q
¼ k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ XS=fð Þ2

q
for TM - SW ð3:12Þ

ffiffiffiffiffiffiffiffiffiffiffiffi
k0t � k0t

q
¼ k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ f=XSð Þ2

q
for TE - SW ð3:13Þ

In practical situations, the TM case is more important, since inductive AMMR
are easier to implement. Therefore, in the following we will assume in S’ the sole
presence of a TM mode generated by the potential A’. TE case can be constructed
in a similar manner.

Transformation Optics applied to (3.11) suggests us to construct magnetic and
electric potentials in the real space in the form

A q; zð Þ ¼ ITM ẑe�jk0t �q0ðqÞe�zmzðqÞ ð3:14Þ

F q; zð Þ ¼ VTEðqÞẑe�jk0t �q0ðqÞe�zmzðqÞ ð3:15Þ

where q0ðqÞ � CðqÞ is defined in (3.3). In (3.14), ITM is an arbitrary constant to be
set on the basis of the continuity conditions of the fields along oS, while VTE in
(3.15) is a slowly varying function of space. The phase term expð�jk0t � q0Þ in (3.14)
and (3.15) describes in the real space a curved wavefront, obtained by distorting the

planar one according to the transformation q0 ¼ CtðqÞ. The direction l̂ðqÞ tangent to

the wavefront satisfies the condition rt k0t � q0ðqÞ
� �

� l̂ ¼ o k0t � q0
� �

=ol ¼ 0. The
local wavevector kt can be therefore identified as

ktðqÞ ¼rt k0t � q0ðqÞ
� �

¼ rt k0xx0 þ k0yy0
� �

¼k0xrtx
0 þ k0yrty

0 ¼ k0xg1 þ k0yg2 ¼MT
t
� k0t

ð3:16Þ

Thus, the transformation rotates the Cartesian components of k0t along the
corresponding contravariant vectors in the real space. For instance, a SW propa-
gating in S’ with wavevector along x = x’, will continue in S with wavevector
aligned with the contravariant vector g1, and with a local wavefront along g2 (see
Fig. 3.8).

Before proceeding further, we emphasize that the potentials in (3.14) and (3.15)
do not follow the usual TO transformation in z, that would simply replicate the z-
dependent term in (3.11). In fact, in conventional TO, a 2D coordinate transfor-
mation that leaves the z-coordinate unchanged implies a variable compression (or
expansion) along z, which modifies the value of the corresponding entries of the
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constitutive tensors in the real space. In our problem, instead, we have assumed
free space above the impedance surface. This imposes the condition
kt � kt þ kz ¼ k2, that implies an exponential decay in z with attenuation constant:

mz ¼ jkz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kt � kt � k2

p
[ 0 ð3:17Þ

where kt is given in (3.16). However, in order to construct Maxwellian fields from
the potentials (3.14) and (3.15), these potentials must satisfy the free-space wave
equation, like r2Az þ k2Az ¼ 0. It can be shown that this is true in proximity of the
surface under certain conditions on the coordinate transformation. In order to find
such conditions, we observe that

r2
t Az � �kt � kt � jrt � ktð ÞAz þ ze�zmz vðz; qÞ ð3:18Þ

where vðz; qÞ is a smoothly varying function. Approaching the surface, the last
term of (3.18) vanishes. Therefore, Az approximately satisfies the wave equation
r2Az þ k2Az ¼ 0 with kt � kt þ kz ¼ k2 when

rt � ktj j � kt � kt ð3:19Þ

This relationship can be cast in a form which explicitly highlights the param-
eters of the transformation, as will be shown in Sect. 3.4.

3.3.3 Local Dispersion Equation

As anticipated in the previous section, without loss of generality we refer in the
following to an incoming TM-SW. As a consequence, the amplitude of the
wavevector k0t in the virtual space satisfies (3.12) for any propagation direction;
this means that when the propagation direction changes, the tip of k0t describes a

circle of radius k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ XS=fð Þ2

q
(Fig. 3.9a). On the other hand, according to (3.16)

the tip of the wavevector kt in the real space describes an ellipse (Fig. 3.9b). The

expression of this ellipse is obtained by writing k0t � k0t ¼ k2 þ k2 XS=fð Þ2 in terms

of kt through (3.16); this leads to kt �M�1
t
� ðMT

t
Þ�1 � kt ¼ k2 1þ XS=fð Þ2

� �
. The

latter can be rewritten as

ffiffiffi
g
p

kt � at
� kt ¼ k2 1þ XS=fð Þ2

� �
ð3:20Þ

where

a
t
ðqÞ ¼ 1ffiffiffi

g
p M�1

t
� MT

t

� ��1
¼ 1ffiffiffi

g
p

X
i;j¼1;2

x̂ix̂j ci � c j

 �

ð3:21Þ
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and
ffiffiffi
g
p ¼ ẑ � c1 � c2ð Þ ¼ ẑ � g1 � g2ð Þ½ 	�1

. The tensor in (3.21) is coincident with
the transverse component of the normalized constitutive tensors provided by TO
(see Appendix A). Observing that

ffiffiffi
g
p ¼ jc1jjc2j sin d, where d is the angle between

c1 and c2, one has det a
t
¼ g�1 c1

�� ��2 c2
�� ��2� c1

�� �� c2
�� �� cos d

� �2
h i

¼ 1.

The principal axes of the ellipse are aligned with the eigenvectors of a
t
, i.e.,

along the unit vectors êi ¼ êiðqÞði¼ 1; 2Þ. The angle w formed by ê1 with the
Cartesian axis x̂ is given by

w ¼ tan�1 1
2c1 � c2

c2
�� ��2� c1

�� ��2þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

c1j j2� c2j j2
� �2

þ4 c1 � c2ð Þ2
r !" #

ð3:22Þ

so that ê1 ¼ cos wx̂þ sin wŷ; ê2 ¼ � sin wx̂þ cos wŷ. In the eigenvector basis,
a

t
¼ ê1ê1r1 þ ê2ê2r2, where rn, the eigenvalues, may be written in the simple

form

r1;2¼1
2
t 


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2
t

� �2
�1

r
ð3:23Þ

where the subscript 1 (3.2) is associated with the upper (lower) sign, and t ¼
jc1j2 þ jc2j2
� �

=
ffiffiffi
g
p

is the trace of a
t
. Since det a

t
¼ 1, we have r1r2¼1. The

dispersion (3.20) can be therefore written in the equivalent form

'tk
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Fig. 3.9 a Representation of the wavevector in the (kx’, ky’) plane consistent with an isotropic
boundary conditions (TM case). b Representation of the local wavevector in the (kx, ky) space
corresponding to a curvilinear coordinate transformation and consistent with an anisotropic
impedance boundary condition
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k2
1r1 þ k2

2r2 ¼ k2 1þ XS=fð Þ2
h i 1ffiffiffi

g
p ð3:24Þ

where kn ¼ kt � ên. From (3.24) it is seen that the semi-axes of the dispersion
ellipse are

kn ¼ k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

rn
ffiffiffi
g
p 1þ XS=fð Þ2

h is
ð3:25Þ

as depicted in Fig. 3.9.

3.3.4 Conditions on the Transformation

The above formulation is subjected to some conditions. First, the argument of the
square root in (3.17) should be positive to avoid radiation. Second, as previously
shown, the condition in (3.19) must hold so that the potentials Az and Fz locally
satisfy the free space wave equation. We express now these conditions in terms of
the transformation parameters. From (3.24)

kt � kt� k2 1
rmax

ffiffiffi
g
p 1þ XS=fð Þ2

h i
ð3:26Þ

where rmax is the maximum between r1 and r2. From (3.26), the nonradiating
condition kt � kt � k2 becomes

rmax
ffiffiffi
g
p

1þ XS=fð Þ2
� 1 ð3:27Þ

Furthermore, (3.19) can be cast in a form which explicitly shows the trans-
formation parameters. To this end, we note from (3.16) that

rt � kt ¼ k0xrt � g1 þ k0yrt � g2 ¼ k0xr2x0 þ k0yr2y0 ð3:28Þ

The last term in (3.28) is maximized when the two vectors k0t and r2x0x̂0 þ
r2y0ŷ0 ¼ r2q0 are parallel. Thus, one has

rt � ktj j � k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ XS=fð Þ2

q
r2q0
�� �� ð3:29Þ

The above tells us that rt � kt ¼ 0 when the transformation respects the Cau-
chy–Riemann conditions, the latter implying r2q0 ¼ 0. Use of (3.29) and (3.26) in
(3.19), leads to a condition only dependent on the coordinate transformation:
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r2q0
�� ��rmax

ffiffiffi
g
p

k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ XS=fð Þ2

q � 1 ð3:30Þ

The latter, can be approximated with a simpler expression, obtained by

substituting rmax with the average
ffiffiffiffiffiffiffiffiffiffi
r1r2
p ¼

ffiffiffiffiffiffiffiffiffiffiffi
det a

t

q
¼ 1. This approximation

loosens the inequality in (3.30) and leads to

r2q0
�� ��

rx0j j ry0j j sin d0k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ XS=fð Þ2

q ¼: s� 1 ð3:31Þ

where d’ is the angle between rx0 and ry0. The non-dimensional parameter s
should be less than 10 % at any point of S. We observe that increasing XS and
decreasing wavelength renders both the conditions in (3.27) and (3.31) less
restrictive. Strongly nonorthogonal transformations (small values of d’) render
instead (3.27) and (3.31) more restrictive.

3.3.5 Determination of the Surface Tensor

When the transformation satisfies (3.31), the transverse fields may be derived from
the potentials according to

Et ¼ �jkfrt
o

k2oz
Az �rtFz � ẑ ð3:32Þ

Ht ¼
�jk

f
rt

o

k2oz
Fz þrtAz � ẑ ð3:33Þ

It is worth noting that, also if the incident wave is TM, both potentials are
needed; indeed, the anisotropic surface impedance supports a hybrid mode (i.e.,
neither purely TM nor TE). Boundary conditions on S impose

Et	z¼0¼ jXeq
S
� ẑ�Htð Þ	z¼0 ð3:34Þ

The tensor Xeq
S

must be locally consistent with kt. In order to derive the dis-

persion equation, let us introduce the quantities

XTM
0 ¼ �f

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kt � kt=k2 � 1

p
ð3:35Þ

XTE
0 ¼ f

. ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kt � kt=k2 � 1

p
ð3:36Þ

which are the characteristic reactances of z-transmission lines for TM and TE
modes, respectively.
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After inserting (3.14) and (3.15) into (3.32) and (3.33) and performing the
derivatives, one finds

Et � �j ktVTM þ k?t VTE

� �
e�jk0t �q0e�zmz ð3:37Þ

Ht � �j �k?t ITM þ ktITE

� �
e�jk0t �q0e�zmz ð3:38Þ

where k?t ¼ ẑ� kt and we have neglected the terms multiplied by z. The coeffi-
cients VTM;TE and ITM;TE are related through �jXTM

0 ITM ¼ VTM and
�jXTE

0 ITE ¼ VTE. The latter relations can be written in dyadic form as

Et ¼ �jX
0
� ẑ�Htð Þ ð3:39Þ

where

X
0
¼ XTM

0 k̂tk̂t þ XTE
0 k̂

?
t k̂
?
t ð3:40Þ

and k̂t ¼ kt= ktj j, k̂
?
t ¼ ẑ� k̂t. Summing up (3.39) and (3.34) leads to

Xeq
S
þ X

0

� �
� ẑ�Htð Þ

���
z¼0
¼ 0 ð3:41Þ

from which one obtains the following dispersion equation

det Xeq
S
þ X

0

h i
¼ 0 ð3:42Þ

The tensor impedance Xeq
S

is found by imposing the local matching of the

dispersion equations in (3.42) with the one in (3.20). To this end, the first condition
is that the principal axes of Xeq

S
are aligned with the eigenvector basis ênðn¼ 1; 2Þ

of a
t
. By denoting as Xi the relevant eigenvalues, we assume therefore the form

Xeq
S
¼ X1ê1ê1 þ X2ê2ê2 ð3:43Þ

In Appendix B, it is shown that the dispersion equation associated with (3.42)
for a reactance tensor with principal axes along ên describes with excellent
approximation an ellipse with axes aligned with the same unit vectors, and semi-
axes equal to

kn ¼ k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ Xn=fð Þ2

q
ð3:44Þ

The condition for approximating the dispersion equation in (3.42) through an
ellipse is

f
X1

f
;
X2

f

� �
¼

X1
f �

X2
f

� �2
�

ffiffiffiffi
X1
X2

q
�

ffiffiffiffi
X2
X1

q� �2

4 X1
f þ

f
X1

� �
X2
f þ

f
X2

� � � 1 ð3:45Þ
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The double argument function f is represented in Fig. 3.10 in a range of realizable
impedance values. It is seen that in the range X1;X2 2 ð0:5f; 2fÞ, it results f \ 3 %.
This means that the approximation is good in a wide range of impedance values.

Equations (3.44)–(3.25) provides the following expression for the eigenvalues
Xn

Xn

f
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

rn
ffiffiffi
g
p 1þ XS

f

� �2
" #

� 1

vuut ð3:46Þ

Equations (3.43) and (3.46) provide the desired representation of Xeq
S

in terms

of the parameters of the coordinate transformation.

3.3.6 Field Expression

The dispersion equation in (3.42) yields the following relationship between the
coefficients in (3.37) and (3.38):

ITE

ITM
¼ �Xeh

ðXhh þ XTE
0 Þ
¼: nHðktÞ;

VTE

VTM
¼ XTE

0

XTM
0

nHðktÞ¼: nEðktÞ ð3:47Þ

where Xhh and Xeh are given in Appendix B. By using the coefficients nH ; nE, and
exploiting the relationships �jXTM

0 ITM ¼ VTM and �jXTE
0 ITE ¼ VTE, (3.37) and

(3.38) can be rewritten in a form which depends on the sole arbitrary constant ITM

Et ¼ � kt þ nEk?t
� �

XTM
0 ITMe�jk0t �q0e�zmz ð3:48Þ

Ht ¼ �j �k?t þ nHkt

� �
ITMe�jk0t �q0e�zmz ð3:49Þ
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Fig. 3.10 Percent error in
the approximation of the
dispersion equation of an
anisotropic surface
impedance through an ellipse
as a function of the reactance
tensor eigenvalues
normalized to the free-space
impedance
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where kt ¼MT
t
� k0t and mz ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kt � kt � k2
p

. Normal components of the field can be
found by imposing the condition of vanishing divergence of the total fields, thus
leading to

Ez ¼ �jf
kt � kt

k
ITMe�jk0t �q0e�zmz ; Hz ¼ �

kt � kt

fk
XTE

0 nHITMe�jk0t �q0e�zmz ð3:50Þ

For practical realizable values of Xn in (3.46) the TM component is dominant
with respect to the TE one. In fact, it can be seen that the coefficients nH ; nE in
(3.48) and (3.49) are usually much less than 1. Figure 3.11 presents the maximum
value of the above coefficients with respect to the direction of k0t in the range
X1;X2 2 ð0:5f; 2fÞ. It can be seen that the maximum values can be approximated
by

nH
�� ��

max
� 0:26

X2 � X1

f

� �
; nE
�� ��

max
� 0:13

X2 � X1

f

� �
f

X2
þ f

X1

� �
ð3:51Þ

For isotropic reactance tensors (X2 = X1), the two coefficients vanish, and one
has a purely TM wave.

3.3.7 Impedance Matching Between Regions S’ and S

In order to avoid reflection at the boundary oS between S and S’, the tensor
impedance in S should match the isotropic impedance imposed in S’ along oS. This
gives the matching condition

X1ê1ê1 þ X2ê2ê2joS¼ XS ê1ê1 þ ê2ê2ð Þ ð3:52Þ

The previous equation implies from (3.46)
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Fig. 3.11 Maximum values of the coefficients nH ; nE in the plane X1, X2 in the region X2 [ X1.

Approximate expressions are given in (3.51)
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lim
q!oS

rn
ffiffiffi
g
p ¼ 1 ð3:53Þ

which means that at the boundary the coordinate transformation should match the
identity transformation up to the first order. When (3.53) is satisfied one has at the
boundary nE;HðktÞ ¼ 0 and kt ¼ k0t, thus obtaining

Et ¼ �ktX
TM
0 ITMe�jk0t �q0e�zmz ð3:54Þ

Ht ¼ jk?t ITMe�jk0t �q0e�zmz ð3:55Þ

which is coincident with the incident wave provided that ITM = ITM’.

3.4 Conformal and Nearly Conformal Transformations

An arbitrary coordinate transformation results in a spatially inhomogeneous
AMMR tensor. The final effect of bending the waves is, however, similar to that
obtained in graded index media, mainly used for realizing lenses and optical
devices. In the next subsections, we show that this situation rigorously corresponds
to the case of a conformal coordinate transformation and it can be approximated
with a nearly conformal coordinate transformation. This concept has been applied
several times in the framework of volumetric 2D TO to simplify the engineering
realization of TO-based devices [21–23].

3.4.1 Conformal Transformations

We start with the assumption that both the transformation Ct and its inverse are
conformal, namely they satisfy the Cauchy–Riemann (CR) conditions. For the
inverse transformation, these conditions are ox=ox0 ¼ oy=oy0, ox=oy0 ¼ �oy=ox0

which imply c1 � c2 ¼ r0tx � r0ty ¼ 0 and r0tx
�� ��2¼ r0ty

�� ��2. As a consequence, the
tensor a

t
in (3.21) coincides with the identity (a

t
� I) and the dispersion equation

in (3.20) becomes:

ffiffiffiffiffiffiffiffiffiffiffiffi
kt � kt

p
¼ k

r0tx
�� ��

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ XS=fð Þ2

q
ð3:56Þ

The latter is associated with an isotropic medium of equivalent refractive index

neqðqÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ XS=fð Þ2

q

r0tx
�� �� ð3:57Þ
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From (3.12), this equivalent refractive index is locally supported by the iso-
tropic surface reactance

Xeq

f
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

rt
0xj j2

1þ XS=fð Þ2
h i

� 1

s
ð3:58Þ

We observe that when the transformation is conformal r0t
2x and r02t y vanish,

rt � kt ¼ 0 and the condition (3.29) is always fulfilled; as a consequence, in this
case Az satisfies the wave equation close to the surface.

3.4.2 Nearly Conformal Transformations

Assume that r1 � r2, i.e., the two eigenvalues of a
t

are almost equal (in practice

they can differ by up to 10 %). This condition is satisfied for a nearly conformal
coordinate transformation, and allows us to approximate both the eigenvalues of a

t

with r1 � r2 �
ffiffiffiffiffiffiffiffiffiffi
r1r2
p ¼ 1. This approximation is the same suggested in Ref. [24]

and used in Refs. [21–23] for 2D TO. The dispersion equation becomes

ffiffiffi
g
p

kt � kt ¼ k2 1þ XS=fð Þ2
h i

ð3:59Þ

which identifies an equivalent refraction index equal to

neqðqÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ XS=fð Þ2ffiffiffi

g
p

s
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ XS=fð Þ2

r0tx
�� �� r0ty

�� �� sin d

s
ð3:60Þ

where d is the angle between r0tx and r0ty. From (3.12), this equivalent refractive
index is locally supported by the isotropic impedance

Xeq

f
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ XS=fð Þ2

r0tx
�� �� r0ty

�� �� sin d
� 1

s
ð3:61Þ

3.4.3 Fermat’s Principle

In conformal as well as in nearly conformal transformations, the definition of an
equivalent refractive index allows one to treat ray field problems by simply
applying the Fermat’s principle. According to this principle, rays paths follow
extremal optical paths. The length of the curvilinear ray path connecting two
points q1 and q2 is given by
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s q1; q2ð Þ ¼
Zq2

q1

neq qð Þds ¼
Zq2

q1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ XS=fð Þ2

r0tx
�� �� r0ty

�� �� sin d

s
ds ð3:62Þ

In the real space, each ray is thus curved according to Fermat’s principle while
in the virtual space the path of each ray appears as a straight line. Equation (3.62)
provides a powerful tool for tracing ray fields coming from a given source for an
assigned coordinate transformation. However, it is worth noting that the use of an
equivalent refractive index is not necessarily associated with a coordinate trans-
formation, but in some canonical cases (e.g., Luneburg lenses, Maxwell’s fish
eyes) the refractive index variation law can be given in a closed form.

3.5 Numerical Examples

In this section, some examples of metasurface transformations are provided. The
first coordinate transformation is defined with domain in the square surface S ¼
jxj\a=2; jyj\a=2f g and is given by

q0 ¼ Ct qð Þ !
x0 ¼ x

y0 ¼ y� a

8
cos2 px

a

� �
cos2 py

a

� �
8<
: ð3:63Þ

S’ is the region complementary to S.

-a/2 a/2

-a/2

a/2

x’

y’

-a/2 a/2

-a/2

a/2

x

y

S'

S

(a) (b)

Fig. 3.12 a Virtual space (codomain). b Real space (domain) of the coordinate transformation in
(3.63)
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The inverse transformation distortes the square grid of the virtual space (x’,y’)
into a curvilinear grid in the real space as shown in Fig. 3.12.

In constructing the impedance value, the region S’ namely the region of
unperturbed environment, has been assumed with reactance XS ¼

ffiffiffi
3
p

f so thatffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ XS=fð Þ2

q
¼ 2. Figure 3.13a shows the local dispersion ellipses (see Fig. 3.9)

at sample points as calculated according to (3.20); Fig. 3.13b presents the maxi-
mum percent error (calculated through (3.45)) which is made when reconstructing
the dispersion ellipses though an anisotropic equivalent surface impedance char-
acterized by the equivalent tensor in (3.43) with principal values given by (3.46).
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-a/2 a/2x

(a) (b)

Fig. 3.13 Approximation of the local dispersion equation through AMMR for the transformation
in (3.63). a Dispersion ellipses. b Maximum percent error made when reconstructing these
dispersion ellipses though an AMMR
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Fig. 3.14 Color plot of the
parameter s in (3.31) for the
transformation in (3.63)
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Figure 3.14 shows the parameter s defined in (3.31). Having this parameter
small in the entire domain ensures the required condition on the smoothness of the
coordinate transformation. In this specific case, it is seen that this parameter is less
than 10 % throughout S.

Figure 3.15 shows the principal values of the reactance tensor. It is apparent
that the reactance tensor smoothly reduces to the isotropic reactance XS at the
boundary of S, thus, ensuring the condition for impedance matching. The required

X
1
 (Ohm) X

2
 (Ohm)

1000

 a/2 800

/2

y

600

-a/2 a/2

-a /2

-a/2 a/2

400

-a/2 a/2
x

-a/2  a/2
x

Fig. 3.15 Principal values of the AMMR tensor in the real space for the transformation in (3.63)
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(a) (b)

Fig. 3.16 Phase distribution for an incident SW traveling. a Along x. b Along y. The SW phase
is not changed by the presence of the impedance surface in case a, namely the metasurface
variation is invisible for the incident SW
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impedance values range from 0.8 f to 2.65 f, and are therefore realizable through
metasurfaces consisting of printed patches. Figure 3.16 shows the phase distri-
bution of the field associated with an incident SW traveling along x (16a) and with
an incident SW traveling along y (16b). In the first case, no phase distortion occurs,
namely the AMMR is practically invisible, while in the second case, the phase
fronts are deformed according to the coordinate transformation.

x’

y’

x

y

(a) (b)

Fig. 3.17 a Virtual space (codomain). b Real space (domain) of the coordinate transformation in
(3.64)

-a a

-a

a

x

y

0

5

10

-a a

-a

a

x
(a) (b)

y

Fig. 3.18 Approximation of the local dispersion equation through AMMR for the transformation
in (3.64). a Dispersion ellipses. b Maximum percent error made when reconstructing these
dispersion ellipses though an AMMR
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Consider now the transformation

q0 ¼ C0 qð Þ !
x0 ¼ x� 1

2
a2 � x2 þ y2ð Þ

a2

� �2

y

y0 ¼ yþ 1
2

a2 � x2 þ y2ð Þ
a2

� �2

x

8>>><
>>>:

ð3:64Þ

The regions S and S’ are identified by the conditions q\a and q [ a, respec-
tively. This coordinate transformation is illustrated in Fig. 3.17. The region S’
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Fig. 3.19 Color plot of the parameter s in (3.31) for the transformation in (3.64)
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Fig. 3.20 Principal values of the AMMR tensor for the transformation in (3.64)
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possesses reactance XS ¼
ffiffiffi
3
p

f. Figure 3.18a shows the local dispersion ellipses
according to (3.20) and Fig. 3.18b presents the maximum percent error on their
approximation through an AMMR, calculated according to (3.45). Figure 3.19
shows the parameter s in (3.31); as it can be seen, its value is smaller than 7 %
throughout S. Figure 3.20 shows the distribution of the eigenvalues of the reactance
tensor, which exhibit values ranging from f to 2.4 f. Finally, Fig. 3.21 shows the
phase distribution for an incident SW propagating at an angle 45� with the x axis.

3.6 Conclusions

We have presented a theory of metasurface transformation which extends TO to
control the wavefront of SW’s through the use of modulated metasurface reac-
tances. The phase of the SW field is varied according to a 2D coordinate trans-
formation. It is therefore possible to choose the transformation so as to generate a
desired curved wavefront. Here, we have derived the relationship between the
transformation needed to obtain a given SW curved wavefront and the AMMR
tensor able to support such SW wavefront. As expected, the MMR tensor is in
general anisotropic, except for the case of nearly conformal transformations. As
the outputs of the conventional TO approach are the metamaterial constitutive
parameters able to perform a certain modification of the ray field path, here the
outcomes are the components of the AMMR tensor.

In our treatment, we have not directly applied a 2D version of TO, since this
would have implied a variable compression of the medium in the direction normal

a

 a

-a

-a x

y

Fig. 3.21 Phase distribution
for an incident SW
propagating at an angle 45�
with the x axis for the
transformation in (3.64)
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to the surface, with a consequent inhomogeneity of the surrounding medium. In
order to simplify the practical implementation, we have instead assumed a priori
the presence of free space above the AMMR, and we have compensated this
assumption by changing the principal values of the tensor. The process suggested
here is not exact; however, we have individuated the parameters of the coordinate
transformation that reveal the accuracy of the approximation and the condition to
avoid radiation losses.

We have not addressed in this chapter, the problem of the practical synthesis
and realization of the desired AMMR by using transmission line lumped elements
or patches, except for the qualitative discussion given in Sect. 3.2.2. However,
AMMR have been already proposed in literature, often in order to realize circu-
larly polarized aperture fields. Thus, the process of synthesis and practical
implementation of AMMR tensors is a subject which is now starting its maturation
process. Also, we have not addressed the problem of ohmic losses. However, we
can say that, since the elements are very small in terms of the wavelength, the
currents are weak and the ohmic losses do not constitute a critical issue.

A.1 Appendix A Fundamentals of Transformation Optics

Let us consider Maxwell’s equation in absence of sources in primed space
(assumed for simplicity as free space)

r� E0 ¼ �jxl0H0

r �H0 ¼ jxe0E0
ð3:65Þ

The observation point of this space, that will be denoted in the following as
‘‘virtual space’’ or ‘‘transformed space’’, will be identified by the vector
r0 ¼ x0x̂0 þ y0ŷ0 þ z0ẑ0. The physical space individuated by r ¼ xx̂þ yŷþ zẑ will
be instead denoted as ‘‘real space’’. For simplicity, Cartesian coordinates have
been chosen in both spaces. The real space is mapped to the virtual space by a 3D
invertible transformation C; conversely, the inverse transformation C�1 maps the
virtual space to the real space

r0 ¼ C rð Þ : x; y; zf g ! x0ðx; y; zÞ; y0ðx; y; zÞ; z0ðx; y; zÞf g ð3:66Þ

r ¼ C�1 r 0ð Þ : x 0; y 0; z 0f g ! xðx 0; y 0; z 0Þ; yðx 0; y 0; z 0Þ; zðx 0; y 0; z 0Þf g ð3:67Þ

The coordinate transformation C is the one on which the TO process is based.
Note that several authors interchange the definition of transformation and inverse
transformation, so that the domain is the virtual space and the co-domain is the real
space. On the basis of TO, Maxwell’s equations in the real space are satisfied
provided that the real space is filled with an inhomogeneous anisotropic medium
characterized by tensors l and e properly related to the coordinate transformation.

Hence, Maxwell’s equations in the real space are written as [25, 26]
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r� E ¼ �jxl �H

r�H ¼ jxe � E
ð3:68Þ

In (3.68), the nabla operator r ¼ o
ox x̂þ o

oy ŷþ o
oz ẑ acts on the Cartesian

coordinates of the real space. The electric and magnetic fields are expressed as

EðrÞ ¼MTðrÞ � E0ðr0Þ;
HðrÞ ¼MTðrÞ �H0ðr0Þ

ð3:69Þ

where r0 ¼ C rð Þ and the Jacobian tensor M is defined as

MðrÞ ¼ or0

or

� �
¼
X

i;j¼1;3

ox0i
oxj

x̂0ix̂j

M�1ðrÞ ¼
X

i;j¼1;3

oxj

ox0i
x̂jx̂
0
i

ð3:70Þ

In (3.70) for simplifying the notation we have redefined x; y; zf g � x1; x2; x3f g,
x0; y0; z0f g � x01; x

0
2; x
0
3


 �
; x̂; ŷ; ẑ � x̂1; x̂2; x̂3; and x̂0; ŷ0; ẑ0 � x̂01; x̂

0
2; x̂
0
3. In the fol-

lowing, we will use this latter indexed notation when needed within summation
symbol. The permittivity and permeability TO tensors in (3.68) are related to the
Jacobian tensors by the following equations

1
l0

l ¼ 1
e0

e ¼ a ; a ¼ det½M	M�1 � MT
� ��1

ð3:71Þ

The induced electric and magnetic fields are given by

D rð Þ ¼ detðMÞM�1 � e0E0 r0ð Þ
B rð Þ ¼ detðMÞM�1 � l0H0 r0ð Þ

ð3:72Þ

Being the real space inhomogeneous, rays propagate there along curvilinear paths;
these paths are mapped to straight lines in the virtual space. It is convenient to
introduce covariant basis gi ¼ or

�
ox0i ¼

P
j oxj

�
ox0ix̂j and contravariant basis gi ¼

rx0i ¼
P

j ox0i
�
oxjx̂j of the coordinate transformation C, as well as covariant basis

cj ¼ or0
�
oxj ¼

P
i ox0i

�
oxjx̂

0
i and contravariant basis c j ¼ r0xj ¼

P
i oxj

�
oxi
0
x̂0i of

the inverse coordinate transformation C�1. Figure 3.22 illustrates an example.
Note that gi; g

i and cj; c
j are defined in the real space and in the transformed space,

respectively. The two introduced bases are bi-orthogonal, namely
gi � gj ¼ dij; c

i � cj ¼ dij, and

g1 � g2 ¼ g3=
ffiffiffi
g
p

g2 � g3 ¼ g1=
ffiffiffi
g
p

g3 � g1 ¼ g2=
ffiffiffi
g
p ;

g1 � g2 ¼ g3 ffiffiffi
g
p

g2 � g3 ¼ g1 ffiffiffi
g
p

g3 � g1 ¼ g2 ffiffiffi
g
p ð3:73Þ
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where det M ¼ 1=
ffiffiffi
g
p

. The Jacobian tensor, its inverse, and its determinant can be
written in terms of covariant and contravariant basis as

M ¼
X
i¼1;3

x̂0ig
i ¼

X
j¼1;3

cjx̂j ð3:74Þ

M�1 ¼
X
i¼1;3

gix̂
0
i ¼

X
j¼1;3

x̂jc
j ð3:75Þ

det M ¼ 1ffiffiffi
g
p ¼ g3 � g1 � g2

� �
¼ 1

g3 � g1 � g2ð Þ ¼ c3 � c1 � c2ð Þ ¼ 1
c3 � c1 � c2ð Þ

ð3:76Þ

Using (3.74) in (3.69), and observing that the transpose operation in (3.69)
swaps the order of the vectors in the dyads in (3.74), leads to

EðrÞ ¼
X
i¼1;3

gi x̂0i � E0ðr0Þ

 �

ð3:77Þ

HðrÞ ¼
X
i¼1;3

gi x̂0i �H0ðr0Þ

 �

ð3:78Þ

D rð Þ ¼ 1ffiffiffi
g
p

X
i¼1;3

gi x̂0i � D0 r0ð Þ

 �

ð3:79Þ

B rð Þ ¼ 1ffiffiffi
g
p

X
i¼1;3

gi x̂0i � B0 r0ð Þ

 �

ð3:80Þ

which identifies the electric and magnetic field Cartesian components in the virtual
space with the covariant components of the fields in the real space. On the other

0' 'z z
1g

2
g

3g

2g

1g

3g

0' 'y y

0' 'x x

i
ix

∂=
∂

r
g

=

i
ix= ∇g

=
=

Fig. 3.22 Coordinate planes
and coordinate lines in the
real space as transformed
from the cartesian planes and
coordinates in the virtual
space and covariant and
contravariant bases
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hand, the Cartesian components of the electric and magnetic inductions in the
virtual space represent the contravariant components of the inductions in the real
space.

The normalized tensors are indeed expressed through (3.71) and (3.75–3.76) as

a ¼ 1ffiffiffi
g
p

X
i;j¼1;3

x̂ix̂j ci � c j

 �

ð3:81Þ

We observe that for orthogonal transformations covariant vectors coincide with
contravariant vectors.

The tensor a can be represented in the reference system identified by unit
vectors êi aligned with its principal axes as follows

a
¼
¼ ê1ê1r1 þ ê2ê2r2 þ ê3ê3r3 ð3:82Þ

where ri are the principal values of a. Note that the unit vectors êi ¼ êiðrÞ are in
general space dependent. The dispersion equation for local plane waves propa-
gating with r-dependent wavevector k ¼ kxx̂þ kyŷþ kzẑ ¼ k1ê1 þ k2ê2 þ k3ê3

(ki ¼ k � êi) can be written as

k2
1r1 þ k2

2r2 þ k2
3r3 � k2r1r2r3 ¼ 0 ð3:83Þ

where k ¼ x
ffiffiffiffiffiffiffiffiffi
eolo
p

is the free-space wavenumber. We note that this equation is
valid for both TE and TM modes with respect to one of the three axes; degen-
eration of TE/TM mode phase velocity in TO media was underlined in Ref. [27]
with reference to a spherical cloak. For positive values of ri, (3.83) represents in
the k-space an ellipsoid with axes aligned with the principal axes êi and semi-axes
given by k

ffiffiffiffiffiffiffiffiffiffi
r2r3
p

; k
ffiffiffiffiffiffiffiffiffiffi
r1r3
p

; k
ffiffiffiffiffiffiffiffiffiffi
r1r2
p

along ê1; ê2; ê3 , respectively. The coordi-
nate- free expression of this ellipse is k � a � k ¼ k2r1r2r3: (Fig. 3.23)
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Fig. 3.23 Dispersion ellipse
for a given constitutive
parameter tensor

3 Metasurface Transformation Theory 113



A.2 Appendix B -Dispersion Equation for an Anisotropic Tensor

To solve (3.41) in terms of
ffiffiffiffiffiffiffiffiffiffiffiffi
kt � kt
p

, we project Xeq
S

along the basis k̂t,

ẑ� k̂t ¼ k̂
?
t , i.e.,

Xeq
S
¼ Xeek̂tk̂t þ Xhhk̂

?
t k̂
?
t þ Xeh k̂tk̂

?
t þ k̂

?
t k̂

� �
t

Xee ¼ k̂t � ðX1ê1ê1 þ X2ê2ê2Þ � k̂t ¼ cos2ðw� /ÞX1 þ sin2ðw� /ÞX2

Xhh ¼ k̂
?
t � ðX1ê1ê1 þ X2ê2ê2Þ � k̂

?
t ¼ sin2ðw� /ÞX1 þ cos2ðw� /ÞX2

Xeh ¼ k̂t � ðX1ê1ê1 þ X2ê2ê2Þ � k̂
?
t ¼ sinðw� /Þ cosðw� /ÞðX1 � X2Þ

ð3:84Þ

where cos w ¼ ê1 � x̂; sin w ¼ ê1 � ŷ; cos/ ¼ k̂t � x̂; sin / ¼ k̂t � ŷ. An explicit
expression of w is given in (3.22). The dispersion (3.41) can be therefore rewritten
as

det Xeq
S
þ X

0

h i
¼ Xee þ XTM

0

� �
Xhh þ XTE

0

� �
� ðXehÞ2 ¼ 0 ð3:85Þ

The latter equation can be simplified by exploiting the identities XTE
0 XTM

0 ¼ �f2

and XeeXhh � ðXehÞ2 ¼ det Xeq
S
¼ X1X2. This leads to

XeeXTE
0 þ XhhXTM

0 þ X1X2 � f2 ¼ 0 ð3:86Þ

Solving (3.86) in terms of g ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kt � kt=k2 � 1

p
¼ �XTM=f ¼ f=XTE provides

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kt � kt=k2 � 1

p
¼ 1

2fXhh

X1X2 � f2� �
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X1X2 � f2� �2þ4XeeXhhf

2
q� 	

ð3:87Þ

The above equation can be approximated by

kt � kt

k2
� cos2ðw� /Þ

1þ X1=fð Þ2
þ sin2ðw� /Þ

1þ X2=fð Þ2

 !�1

ð3:88Þ

which is an ellipse with the main axes aligned with the eigenvectors ê1; ê2 and

semi-axes equal to ki
k �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ Xi=fð Þ2

q
. The maximum deviation of the approxi-

mation in (3.88) from (3.87) is exactly given by

kt � kt

k2

cos2ðw� /Þ
1þ X1=fð Þ2

þ sin2ðw� /Þ
1þ X2=fð Þ2

" #
� 1

�����

�����
MAX /

¼ f
X1

f
;
X2

f

� �����
���� ð3:89Þ

with
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f
X1

f
;
X2

f

� �
¼

X1
f �

X2
f

� �2
�

ffiffiffiffi
X1
X2

q
�

ffiffiffiffi
X2
X1

q� �2

4 X1
f þ

f
X1

� �
X2
f þ

f
X2

� � ð3:90Þ

This relation has been obtained analytically by imposing a vanishing derivative
of the error function with respect to w� /.
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Chapter 4
Design for Simplified Materials
in Transformation Electromagnetics

Steven A. Cummer

Abstract In this chapter we review some of the common methods used to sim-
plify the design of transformation electromagnetics devices. One of the major
challenges is the complexity of the needed material parameters, and a variety of
analytical, numerical, and approximation techniques can be used to create devices
that still perform well, although not ideally, but are much easier to fabricate. All of
these techniques are a manifestation of the general concept that transformation
electromagnetics designs are relatively robust to material perturbations.

4.1 Introduction

The power of transformation electromagnetics stems, in part, from its astonishing
generality. Any imaginable manipulation of electromagnetic fields that can be
described by a coordinate transformation—including dragging, stretching, twist-
ing, or opening a hole—can be created by a specific electromagnetic material that
spans the region of that transformation [1]. Deriving the properties of that elec-
tromagnetic material from the coordinate transformation is a mathematically
straightforward operation [2].

The well-acknowledged downside of transformation electromagnetics is that
the material properties that result from a given design are often very complex. For
almost all interesting or useful transformations, these materials are strongly
inhomogeneous and anisotropic [1]. Moreover, they usually require control over
both the electric and magnetic properties (permittivity and permeability, respec-
tively) of the material.
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These complexities of the resulting material parameters limit the practical
realization of transformation electromagnetics devices. Nature has unfortunately
provided us with very few materials in which the magnetic properties can be
controlled. The story is similar for inhomogeneous or anisotropic materials.
Consequently, the best hope for building functional transformation electromag-
netics devices is to use engineered electromagnetic metamaterials. How to design
an artificial metamaterial to achieve certain electromagnetic properties is a large
field unto itself (metamaterials) and beyond the scope of this chapter. See [3, 4] for
reviews of this topic.

The range of electromagnetic material properties that can be achieved through
electromagnetic metamaterials is remarkable and includes strong anisotropy,
inhomogeneity [5], and even negative values [6]. However, there are still sub-
stantial limits to the realizable properties, including frequency-dependence or
dispersion when parameters are negative [7], and loss or absorption for materials
with extreme values [8]. These and other practical limitations mean that even with
the power of electromagnetic metamaterials, it remains a major challenge to
fabricate a device based on a transformation electromagnetics design.

This challenge is well-demonstrated through the literature of electromagnetic
cloaking [1]. The first experimental demonstration of a cloaking shell that
deformed electromagnetic wavefronts to bend the energy around a central object
[9] employed several approximations to simplify the material properties of a 2D
device. These approximations reduced the device performance but dramatically
simplified its design and fabrication. Improving the device would require fabri-
cation of a device with control over more electromagnetic material parameters,
and to date, no such improvement has been published.

These challenges in realizing the full, complicated set of electromagnetic
material parameters needed for transformation electromagnetics devices has led to
a recognition that constraints related to physical realizability need to be incor-
porated early into their design. The goal of this chapter is to describe some of the
different techniques that have been employed in designing transformation elec-
tromagnetics devices for physical realizability. We describe herein three distinct
techniques:

• Use degrees of freedom associated with the coordinate transformation itself to
control the needed material parameters and improve device performance.

• Make approximations to a transformation electromagnetics design to gain
material simplicity at the expense of device performance.

• Use optimization techniques that begin with transformation electromagnetics
devices or designs to find realizable material properties that yield adequate
device performance.

As shown in the sections below, these techniques span a wide range of approaches,
including analytical to numerical, and exact to approximate. But they all have the
same underlying goal: finding material properties based on transformation elec-
tromagnetics designs that can be more simply fabricated but still perform the
desired function.
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4.2 Controlling Material Properties Through
Transformations

One of the more remarkable aspects of transformation electromagnetics is that
there are usually many different coordinate transformations that can perform a
specific job. For example, the spherical cloaking transformation maps the interior
of a sphere to a spherical shell. The top panel of Fig. 4.1 illustrates how this
transformation looks in mapping between physical space (defined with unprimed
coordinates, a\r\b) to the virtual space (defined with primed coordinates,
0\r0\b) in which the electromagnetic wave feels as though it is propagating.
With these cloaking transformations, the fields that begin undistorted in the virtual
space are compressed via mapping into an annulus (a\r\b) so that the fields in
the virtual space do not interact at all with the physical space r\a. Thus any
object hidden inside this interior space is effectively invisible to interrogation by
electromagnetic waves.

To derive the material parameters of this cloaking shell, we need to explicitly
specify the transformation between virtual and physical space. The constraints on
this transformation are modest: r ¼ a must map to r0 ¼ 0, so that an object inside
r\a is effectively removed or hidden; r ¼ b must map to r0 ¼ b, so that the
medium outside the shell is unaffected; and the transformation should never
involve r\a or r [ b so that the wave fields are constrained to the spherical shell
a\r\b. The transformation should also be single valued in r so that the fields at
each position in physical space takes a single value, although the fields from a
single point in virtual space r0 may repeat at different values of r.

Interestingly, there are infinitely many coordinate transformations that satisfy
these constraints. The original work on transformation electromagnetics [1]
identified the linear cloaking transformation, namely

r ¼ ðb� aÞ r0

b

� �
þ a; ð4:1Þ

and computed the resulting material parameters for the cloaking shell. This
transformation is represented by the straight line in the top panel of Fig. 4.1 and is
perhaps the simplest and most straightforward transformation that meets the
constraints.

However, this is not the only transformation that satisfies the constraints listed
above. One could use nonlinear transformations such as

r ¼ ðb� aÞ r0

b

� �2

þa; ð4:2Þ

or

r ¼ ðb� aÞ r0

b

� �1=2

þa; ð4:3Þ
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both of which are also shown in the top panel of Fig. 4.1. These transformations
map the same regions of space but do it differently. The mapping labeled 2 in the
figure squeezes a lot of the virtual space into a thin region near r ¼ a. In contrast,
the mapping labeled 3 in the figure maps very little virtual space into the region
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Fig. 4.1 Examples of different spherical cloaking coordinate transformations that satisfy the
constraints discussed in the text and thus generate distinct electromagnetic cloaking shells
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near the interior of the cloaking shell, and instead puts most of the fields near the
outer edge of the shell.

Even more complex mappings can be used. For example, the mapping

r0 ¼ b

b� a
ðr � aÞ þ 0:3 sin 2p

r � a

b� a

� �
ð4:4Þ

satisfies all of the constraints listed above, as can be seen from the top panel
Fig. 4.1. Note that this transformation is specified in an inverted form compared to
the others (r0 as a function of r instead of vice versa) so that it is very clearly a
single valued function of r. Mappings that are multiple valued in r0 typically result
in negative electromagnetic material parameters in some locations. This makes
them even more challenging to try to implement in practice, and unless there is a
good reason, one should generally stay away from these kinds of transformations
when designing transformation electromagnetics devices and materials. But the-
oretically they produce cloaking shells or other transformation electromagnetics
devices that are just as functional as those from simpler transformations.

As mentioned above, each of these transformations maps the same region of
space but in a different way. This is illustrated in the lower 4 panels of Fig. 4.1.
The simple cartesian grid in the middle left panel represents the undistorted virtual
space, although the outer boundary of the eventual transformation at r0 ¼ b is
marked. The linear mapping of Eq. 4.1 takes that cartesian grid and squeezes it
into an annulus, as shown by the middle right panel of Fig. 4.1. Notice how the
grid lines remain essentially uniformly spaced throughout the transformed shell;
this reflects the linearity of the transformation.

The nonlinear transformations of Eqs. 4.2 and 4.3 are illustrated in the lower
two panels of Fig. 4.1. The reader can see that these still map the virtual cartesian
grid into an annulus. However, they do so nonuniformly that either squeezes more
grid lines into the inner or outer portion of the cloaking shell. We do not illustrate
the multivalued transformation because, frankly, it is confusing to look at.

The key point is that each one of these different transformations yields a the-
oretically ideal cloaking shell, but each would be composed of completely distinct
material parameters because the resulting material parameters depend critically on
the Jacobian (the matrix of first derivatives) of the transformation equation. This
means that, generally, there are degrees of freedom in applying of transformation
electromagnetics to create a particular device. This is quite remarkable. Until
Pendry et al. [1], there was no theoretical set of material properties known that
would act as a cloaking shell. After Pendry et al. [1], there were infinitely many of
them.

Importantly, these degrees of freedom can be exploited to yield electromagnetic
material property distributions with desirable properties. As discussed above, if the
goal is to use transformation electromagnetics to design a device with relatively
simple electromagnetic material properties, one should try to stay away from
complex, multivalued transformations. But this still leaves many smooth, mono-
tonic transformations with different gradients in different places that results in
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different material parameters. How can this be exploited to simplify the material
properties needed for a particular device?

One of the first efforts to exploit this concept used it to control the electro-
magnetic material properties at the outside boundary of the electromagnetic
cloaking shell [10]. Specifically, this work addressed 2D cylindrical cloaking and
found a transformation that produces material properties at the outer edge of the
cloaking shell that are unchanged from the background medium (usually free
space). This requires that the slope of the transformation, or=or0, be unity at the
outer edge of the shell (r ¼ b).

Referring back to the top panel of Fig. 4.1, one can see that a wide range of
valid cloaking transformations can be imagined in which the slope at the outer
edge (r ¼ r0 ¼ b) is asymptotic to the r ¼ r0 line. Employing a polynomial
approach, and using the same notation as in the equations above, the particular
transformation found in [10] is

r ¼ a

b

r0

b
� 2

� �
þ 1

� �
r0 þ a; ð4:5Þ

where it is required that a=b\0:5 to make the transformation monotonic. This
transformation becomes even more worthwhile when it is combined with the
reduced parameter approximation (see Sect. 4.3.1), in which the impedance mat-
ched outer edge of the cloaking shell will reduce reflections from this interface
(although not from the interior of the shell) even in an approximate, non-magnetic
implementation suitable for optical frequencies.

Related 2D cylindrical cloaking work [11] has also considered a family of
power law cloaking transformations defined by

r ¼ ðb� aÞ r0

b

� �n

þa; ð4:6Þ

where n defines the polynomial order of the transformation. The specific cases of
n ¼ 1, n ¼ 2 and n ¼ 0:5 are given above in Eqs. 4.1–4.3, and the geometry of
each of these transformations are illustrated in Fig. 4.1. For the ensuing discussion
and to give the reader a sense of the electromagnetic material parameters that
result from transformation electromagnetics theory, it would be useful to see the
actual material parameter values. We consider here a 2D cylindrical scenario in
which the cloaking shell inner radius a ¼ 0:5 and the outer radius b ¼ 1. Figure
4.2 plots the numerical values of the r, /, and z components of the relative electric
permittivity (or relative magnetic permeability, which is equal) as a function of
radial position in the cloaking shell. Again the specific cases of n ¼ 1, n ¼ 2, and
n ¼ 0:5 are shown.

In all cases, the / component tends to infinity at the inner edge of the shell,
although this becomes more extreme as n gets smaller. The r component is always
the inverse of the / component, and thus tends to zero at the inner edge of the
shell. The z component exhibits more complex variation with n, taking finite and
nonzero values for a specific value of n which depends on the ratio b=a, but for
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other values of n the z component will be zero or infinite at r ¼ a. These signif-
icant differences with n are again remarkable given that they are all members of a
family of theoretically ideal cylindrical cloaking shells.

Notice the complexity of these material parameters. They take very extreme
values (such as zero and infinity) in certain locations, and they have a very specific
variation with position that, for ideal performance, must be realized in any attempt
to fabricate a functioning device. The material is also extremely anisotropic in the
sense that the components in the three coordinate directions must have very dif-
ferent values and thus must be controlled independently. This highlights the
challenge of designing and fabricating transformation electromagnetics devices—
it is difficult to conceive of an approach that would allow one to realize these
parameters exactly in a fabricated material. Consequently, it also highlights the
potential value of the subject of this chapter, namely techniques to simplify the
material parameters needed for a particular design. For all practical purposes,
simplifications are required to make a transformation electromagnetics device.

The actual performance of each of these cloaking shells was not what might
have been expected, however. Interestingly, Zhang et al. [11] showed using
numerical simulations, for transverse electric polarization and a perfectly electric
conducting target, that the cloaking performance for these three different designs
was not equal and varied significantly with n. Looking at Fig. 4.2, one might
imagine that the n ¼ 2 case would perform best because the cloaking shell
parameters at the outer edge (r ¼ b) are equal to free space. This presents a gentle
gradient instead of a step change in the material parameters at the outer edge, and
thus might make a lower reflection cloaking shell.
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However, reality turns out to be opposite this expectation. The n ¼ 2 case
performs the worst, and the n ¼ 0:5 case performs the best. Why, one might ask?
The authors of Ref. [11] identify a critical scattering singularity at the inner edge
of the cloaking shell. At this location, the conducting boundary condition requires
that the axial electric field be zero. But a pure mapping of this z directed electric
field from some general incident signal would not be identically zero at this
location. This mismatch leads to scattering from the interior edge of the cloak. For
this reason, mappings that direct most of the energy through the outer portion of
the cloaking shell, such as n ¼ 0:5, reduce the impact of this singularity and
perform best in practice. In contrast, mappings that direct most of the energy
through the inner portion, such as n ¼ 2, lead to significant scattering and actually
perform worse in practice.

Combining this result with the material parameters shown in Fig. 4.2 creates an
interesting design trade-off. In general, the n ¼ 2 material parameters are the least
extreme of the three mappings considered. The values are closer to unity for more
of the shell, and the large values of the / component are more modest than for the
other mappings. And the n ¼ 0:5 parameters are the most extreme, with more large
and small values and stronger anisotropy. Perhaps not surprisingly, it is mapping
with the more extreme parameters that performs best in simulation. This is a
manifestation of something that seems to occur commonly in transformation
electromagnetics designs. Designs with more extreme material parameters can
perform better, but are harder to physically realize. This trade-off between per-
formance and physical realizability is discussed in detail in Sect. 4.2.2.

This raises another interesting and general issue that is one of the main points of
this chapter. Although a large or infinite family of transformations may lead to
equal and ideal performance in theory, in practice there may be subtle physical
issues that lead to unequal performance when numerically simulated (which, after
all, is a form of approximation) or physically realized (also an approximation).
Exploring the entire design space of ideal transformations to find those that per-
form best, when accounting for the imperfections of fabrication, is a critical ele-
ment of transformation electromagnetics design.

4.2.1 Conformal Transformations

A class of transformations that yields especially simple electromagnetic material
properties is the so-called conformal transformation. These were first investigated
in the context of electromagnetic cloaking [12, 13] and are described more broadly
in [14, 15]. A conformal transformation is one of a special class of 2D transfor-
mations for which, when applied in the transformation electromagnetics formal-
ism, results in isotropic (equivalently, scalar) electromagnetic material properties.
This offers the hope of realizing the needed materials with conventional, isotropic
dielectrics, albeit still generally requiring smoothly inhomogeneous properties.
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Unfortunately, the constraints on transformations that make them strictly con-
formal are severe, which means that few devices can be realized as truly conformal
devices. Analysis and simulations have shown that there are major challenges to
applying a conformal approach to cloaking [16] although more limited devices,
such as a cloaking shell that works for only one direction of incident wave, can be
realized with this approach [17].

The value and applicability of conformal transformation concepts is dramati-
cally increased when they are combined with approximations. Broadly speaking,
this combination of conformal transformations (or nearly conformal transforma-
tions) and approximations is called the quasi-conformal approach [13, 14], and it is
described in detail below in Sect. 4.3.2.

4.2.2 Near-Cloaking and Imperfect Device Design

It is well known that some of the most interesting transformation electromagnetics
devices, such as cloaking shells, require some rather extreme material parameters
to realize exactly [1], even if one explores the full space of possible transforma-
tions. This motivates the following question: can fabrication simplicity be
improved if we design the device to be imperfect (but still good) from the outset?

Among the first to consider this possibility was Ref. [18], which considered a
non-ideal cloak in the following sense. A perfect cylindrical or spherical cloak
makes an object of radius r ¼ a that interacts with waves as if it had identically
zero radius. What if instead a cloaking shell is designed to make that object of
radius r ¼ a behave as though it had a small but nonzero size? This idea is
appropriately called near-cloaking [19]. The scattering from this effectively
shrunken object, while not zero, would still be reduced significantly and in a
controlled way, and perhaps the resulting material parameters would be easier to
fabricate. In a way, this approach acknowledges that the ultimate fabrication of a
transformation electromagnetics device will be imperfect, and allows that imper-
fection to be accounted for in the theoretical design stage. The focus of Chen
et al. [18] was on the manipulation of cloaking bandwidth, and they found that this
concept could extend that bandwidth by a factor of 2–3.

A similar application of near-cloaking theory identified an explicit trade-off
between the cloaking performance and the extremeness of the required electro-
magnetic parameters [20]. Cloaking of a 2D perfectly conducting cylinder or
radius r ¼ a was considered under the target condition that the azimuthal com-
ponent of the permittivity and permeability tensors be uniform throughout the
cloaking shell. This condition cannot be satisfied by a perfect cloaking shell, but it
can be satisfied by a near-cloaking transformation that shrinks the scattering object
to an arbitrarily small but non-zero size. The parameter s denotes the multipli-
cative factor by which the object is effectively shrunk, for electromagnetic scat-
tering purposes, by the cloaking shell. We call this the compression factor. For
example, s ¼ 0:1 shrinks the cylinder by a factor of 10. The outer radius of the
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cloaking shell is defined as r ¼ b, and consequently b=a is the ratio of the outer
radius to the inner radius of the cloaking shell and thus defines the thickness of the
shell.

For a 2D cylindrical cloaking shell, this work first required that the azimuthal
(/) component of permittivity and permeability have a constant value k throughout
the entire cloaking shell. With only that constraint, one finds that k is determined
by the compression and thickness parameters by

k ¼ 1� ln s

ln b=a
: ð4:7Þ

The resulting electric permittivity components of the cloaking shell are, as a
function of radius r, given by

�/ ¼ k; �r ¼ k�1; �z ¼ s2k
r

a

� �2k�2
: ð4:8Þ

Note that the magnetic permeability components are the same. These expressions
fully specify the cloaking shell material parameters in terms of its thickness b=a
and its compression parameter s. In contrast to the ideal 2D cloaking shell
parameters shown in Fig. 4.2, those for this near-cloaking shell have no singu-
larities in any component.

Figure 4.3 summarizes the findings of this analysis. The top panel shows the
variation of the components of the electric permittivity tensor (magnetic perme-
ability is equal) through cloaking shells of different thickness, defined by the
thickness parameter b=a, and different theoretical performance, defined by
the compression parameter s. The critical finding is as follows. The thinner the
cloaking shell, or the higher the compression parameter s, then the steeper the
material gradients and the higher the maximum parameter values. Succinctly,
better performing or thinner cloaks require more extreme electromagnetic material
parameters. Intuitively, this is not a surprise. A thinner or better performing cloak
requires more extreme bending or compression of the electromagnetic fields,
which in turn must require more extreme material properties. Nevertheless it is
valuable to have explicit expressions that illustrate that trade-off directly.

The right panels of Fig. 4.3 confirm that the cloaking performance is as
expected as a function of compression parameter s. These full wave simulations
show that for a compression factor of 0:1, the cloaking shell bends much of the
incident field energy around the hidden interior, but the nonuniform wavefronts
show that there is some scattering in most directions. For s ¼ 0:01 in the bottom
panel, the cloaking performance is much better as indicated by the smoother
wavefronts implying less scattering. But recall that the top panel shows that this
better performance comes at a cost of more complex material parameters, with
larger maximum values and steeper gradients.

This study illustrates an important and general trade-off that exists in cloaking
shells designed through transformation electromagnetics and perhaps more general
devices as well. Specifically, there appears to be a trade-off between the
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performance of a transformation electromagnetics device and the difficulty in
physically realizing such a device due to the extreme electromagnetic material
parameters required. Again, note how Fig. 4.3 shows that desirable properties of
the cloaking shell, namely thinness (a small b=a) and good performance (a small s)
both require more extreme material parameter values and gradients.

This complexity-performance trade-off is perhaps not a big surprise. But one
powerful element of transformation electromagnetics is that it enables one to
explore this tradeoff in the earliest stages of design, provided there is a way to
parameterize the original coordinate transformation in terms of device
performance.

4.3 Approximations to Transformation Electromagnetics
Design

Another approach to designing transformation electromagnetics devices for
physical realizability involves making approximations to the ideal design. When
analytical approximations are made, in most cases the performance will no longer
be theoretically ideal. However, ideal designs typically involve features such as
perfectly smooth gradients that are challenging or impossible to realize in practice.
Aiming for ideal performance may not always be a worthwhile goal, and if an
approximation can be made that dramatically simplifies fabrication for a modest
performance penalty, then often that trade-off is worth it.

The first insight into the value of approximations to transformation electro-
magnetics designs came from early numerical simulations of cloaking shell per-
formance [21]. In addition to showing that numerical simulations confirmed that
cloaking shells performed as expected based on transformation electromagnetics
theory, this work analyzed the performance of stepwise approximations to the
ideal continuous material parameters. It was shown that device performance, in
this case scatter reduction, degraded smoothly as fewer and fewer uniform shells
were used to approximate the ideal device. These simulations of performance of
the continuous and step-wise approximate cloaking shells are shown in Fig. 4.4.

This work was the first to show that transformation device performance, in most
cases, is relatively robust to perturbations. In other words, small changes to the
material properties produce small, not large, changes to the performance. This
opened the door to using a wide range of approximate and optimization techniques
to enhance the ease of fabrication of transformation electromagnetics devices.

4.3.1 Reduced Material Parameters

One of the first approximations considered in the context of transformation
electromagnetics is the so-called reduced parameter approximation [21]. Ideal
transformation electromagnetics devices bend electromagnetic power flow in
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prescribed directions and do so in a completely reflectionless fashion. Meeting
both of these goals is a challenge because it requires the ability to control electric
permittivity and magnetic permeability in the material. As noted previously,
magnetic permeability is often a significant challenge to control because of the
lack of natural materials with a strong magnetic response. If one requires only that
power flow follows the desired paths, but allows that reflections might occur
during that process, then only the refractive index need be controlled in the
material, and not the wave impedance. The reduced parameter approximation does
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this by setting the new, reduced magnetic permeability lred to unity, to facilitate
possible material fabrication. To maintain the refractive index profile in the
material, one then needs to assign a new, reduced electric permittivity that is given
simply by ered = el.

Simulations in Ref. [21] showed that the reduced parameter approximation
could yield devices that exhibited the basic physics of the original and ideal
transformation electromagnetics device, although with less than ideal perfor-
mance. The reduced parameter approximation found successful application in the
first experimental demonstration of electromagnetic cloaking at microwave fre-
quencies [9]. This effort involved a two-dimensional metamaterial device that
controlled the radial magnetic permeability and the vertical electric permeability
so that the refractive index profile (but not the wave impedance) of the ideal
cloaking shell was matched. Measurements of this reduced parameter material
confirmed the basic physics of the transformation electromagnetics design, namely
that the wavefronts and energy flow were bent around the cloaked object in the
way dictated by the coordinate transformation itself. And although the cloaking
performance was not perfect, this work is widely regarded as the first successful
experimental demonstration of transformation electromagnetics.

Other efforts have applied the reduced parameter approximation to design
transformation electromagnetics devices that, while not perfect, are functional and
dramatically simpler to fabricate than unapproximated designs. The effort
described in Sect. 4.2 to create a cloaking shell with a reflectionless outer
boundary [10] also employed this reduced parameter approximation to make a
cloaking shell design that could be fabricated from non-magnetic materials [22].

4.3.2 The Quasi-Conformal Approximation

The so-called quasi-conformal approximation [13] combines multiple approxi-
mations and typically results in isotropic, permittivity-only designs that are par-
ticularly straightforward to fabricate. Section 4.2.1 described the concept of
conformal transformations, which is a class of transformations that result in
especially simple material parameters. However, strictly conformal transforma-
tions can be applied to a very limited set of transformation electromagnetics
devices. Building on previous work showing that approximations in the transfor-
mation electromagnetics procedure can still result in functional devices [21],
Ref. [13] described the concept of quasi-conformal, or almost conformal,
transformations.

The concept is relatively simple. While few transformations can be imple-
mented in a strictly conformal sense, far more transformations can be implemented
in a transformation that is not too far from conformal. Reference [13] describes
one approach by which a particular transformation can be optimized in an iterative
manner to minimize the anisotropic components of permittivity and permeability
in a resulting transformation electromagnetics device. The particular device they
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applied this approach to is the so-called carpet cloak or reflecting plane cloak, in
which a scattering object residing on or near a reflecting surface can be hidden by a
shell placed over the object.

The degree to which a reflecting plane cloak can be approximated by an iso-
tropic design is a function of several elements of the transformation. Most
importantly, the size of the shell needs to be significantly larger than the volume
that is hidden. However, if this constraint is met, then the anisotropic or off-
diagonal components of the material properties can be many times smaller than the
single on-diagonal component. Thus to a good approximation, the anisotropic part
of the material properties can be discarded, dramatically simplifying device fab-
rication. In the case analyzed in [13], for a cloaking shell that is approximately 30
times the area of the object to be hidden, an optimized transformation yielded a
maximum anisotropy factor (the ratio of the refractive indexes in the two principal
axis directions) of only 1.04.

As was discussed in Sect. 4.2.1 on conformal transformations, Ref. [13] also
employ the reduced parameter approximation (see Sect. 4.3.1) to convert the
design to fully non-magnetic materials. The result is an isotropic, dielectric-only
design of a functional transformation electromagnetics device. This concept was
experimentally demonstrated at microwave frequencies using a metamaterial
realization of the needed isotropic dielectric material shell [5]. It was later dem-
onstrated at optical frequencies as well [23, 24]. It should be mentioned that a
quasi-conformal design of the ground-plane cloak requires a material with
dielectric constants both above and below the background material. This presents a
challenge for cloaking in air, in which smaller dielectric constants can only be
realized in a narrowband sense. These experiments thus demonstrated the concept
in higher dielectric background materials so that the relative permittivity in the
cloaking shell never drops below unity. Another successful demonstration of a
transformation electromagnetics device designed with the quasi-conformal
approximation is a flattened version of the Luneburg lens [25].

As successful as the quasi-conformal approach has been, it is important to note
that it cannot be applied to all transformation electromagnetics devices. For
example, there is no way to make a two- or three-dimensional free space cloaking
transformation (see Sect. 4.2) close to conformal [17]. Care and creativity are
required to conceive of useful devices that can be implemented with this approach.
It should also be mentioned that there are approaches other than that described in
[13] for finding an optimal quasi-conformal transformation given the transfor-
mation boundaries [14].

4.4 Optimized Transformation Electromagnetics Devices

The last technique we will discuss in this chapter is numerical optimization. This
idea again hinges on the notion that transformation electromagnetics designs are
relatively robust to perturbations in the material parameters. For example, let us
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begin with the finding shown above in Fig. 4.4 that an 8-layer stepwise approxi-
mation to a continuous transformation electromagnetics cloaking shell still per-
forms reasonably well [21]. One might then ask, is there a different 8-layer
material configuration that performs even better?

The first effort to apply optimization to transformation electromagnetics design
in this sense is described in [26], which we summarize here. That work posed the
following problem: given a shell composed of n discrete layers of homogeneous
but anisotropic material for which there may be limits on the numerical parameter
values in each shell, what configuration of shells gives the best cloaking perfor-
mance? As for most optimization problems that involve a relatively large number
of unknowns, a suitable initial guess is critical to finding a good solution.
Transformation electromagnetics provides exactly the needed initial guess.

Figure 4.5 summarizes some of the promising results from the 2D analysis in
[26]. This work considered the case of a cloaking shell with a thickness equal to
10% of the radius of the hidden interior region. The initial solution in all cases is
the ideal, continuous cloaking shell defined by the mapping in Eq. 4.1. Then this
continuous shell is approximated in staircase fashion by a fixed number of layers in
which the material parameters are completely uniform but still anisotropic. The
upper and middle left panels of the figure schematically show this cloaking shell
divided into 9 and 3 regions, respectively, and a 100 layer approximation was also
considered.

The bottom panel shows the scattering width of the cloaked object as a function
of scattering angle as computed from numerical simulations of the layered
structure. This metric quantifies the scattered field strength of the cloaked object. It
is clear that the cloaking performance improves as the accuracy of the layered
approximation increases, although it does not increase very quickly because of the
interior scattering singularity mentioned above at the end of Sect. 4.2. The sim-
ulated fields for the 9 layer case shown in the upper right panel confirm this, as
some scattering is evident from the irregular wave fronts.

In Ref. [26] it was asked whether better performance could be obtained from a
small number of layers using optimization. Beginning with the parameters of the 3
layer approximation, an iterative optimization routine was run in which the
parameters of these three, uniform, anisotropic layers were altered to find the
combination that minimized the forward scattering from the cloaked object. And,
it turns out, a cloaking shell composed of 3 optimized anisotropic layers can
perform much better than even the 100 layer approximation for this particular
problem. The bottom panel shows that this optimized 3 layer cloak can reduce the
effective size of the object by more than 30 dB, compared to 10–15 dB for
the staircase approximation of the ideal parameters. The middle right panel shows
the full wave simulated fields of a plane wave interacting with this optimized
cloak. Essentially no scattering is observed.

Perhaps even more interesting are the results of applying optimization with
constraints on the resulting material properties. Controlling magnetic permeability
in transformation electromagnetics designs is one of the major challenges because
there are so few magnetic materials in nature. For this reason non-magnetic
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Fig. 4.5 Conceptual illustration and performance simulation of cloaking with optimized
anisotropic layers, showing that numerical optimization and few layers can lead to a better-
performing design than a many-layered simple approximation of the continuous ideal cloaking
shell material parameters (adapted from Popa and Cummer [26])
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transformation electromagnetics designs of substantial interest. As described in
Sect. 4.3.1 above, one approach is to approximate the design using reduced
parameters in which the magnetic permeability is renormalized to unity. This often
results in significantly reduced performance, but optimization can restore much of
that lost performance.

The top panel of Fig. 4.6 shows how this happens. The solid line illustrates, for
reference, the scattering for a 3 layer approximation of an ideal cloaking shell.
There is modest scatter reduction but 3 layers is not generally enough for a
staircase approximation to perform well. The wide-dashed line shows the scat-
tering for that same 3 layer approximation to which the reduced parameter
approximation (see Sect. 4.3.1) has been applied. This reduced cloak has the
significant property that it is composed of completely nonmagnetic materials,
which makes it easier to fabricate. Although there are angles for which scattering
is low, the scattering is in general substantial from the object surrounded by the 3
layer reduced cloak. In this case the reduced approximation is not especially good
despite its advantages for fabricatibility.

However, this can be improved with optimization. Reference [26] takes this 3
layer reduced cloak as a starting point for a numerical optimization that forces the
magnetic permeability of each layer to remain unity and also constrains the
maximum relative permittivity of any component of any layer to be less than 10.
This second condition is again imposed to help make the materials more physically
feasible. The scattering performance of the 3 layer, nonmagnetic, optimized
cloaking shell is shown by the fine-dashed line in Fig. 4.6. As the reader can see,
scattering over all angles is reduced by more than 10 dB, and the overall perfor-
mance is better than either of the other 3 layer approximations, despite still being
nonmagnetic. The middle panel shows for illustration purposes the field distri-
bution for an incident uniform plane wave interacting with this optimized 3 layer
cloak, with the nearly unperturbed wavefronts confirming the good cloaking
performance.

The table at the bottom of the figure shows the numerical values for the 3 layer
reduced cloak and for the 3 layer optimized cloak. The numerical parameters are
comparable in magnitude but do change substantially after optimization. These
two designs are approximately equal in fabrication complexity, but optimization
results in dramatically improved performance.

Other efforts to apply optimization to transformation electromagnetics designs
have yielded similarly promising results. Similar layered optimization but for
oblique incidence on cylindrical structures has also shown that scatter reduction
and fabrication simplicity can be improved through optimization [27]. In Ref. [28]
a somewhat different approach of topology optimization was applied to find
configurations of standard dielectric materials (isotropic and permittivity above
unity). Interesting dielectric configurations are found that can substantially reduce
electromagnetic scattering in a narrow bandwidth over a range of incident angles.
Related work for acoustic wave cloaking showed that narrowband cloaking can be
achieved through the optimal placement of scattering cylinders [29].
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Although these latter two examples do not yield designs that are based on
transformation electromagnetics, they are based on the application of optimization
to a device that was originally conceived and designed using the transformation
approach. Collectively, these results show the promise of using transformation
electromagnetics for an initial design, and then applying optimization to create a
device that meets constraints for physical realizability and performance.

4.5 Summary

In this chapter we have reviewed many of the methods commonly used to simplify
the design of transformation electromagnetics devices. One of the major chal-
lenges in the field remaining is that the complexity of the needed material
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parameters is very high, and fabricating such materials is correspondingly difficult.
However, it is generally true that transformation electromagnetics designs are
relatively robust to material perturbations. Consequently, one has the ability to
trade reduced performance for simpler electromagnetic material parameters. The
methods described in this chapter are a variety of analytical, numerical, and
approximation techniques that enable some control over that trade-off, and that can
be used to create devices that still perform well, although not perfectly. These
simplifications have been used in most experimental demonstrations of transfor-
mation electromagnetics devices to date, and it is likely they will continue to be
used heavily as the field of transformation electromagnetics transitions from initial
experimental demonstrations to practical, functional devices.
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Chapter 5
Creating Illusion Effects Using
Transformation Optics

Yun Lai, Jack Ng and C. T. Chan

Abstract In this chapter, we show how to create illusion effects using metama-
terials. We will see that a passive metamaterial device can be designed such that
when it is placed next to or covering an object, the scattered fields of the object and
the device together will be changed to be exactly the same as the scattered fields
due to another object. Simply put, we can turn an object optically and stereo-
scopically into another one. For instance, an apple can be made to look like a
banana. If we make a measurement of the electromagnetic fields at the designed
working frequency, there is no way to distinguish optically between the true object
and the illusion. The theory on realizing such an optical illusion effect is called
illusion optics. Invisibility can be regarded as a special case of the illusion effect,
in which the object is turned optically to a volume of free space. A metamaterial
does not need to encircle the object to create the illusion effect. Furthermore, if we
use this method to implement invisibility, the ‘‘cloaked’’ object will not be blinded
by the cloak as in the cases of normal invisibility cloaks. The design of illusion
optics is based on the replacement of optical spaces, where the material parameters
are determined using the technique of transformation optics. One unique route to
achieve illusion effects is to employ the idea of ‘‘complementary media’’. Mate-
rials designed using ‘‘complementary media’’ typically contain negative refractive
index components, and no extreme constitutive parameters values are needed.
Slight variations of the scheme can create a variety of interesting illusion effects.
For example, we can make an object appear larger in size, rotated, or located at
other positions. Illusion optics may lead to some plausible applications, such as
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small or reduced form-factor optical devices that exhibit the same optical functions
as much larger instruments or even ‘‘super-absorbers’’ that can absorb significantly
more than their geometric cross-sections.

5.1 Metamaterials

In this chapter, we will examine how negative index metamaterials can create
illusion effects. In the 1960s, Veselago proposed that some exotic optical phe-
nomena, such as negative refraction, may occur in ‘‘abnormal’’ materials with
simultaneously negative permittivity and permeability [1]. While negative per-
mittivity can be found in natural materials, negative permeability is much more
difficult to obtain. It is even more difficult for both to be negative at the same
frequency. Hence, negative refraction remained largely an academic curiosity until
artificial magnetism was proposed [2] and realized experimentally [3, 4]. To date,
advances in research on metamaterials have paved the way for realizing new
materials with nearly arbitrary values of permittivity and permeability tensor
components at various frequencies. Even position dependent, anisotropic, tunable,
and reconfigurable material parameters can be designed and made. Such advances
enable us to realize not only negative and zero refractive indexes, but also more
exotic and intriguing effects such as invisibility and illusion.

Metamaterials are typically composed of an array of man-made subwavelength
metallic resonators embedded in a dielectric medium. For such an inhomogeneous
media, the components of permittivity and permeability tensors are effective
material parameters obtained conceptually and operationally through the process
of homogenization. As one of the key metamaterial properties needed to realize
‘‘illusion optics’’ is negative refractive index, we show in Fig. 5.1 the most
straightforward method to obtain a negative refractive index, as first proposed by

Fig. 5.1 a Schematic illustration of a double split ring resonator that has a controllable response
to the magnetic field in the z direction. b A double negative metamaterial composed of split ring
resonators and wires that was used to experimentally demonstrate negative refraction [3]
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Pendry et al. [2] and Smith et al. [3, 4]. In this design, artificial permeability is
achieved using a double split ring resonator structure, in which the oscillating
electric currents with opposite phases in the two split rings provide a controllable
response to the magnetic field in the z direction, as shown in Fig. 5.1a. The
resonant response to the time varying change of magnetic flux results in a sus-
ceptibility that can be out of phase with the driving field, giving the possibility of a
negative response. If the response of the individual resonator is strong enough and
if the density of such resonators inside the embedding medium is sufficiently high,
we can obtain negative permeability. Negative permittivity is obtained using
metallic wires of a finite length that have a resonant response to external electric
fields. If the system parameters are designed such that a negative response to both
of the electric and magnetic fields occurs at the same frequency range, a pass band
with negative group velocity is obtained, and as long as the resonators are sub-
wavelength, the metamaterial can be described by effective negative permittivity
and permeability values.

It is difficult to scale the structures realized by Smith et al. as shown in 5.1 down
to infrared and optical frequencies. Absorption of the metallic components will
also compromise the performance at high frequencies. However, with rapid
advances in nanotechnology fabrication techniques [5, 6] and new ideas such as
loss compensation [7], metamaterials with nearly arbitrary values of constitutive
parameters, and high frequency operation have become an achievable goal. In this
chapter, we will not consider how to realize such metamaterials in detail, but
instead we will focus on how to use metamaterials to create arbitrary optical
illusions, assuming that metamaterials of arbitrary permittivity and permeability
with negligible loss at a single frequency can be achieved. In most of the simu-
lations presented here, metamaterials with small losses on the order of 10-4 have
been used to ensure good illusion effects. Readers interested in the design and
realization of metamaterials may refer to some important works listed in the
references. We also note at the outset that the theory of illusion optics applies in
both two dimensions and three dimensions. However, all of the simulations shown
below are for two-dimensional examples as three-dimensional simulations are too
demanding on computation resources. Furthermore, all of the cloaking and illusion
effects discussed below only work at a narrow band of frequencies, where the
bandwidth is limited by the frequency dispersion of the metamaterial.

5.2 Transformation Optics as a Design Tool

It has long been recognized that some wave equations are from invariant under
coordinate transformations, with a correspondence between the transformed space
geometry and the new material properties. However, such correspondence was
previously used as a mathematical technique to solve wave equations, and the
physical implication of such a correspondence was not fully explored. Part of the
reason that such as a correspondence was not exploited is because the parameters
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of the new material after transformation often become anisotropic, inhomoge-
neous, and exhibit extreme values not found in natural materials. However, this
difficulty has been overcome by the emergence of metamaterials which paved the
way for the introduction of the idea of transformation optics.

The concept of transformation optics has been proposed based on the form
invariance of the Helmholtz equation and Maxwell’s equations under coordinate
transformations [8, 9]. It quickly became one of the most useful theories in the
design of metamaterial applications and enabled the exotic wave manipulation
effects that were previously thought to be impossible.

To see how transformation optics works, let us consider Maxwell’s equations at
a particular frequency x :

r� Eþ ixlH ¼ 0; r�H� ixeE ¼ 0; ð5:1Þ

in which e xð Þ and l xð Þ are the permittivity and permeability tensors. Now if we do
a coordinate transformation by applying a mapping from x to x0, i.e., x0 ¼ x0 xð Þ,
then the form of Maxwell’s equations in the new coordinate x0 is preserved, i.e.,

r� E0 þ ixl0H0 ¼ 0; r�H0 � ixe0E0 ¼ 0; ð5:2Þ

in which the new electromagnetic fields are expressed as

E0 x0ð Þ ¼ AT
� ��1

E xð Þ; H0 x0ð Þ ¼ AT
� ��1

H xð Þ; ð5:3Þ

and the new parameters in the transformed space are

e0 x0ð Þ ¼ Ae xð ÞAT
�

det Að Þ; l0 x0ð Þ ¼ Al xð ÞAT
�

det Að Þ; ð5:4Þ

where A is the Jacobian matrix with components Aij ¼ ox0i
�
oxj.

The most important information in the above analysis is that every solution of
the Maxwell equations (either a propagating beam of light in free space or
decaying evanescent waves in metals) in the original space [E and H in Eq. (5.1)]
is mapped to a corresponding solution in the transformed space [E0 and H0 in
Eq. (5.2)]. We now have a recipe to ‘‘glue’’ the light rays to the coordinate system,
as long as we transform the material parameters correspondingly according to
Eq. (5.4). This is illustrated pictorially in Fig. 5.2 in two dimensions, in which a
beam is bent after transformation, while from the coordinate mapping point of
view, the beam is simply trying to follow those coordinates that correspond to its
original path in the original space. The parameters of the transformed space are
obtained in Eq. (5.4). And the electromagnetic fields in the two spaces are related
by Eq. (5.3).

We note that Eqs. (5.1–5.4) do not depend on the choice of reference coordi-
nates. In Fig. 5.2, we may use cylindrical coordinates instead of Cartesian coor-
dinates, but as long as the mapping is fixed, the physical nature of the original and
new solutions would not be changed. For instance, if a surface (or a curve in two
dimensions) is fixed (the blue line in Fig. 5.2) during the transformation, then we
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can choose to use the reference coordinate systems u1; u2ð Þ and u01; u
0
2

� �
before and

after transformation (shown in Fig. 5.2), in which the fixed surface can be
described as u1 ¼ u01 ¼ c. On the fixed surface, the Jacobian matrix elements
Aij ¼ ou0i

�
ouj have ou01

�
ou2 ¼ 0 and ou02

�
ou2 ¼ 1, since each point on u1 ¼ c is

mapped to the same point on u01 ¼ c. Substituting into Eq. (5.3), we find that
E02 ¼ E2 and H02 ¼ H2, indicating that the tangential field components on the fixed
surface are unchanged after transformation. This is an important point that is
useful in many transformation optics devices as it assures that there is no reflection
on the fixed surface boundary.

5.3 Complementary Media

As a simple example, we consider the coordinate transformation x0 ¼ �x (for
�d\x\0) and y0 ¼ y; z0 ¼ z. This transformation corresponds to a ‘‘folding’’ of
space [10, 11]. The Jacobian matrix for this transformation can be written as

A ¼
�1 0 0
0 1 0
0 0 1

0
@

1
A. From Eq. (5.4), the parameters of transformed space are

obtained as e0 x0; y0; z0ð Þ ¼ �e x; y; zð Þ and l0 x0; y0; z0ð Þ ¼ �l x; y; zð Þ. From Eq. (5.3),

we obtain the following interesting relations:
E0x x0; y0; z0ð Þ
E0y x0; y0; z0ð Þ
E0z x0; y0; z0ð Þ

0
@

1
A ¼

�Ex x; y; zð Þ
Ey x; y; zð Þ
Ez x; y; zð Þ

0
@

1
A

and
H0x x0; y0; z0ð Þ
H0y x0; y0; z0ð Þ
H0z x0; y0; z0ð Þ

0
@

1
A ¼

�Hx x; y; zð Þ
Hy x; y; zð Þ
Hz x; y; zð Þ

0
@

1
A.

If the original space is free space, i.e. e ¼ 1; l ¼ 1, then the transformed space
is a slab with material parameters e ¼ �1 and l ¼ �1 as shown in Fig. 5.3a. Such

Fig. 5.2 The left panel shows a ray of light propagating in free space. The right panel shows the
ray propagating in transformed space. The theory of transformation optics establishes a mapping
of the trajectory of light between the original space and the transformed spaces and the material
parameters that are needed to perform the coordinate transformation
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a slab forms the so called ‘‘perfect lens’’, which is capable of not only demon-
strating negative refraction [1], but also achieving a perfect image beyond the
different limit, as was pointed out by Pendry [12].

If the original space is not free space, but is inhomogeneous or contains objects,
then the transformed space is slab composed of mirror images of the objects with
negative parameters as compared with those in the original space, as shown in
Fig. 5.3b. Such a slab is called the ‘‘complementary media’’ [13, 14] of the original
space. The notion of complementary media was actually introduced before
transformation optics, but the unusual behavior of such media can be explained
elegantly using the language of transformation optics. Interestingly, although the
original slab and its complementary media slab are inhomogeneous, they are still
capable of achieving good imaging effect as illustrated in Fig. 5.3c, where we
show that a point source on the left surface of the original slab gives a point image

Fig. 5.3 a The operation of a perfect lens (a flat slab with e = l = -1) can be explained using
the concept of complementary media. The n = -1 perfect lens slab optically cancels the space of
a slab of air of the same thickness, effectively moving the source closer to the observer and hence
enabling higher resolution. b An inhomogeneous slab (shown pictorially as a blue crescent in a
white background) can be optically canceled by a complementary media slab shown pictorially as
a red crescent in a black background. The wave propagates as if some space has disappeared. The
effect of passing a wave through the complementary media is numerically demonstrated in c for a
point source and in d for a Gaussian beam. In both cases, we note that the wave propagates as if
the complementary media pair removes some space
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on the right surface of the complementary media slab even though there are
‘‘objects’’ inside the slabs that can potentially lead to scattering. Actually, the
complementary media slab is capable of copying arbitrary electromagnetic field
values as well as their momentum from the left surface of the original slab to its
right surface. To demonstrate this, we show in Fig. 5.3d a Gaussian beam incident
on the left surface of the original slab as it tunnels to the right side of the com-
plementary media slab and continues to propagate in its original direction.

The above exotic behaviors of complementary media can be explained physi-
cally by space operations. From the point of view of transformation optics,
complementary media slabs are formed by the operation of folding space. During
the folding, the folding line (surface) is always fixed. According to our previous
analysis, the tangential field components on the fixed surface are unchanged;
therefore the boundary conditions between the complementary media slab and the
original slab are always satisfied by the two solutions that are mapped to each
other in the original and transformed spaces. Thus, the electromagnetic fields on
the other side of original slab are also mapped to the other side of the comple-
mentary media slab. This leads to an interesting and intriguing consequence: the
complementary media slab serves the function of cancelling the original slab of
space. The canceled space can be simply removed from the system when we
consider the fact that wave propagation and waves would go through the canceled
space as if it did not exist at all. This can be used to explain the operation of a
perfect lens. A perfect lens (a slab of e = l = -1) of thickness d is capable of
optically cancelling spaces on either or both sides. The total thickness of the
canceled slab spaces is also d. The observer is, hence, moved a distance 2d closer
to the light sources, and as a result, the resolution is increased. By using the space
cancellation concept, it is straightforward to understand the results shown in
Fig. 5.3c, d. The space cancellation function is so powerful that a lot of illusion
tricks can emerge, as will be shown later. However, we should emphasize that
space cancellation (and therefore complementary media) alone does not imply
invisibility. To achieve invisibility, we need to make a certain domain behave
optically as if it has e = l = 1. Light will have phase accumulation when it travels
through an invisible domain. On the other hand, a complementary medium cancels
space, and therefore, waves travel through it without phase change. An incident
beam at oblique incidence will also be shifted as it passes through a comple-
mentary medium. What a complementary medium can do is remove the identity of
any object inside. For example, independent of the size, shape, and composition of
the embedded objects shown in the Fig. 5.3c, d, a pair of complementary media
will give exactly the same scattered wave. The outside observer can tell that some
space is missing, but the identity of the objects inside the folded space is not
detectable. We will see later that if we add some additional ‘‘restoring media’’ to
the complementary media to compensate for the missing phase, i.e., restore a
region of illusion free space, we can achieve invisibility.
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5.4 Invisibility Cloaks

In the pioneering works of transformation optics, the concept of invisibility cloaks
has been proposed to illustrate the power of the method [8, 9]. Such invisibility
cloaks are sometimes compared to Harry Potter’s cloak, which possesses the
‘‘magical’’ effect of making objects or people invisible from all observation angles.
However, we should note that thus far such invisibility cloaks can only operate in a
narrow frequency range due to the limits of metamaterial dispersion. Moreover,
the cloaked object is also ‘‘blind’’, i.e., it cannot see light from the outside world.

The design of invisibility cloaks are based on space operations using trans-
formation optics. As shown in Fig. 5.4a, light in free space travels in straight lines,
as long as gravity is not considered. In order to achieve the effect of cloaking, one
proposed method is to bend the light such that it goes around a domain (encircled
by the red curve). The light then exits from the other side with the original
momentum as if it passes through a piece of free space, as shown in Fig. 5.4b. The
shell that bends the light is the invisibility cloak. It can be created by expanding a
dot (red dot in Fig. 5.4a) in free space within a circle of free space (dashed curve in
Fig. 5.4a) using transformation optics. As a result, the original space within the

Fig. 5.4 a Light passing through free space. The dotted line represent the virtual boundary of a
circle. b Light passing through a circular invisibility cloak obtained by expanding the red dot in
free space into the circle marked by the solid red line. c The coordinate transformation
corresponding to the invisibility cloak introduced by Pendry et al. d Numerical demonstration of
the cloaking effect, where waves bend around the cloaked region. Any object placed inside the
cloaked region will not cause scattering
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circle is squeezed into a shell with a hidden space that light does not enter, as
shown in Fig. 5.4c. On the other hand, the outer circle (blue curve in Fig. 5.4c) is a
fixed surface on which the boundary conditions are automatically satisfied. This
indicates that there would be no reflection or refraction under any incident waves
for this device. Invisibility is therefore achieved with a hidden space inside which
we can hide an object from being observed.

We note that similar coordinate transforms have been applied to the conduc-
tivity equation by Greenleaf et al. [15]. They proved that an object enclosed within
a shell of anisotropic conductivities can escape detection by electrical impedance
tomography, and the mathematical transformation (‘‘blow up’’ transform)
employed is the same as the transformation used in obtaining electromagnetic
invisibility cloaks.

In Fig. 5.4d, we show a two-dimensional example of a cylindrical invisibility
cloak. In this case, it is more convenient to use cylindrical coordinates in which the
Jacobian matrix can be written as:

A ¼
or0

or
or0

roh 0
r0oh0

or
r0oh0

roh 0
0 0 1

0
@

1
A; ð5:5Þ

where r0; h0ð Þ denotes the space coordinate in the cloak and r; hð Þ denotes the
coordinate in the original circular space. Here we take the simple ‘‘blow up’’
mapping of r0 ¼ b� að Þ r

bþ a and h0 ¼ h, in which a and b denote the inner and
outer radius of the invisibility cloak. The corresponding parameters for invisibility
cloaks are obtained from Eq. (5.4) as e0r ¼ l0r ¼ b�a

b
r
r0, e0h ¼ l0h ¼ b

b�a
r0

r and

e0z ¼ l0z ¼ b
b�a

r
r0. Here, e0z; l

0
r; l
0
h

� �
corresponds to TE polarization (electric field in

z direction) and e0r; e
0
h; l
0
z

� �
corresponds to TM polarization (magnetic field in

z direction). Figure 5.4d shows a plane wave with TE polarization incident on the
cloak from the left. The invisibility cloak has a ¼ 0:5k0 and b ¼ 1:4k0. It is clearly
seen that such a cloak indeed does not scatter incident waves and has thus achieved
invisibility.

Realizing such a cloak is by no means straightforward because it is difficult to
find suitable materials for constructing the perfect invisibility cloak, which
requires some components of the permittivity and permeability tensors to go to
zero or infinity. As a result, reduced parameters have been used in the first
experiment by D. Schurig et al. [16], in which the effective refractive index,
i.e.,

ffiffiffiffiffiffiffiffiffiffi
ez lr
p

and
ffiffiffiffiffiffiffiffiffiffi
ez lh
p

, are maintained as the original parameters, while the
impedance matching is ignored. Plane wave patterns in this experiment have
proven the cloaking effect.

While the full invisibility cloak is capable of achieving invisibility at all
observation angles, it is usually very demanding on metamaterials and difficult to
realize. If, however, only observation angles in a half space above a reflection
plane are considered, the requirement on metamaterials can be greatly reduced.
This is because in the case of a reflection geometry the hidden space can be
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obtained by expanding from a surface instead of from a point. Such a cloak is
called a carpet cloak, as shown in Fig. 5.5a. In Fig. 5.5b, we show the numerical
demonstration of a carpet cloak under a Gaussian beam incident from the top left.
It is seen that the field pattern appears as though the Gaussian beam is reflected
back from a flat surface, resulting in a good cloaking effect. The original carpet
cloak [17] employs a quasi-conformal mapping, which reduces the anisotropy to a
minimum. If anisotropy is not an issue, the transformation mapping is actually
more straightforward [18, 19]. Here, we illustrate the operation of the carpet cloak
with the set up shown in Fig. 5.5b. The cloak is made of three parts: two triangular
parts with e0z ¼ l0xx ¼ 2, l0yy ¼ 5, and l0xy ¼ �3, formed by the coordinate trans-
formation y0 � 6x ¼ 1=2 � y� 6xð Þ and x0 ¼ x, and one rectangular part with e0z ¼
l0xx ¼ 2 and l0yy ¼ 0:5, formed by the coordinate transformation y0 � 0:6 ¼
1=2� y� 0:6ð Þ and x0 ¼ x. Obviously, there are no singular parameters in the case
of carpet cloaks. Therefore, carpet cloaks are much easier to realize in experiment.
In fact, most recent experiments on cloaking have been performed in such
reflection geometries.

Since light does not enter into the hidden space of the cloak obtained by ‘‘blow
up’’ transforms, anything inside it is cloaked. However, this isolation also prevents
objects hidden inside the cloak from ‘‘seeing’’ light from the outside world. In the
following section, we will show that there is actually a way to see the outside
world while maintaining invisibility by using the notion of complementary media
and transformation optics.

5.5 Cloaking at a Distance

In the previous scheme of invisibility cloaks, a transformation optics device that
has the same function as a region of free space is created. The key principle behind
this scheme is bending light around a domain using anisotropic materials, similar
to the mirage effect. There are other cloaking schemes using transformation optics,
as will be discussed here. In the following, we introduce the concept of ‘‘cloaking

Fig. 5.5 a Schematic picture demonstrating the operation of a carpet cloak. b Numerical
demonstration of the cloaking effect of a carpet cloak under a Gaussian beam incident from the
top left and being reflected back
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at a distance’’ [20], which makes objects invisible not by covering them with a
metamaterial coating, but by placing a passive invisibility device at a distance to
the objects, as shown pictorially in Fig. 5.6a. Such a cloaking scheme uses the
notion of complementary media to optically cancel some real space containing the
object to be hidden and thereby remove its identity, and an illusionary free space is
created using a restoring medium.

The mechanism of cloaking at a distance is shown pictorially in Fig. 5.6b, in
which a crescent-shaped object with material parameters eo; loð Þ (blue colored) is
made invisible by putting an invisibility device beside it. The invisibility device is
circular and composed of two parts. The first part is a complementary media layer

Fig. 5.6 a Schematic illustrating the idea of cloaking at a distance. b A picture illustrating the
mechanism of cloaking at a distance. We want to make the object (blue moon) invisible without
enclosing it. We cancel the space containing the object (blue moon) by a shell of complementary
media (shown pictorially as black shell with red moon. We restore the canceled space with an
illusionary free space by restoring media (green core). For ordinary objects with positive
refractive indices, the complementary media shell is required to have negative refractive indices.
The restoring media (green core) typically has high refractive index. c Numerical demonstration
of the scattering of an object in free space. d Numerical demonstration of cloaking the object at a
distance with an invisibility device. We note that the plane wave front is now restored and the
object is not detectable at the designed frequency. However, the wave enters the object and the
object is not ‘‘blind’’
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(black colored) formed by folding a layer of space (within the dashed circle)
containing the object inward. This folding operation results in a layer of param-
eters e0;l0ð Þ, but embedded within is a mirror object (an ‘‘anti-object’’) with
parameters e0o; l

0
o

� �
(red). As discussed before, the function of this complementary

media layer may be regarded as cancelling the original space and mapping the field
on the dashed circle to the inner surface of the complementary media layer, as
indicated by the orange dashed lines. In such a way, the propagating light is
transferred to propagate inside the core media (green). When the light ray touches
the complementary media layer the second time, it will be transferred again to the
dashed circle and propagate in free space again. Now, the key step to making the
system identical to a circle of free space is choosing the core media as one of high
refractive index formed conceptually by compressing the circle of free space into
the core. In this way, the optical path experienced by a light ray inside the core
media will be exactly the same as that by a light ray propagating across the dashed
circle in free space, as shown by the green dashed line in Fig. 5.6b. Therefore, any
observers outside the dashed circle cannot see any scattered light from the object
and the invisibility device, i.e., the system is invisible. In short, the real space
containing the object is cancelled optically by the complementary media, and the
core media restores an illusionary free space to achieve the invisibility effect.
Thus, the core media is called a restoring media.

We now numerically demonstrate the phenomenon of cloaking at a distance in
two dimensions. First, in Fig. 5.6c, we show the scattering effect of a dielectric
object of eo ¼ 2 under an incident plane wave of TE polarization from the left side.
In Fig. 5.6d, we place a corresponding invisibility device beside the object.
By using the linear mapping r0 ¼ b� að Þ c�r

c�bþ a and h0 ¼ h in Eq. (5.5), in which
a, b, and c are the inner radius, outer radius, and the radius of the dashed circle,
respectively, the complementary media layer material parameters can be written as
e0r ¼ l0r ¼ � b�a

c�b
r
r0 ; e0h ¼ l0h ¼ � c�b

b�a
r0

r , and e0z ¼ l0z ¼ � c�b
b�a

r
r0 for the region outside

the mirror object. Inside the region of the ‘‘anti-object’’, the permeability is the
same as the region outside, while the permittivity is changed correspondingly into
e0r ¼ � b�a

c�b
r
r0 eo; e0h ¼ � c�b

b�a
r0

r eo, and e0z ¼ � c�b
b�a

r
r0 eo. In Fig. 5.6d, we have chosen

a ¼ 0:5k0; b ¼ k0, and c ¼ 2k0. The plane wave pattern indicates that the whole
system has no scattering, showing the effectiveness of cloaking at a distance.

In this scheme of cloaking at a distance, we note that the incident waves interact
with the object directly, thus the object can still ‘‘see’’ the outside world, while at
the same time being ‘‘cloaked’’ at a distance by the invisibility device. This is
different from the original invisibility cloak scheme in which the cloaked object
has no contact with the incident wave.

Like the original invisibility cloaks proposed in 2006, the mechanism of
cloaking at a distance is also a result of space manipulations, and, hence, the cloak
should work irrespective of the property of the incident light as well as the
observation angle. This is illustrated in Fig. 5.7. In Fig. 5.7a–c, we demonstrate
the effect of cloaking under various incident waves, including a plane wave
incident from another direction (Fig. 5.7a), a point source (Fig. 5.7b), and a
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Gaussian beam (Fig. 5.7c). The cloak works as expected for different incident
waves. However, unlike invisibility cloaks, cloaking at a distance works only
when the invisibility device and the object are placed at a designed distance.
In Fig. 5.7d, we show the scattered wave pattern of the invisibility device by itself
when the same Gaussian beam as used in Fig. 5.7c impinges on the cloaking
device. Obviously, scattering occurs. The remote invisibility device itself is not
invisible as a standalone object, but it is invisible when it is placed at the pre-
designed position next to the object to be cloaked.

From the viewpoint of wave interference, cloaking at a distance has demon-
strated an example of achieving far-field destructive interference of all scattered
waves by employing passive devices with strong multiple scattering interactions
with the object to be ‘‘cloaked’’. This is an effect more subtle than the original
invisibility cloak. However, the price to pay is the complexity of the metamaterial.
We need to employ a negative index metamaterial with low-loss in the comple-
mentary media layer. The metamaterial should be able to produce strong surface

Fig. 5.7 Numerical demonstrations of cloaking at a distance. Panels (a)–(c) shows the
performance of the cloak under different forms of illumination: a under a plane wave incident
from top; b a point source at the top left corner; c a Gaussian beam incident from top left. These
demonstrations show that remote cloak works irrespective of the direction and the nature of the
incident wave. d The scattering of the invisibility device itself under the Gaussian beam
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waves in the boundaries, as seen in Figs. 5.6d, 5.7a–c. As low loss double negative
metamaterials are always difficult to make, particularly at high frequencies, the
material issue here is at least as challenging as that in invisibility cloaks that
operate by light bending. The requirement may be somewhat less stringent in the
sense that there are no extreme parameters (zero or infinity) in the complementary
media. Nevertheless, transmission line samples have been fabricated with negative
parameters at microwave frequencies and the effect of cloaking at a distance has
been demonstrated experimentally. We note in passing that the cloaking effect here
is not the same the cloaking effect discovered by Milton et al. [21, 22], who
demonstrated that a small dipolar object can be made undetectable as a result of an
‘‘anomalous resonance’’ when it is placed close enough to a perfect lens with a
negative refractive index. The anomalous resonance effect can cloak an object only
if certain conditions are satisfied. The object must be very small and must be
placed close to the negative index slab. There is no ‘‘anti-object’’ or ‘‘restoring
medium’’. In our approach, the underlying mechanism is the space cancellation
effect of complementary media. There is no limit to the size of the object to be
cloaked and there is in principle no limit to the distance between the device and the
cloak if absorption is small.

5.6 Making Part of an Object Invisible

A significant advantage of applying folding action in space manipulation is the
ability to make part of an object invisible [23]. In Fig. 5.8, we show the numerical
demonstration of such an operation. In Fig. 5.8a, we show the scattering pattern
when a plane wave impinges on a thin dielectric layer of eo ¼ 2. In Fig. 5.8b, we
use an invisibility device that is purposely designed to cloak just the upper part of a

Fig. 5.8 a Scattering of plane wave by a dielectric object. b The anti-object is designed
purposely to make the upper part of a thick dielectric layer invisible, while leaving the lower part
unaffected. As a consequence of this partial cloaking effect, the scattering of the object in b
becomes the same as the scattering due to the object in (a) although the object in (b) is bigger in
size. A far field observer will believe that they are seeing the object shown in panel (a)
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thick dielectric layer, leaving the lower part untouched. The ‘‘anti-object’’ is
designed so that it only cancels part of the object. It is seen that the scattering
pattern is the same as that of a lower thin dielectric layer, i.e., the upper part is
made invisible while leaving the lower part unaffected. As the scattering patterns
of configurations in Fig. 5.8a, b are the same to an outside observer; the observer
will ‘‘see’’ an thin object instead of a thicker object.

Such a special effect is a derivative of cloaking at a distance and may lead to
many interesting applications. For example, a wall of negative permittivity would
certainly block electromagnetic waves, as most metals do. Information is thus
blocked by the wall and we cannot see through the wall. In order to see infor-
mation on the other side, one can of course drill a hole into the wall. However, we
can obtain information non-invasively using the concept of remote cloaking [24].
Using transformation optics, we can make part of the wall invisible, which means
that a virtual hole is opened in the wall through which light can tunnel into the
outside as if there is a real hole.

In Fig. 5.9a, we show that electromagnetic waves radiated from a point source
are blocked by a wall of eo ¼ �1. In Fig. 5.9b, we show a transformation scheme
that serves to open a virtual hole on such a wall. The invisibility device is also
made of a complementary media part (black) and a restoring media part (green).
Their combining function is to first optically cancel one part of the wall (bounded
by black dashed lines), and then restore the canceled space with illusion of free
space. When a beam of light (orange arrow) hits on left side of the wall, it tunnels
to the other side. This is the property of complementary media. Then, it is guided
to emit with the original momentum and proper position by the restoring media.
The numerical demonstration of attaching an invisibility device on the outside of
the wall is shown in Fig. 5.9c. We see that electromagnetic waves can now
propagate to the right side of the wall. In Fig. 5.9d, we show the simulation of
electromagnetic waves propagating through a real hole drilled through the wall.
It is seen that the radiation pattern in the far field is almost the same as that in
Fig. 5.9c. We note that the restoring medium (green colored part) is not needed if
we just need light to leak out from the wall, but it is needed if we want the
outgoing field to be the same as if a real hole was drilled into the wall.

In Fig. 5.9c, the geometry of the invisibility device is not cylindrical. The
complementary media part is obtained by folding the canceled trapezoidal part of
wall to the left black part, i.e., x0 ¼ �x=2, which results in an homogeneous
medium of e0z ¼ 2; l0x ¼ �0:5, and l0y ¼ �2. The restoring media part is formed
by compressing an illusionary free space bounded by the black dashed lines into
the region of the restoring media (green). Here, we take the simplest way of
compressing two triangular parts and one rectangular part in the x direction, as
shown in Fig. 5.9c. The upper and lower triangular parts are of e0z ¼ 4; l0xx ¼ 9:25;
l0yy ¼ 4, and l0xy ¼ �6, formed by the coordinate transformation of x0 � 2
y� 0:5ð Þ ¼ 1=4 � x� 2 y� 0:5ð Þð Þ and y0 ¼ y, respectively. The middle rectan-

gular part is of e0z ¼ 4; l0x ¼ 0:25, and l0y ¼ 4, formed by the coordinate trans-
formation of x0 � 0:2 ¼ 1=4 � x� 0:2ð Þ.
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By using similar designs, such invisibility devices can also enable interesting
applications such as turning a box into free space, so that we can see what is
hidden inside the box. In addition to numerical demonstrations, a mathematical
proof for the remote cloaking and illusion optics effect has also been shown. The
interested reader may refer to the supplementary material of Ref. [24].

5.7 Other Cloaking Schemes

In addition to the invisibility cloak and cloaking at a distance, there are some other
approaches to achieve invisibility. The brief description below is not intended to
be comprehensive, but rather to show that transformation optics can provide many
solutions to similar problems.

Fig. 5.9 a Numerical simulation of a point source placed on one side of a wall blocking
electromagnetic waves. b Schematic design of a device that can make a virtual hole on the wall so
that light can tunnel through the wall via the complementary (black) and restoring (green) media.
c Numerical demonstration of waves propagating through the virtual hole to the other side. The
source is the same as that in panel (a). d Numerical demonstration of waves propagating through
a real hole
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In one approach, an object is coated with metamaterial layers, such that the
combined system can be regarded as illusionary free space. This method requires
interaction between the object and the metamaterial layer. The simplest example is
a homogeneous dielectric material of arbitrary shapes in two dimensions for TE
polarization. As shown in Fig. 5.10a, by covering the dielectric object (purple)
with certain transformation media, it is possible to perfectly guide light into the
dielectric object and then out into free space at the other side. As a result, all the
light travels as if passing through an illusionary free space (dashed lines). In
Fig. 5.10b, we show the example of cloaking a dielectric object by covering it with
a transformation medium that guides light into the object. Such a transformation
medium is called a ‘‘concentrator’’ [25]. Recently, a variant of this cloaking
scheme has been proposed using only single negative materials [26]. However,
such an approach works only for making certain types of objects (that can be
transformed into illusionary free space by transformation optics) invisible.

A schematic graph of the coordinate mapping in cylindrical radial coordinate is
shown in Fig. 5.11 to demonstrate the different cases of invisibility cloaks,
cloaking at a distance and the wave concentrator. In Fig. 5.11a, we show the
coordinate mapping of invisibility cloaks, in which a cloak between R1 and R2 are
formed by this mapping, which can be used to cloak any objects with R1 (shown as
an apple in Fig. 5.11a). In Fig. 5.11b, we show the coordinate mapping of cloaking
at a distance, in which any objects between R2 and R3 (shown as an apple) can be
made invisible by the ‘‘anti-object’’ (a red mirror image of the apple) embedded
within the complementary media layer (between R1 and R2) as well as the restoring
medium (within R1). In Fig. 5.11c, we show the mapping of concentrator, which is
invisible too. However, both the core and shell are formed by transformation optics
and cannot be arbitrary objects.

There are other types of cloaking that also employs cancellation. For example,
A. Alu et al. have proposed the use of a plasmonic coating to ‘‘cloak’’ a small

Fig. 5.10 a Demonstration of guiding light into an object by covering it with a transformation
medium. b Numerical demonstration of a concentrator, which is an invisible device with a high
refractive index core
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object. In this case the negative permittivity layer serves to cancel the first order
scattering of the dielectric core [27]. However, as the mechanisms are not based on
transformation optics and space manipulation, we will not discuss it in detail here.

5.8 From Invisibility to Illusion Optics

We have previously shown that invisibility can be achieved by manipulation of
optical spaces, i.e., turning the real space with objects into an illusionary free space
without any objects. Indeed, both the light-bending invisibility cloak approach and
the cloaking at a distance approach can be considered as creating an illusionary free
space using transformation optics. With this knowledge, one simple question is:
what if the illusionary space is not free space, but contains some illusion objects?

It turns out that it is feasible to create arbitrary stereoscopic passive illusions.
For example, we can in principle make an apple look like a banana. Here, by
passive illusions, we mean that the illusion of a banana is not generated by active
devices such as TVs or projectors, but that the far field optical properties of the
apple are indeed turned into that of the banana. Whatever light is incident upon the
system, the scattered light will be exactly the same as that from a banana instead of
an apple, therefore making an observer believe that a banana is there instead of an
apple. This amazing effect is achieved by replacing the real space with an apple
into an illusion space with a banana, as shown in Fig. 5.12, and is therefore
denoted as Illusion optics [24].

As an example, we consider making a spoon look exactly like a cup outside a
certain boundary. In Fig. 5.13a, we show the computed scattering pattern of a
spoon of eo ¼ 2 when a plane wave is incident from the left. In Fig. 5.13b, we
demonstrate the schematic graph of using a passive illusion device to transform the
optical response of the dielectric spoon into that of a cup of eo ¼ �1. The illusion
device is similar in composition to the invisibility device in Fig. 5.9b. It is com-
posed of two parts, a complementary media part that cancels the optical space
containing the spoon, and a restoring media part that refills in the illusionary

Fig. 5.11 Coordinate mappings in radial cylindrical coordinates: a Radial ‘‘blow up’’ mapping
that achieves invisibility cloaks. b The mapping that can achieve of cloaking at a distance. The
red color part gives materials with negative refractive index. c The mapping corresponding to a
wave concentrator
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Fig. 5.13 a The scattering of plane waves by a spoon-like object. b Schematic graph of using an
illusion device to transform the optical response of a spoon into that of a cup, an example of
illusion optics. c Numerical demonstration of optically transforming the spoon into the cup.
d Comparing with the numerical simulation in panel, which shows the scattering pattern of a cup,
we see that the total scattering of the device and the spoon becomes the same as that of a
standalone cup. The outside observer will see a cup instead of a spoon

Fig. 5.12 Schematic graph of optically replacing a region of real space containing one object (an
apple) into that of an illusion space containing an illusionary object (a banana), such that any
observer will see a banana instead of an apple. Everything outside the region remains optically
unchanged
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optical space with the illusion cup. As a result, any light incident upon this region
would propagate as if there is only a cup inside. The difference between an illusion
device and an invisibility device is that there are illusionary objects in the illu-
sionary space instead of pure free space. We note that the negative refractive index
component in this device serves two purposes. As a component of the comple-
mentary media, it ‘‘cancels’’ the object. It also serves as a lens that forms the image
of the cup.

The material parameters of the illusion device that we used in Fig. 5.13c are
similar to those of the invisibility device in Fig. 5.9b, with the exchange between
x and y directions and the additional insertion of an ‘‘anti-object’’ in the com-
plementary media part as well as an illusion object in the restoring media part.
As shown in Fig. 5.13c, the scattering pattern of whole system is changed by the
illusion device. By comparing it with the scattering pattern of a single cup in free
space, which is shown in Fig. 5.13d, it can be seen that the two patterns are almost
exactly the same in the far field region. This indicates that the optical scattering of
a spoon is indeed changed into that of a cup by the passive illusion device. Any
observer will see a cup instead of a spoon at a distance. The illusion effect is thus
demonstrated numerically.

Similar to invisibility devices, there are also more than one approaches to
achieving illusions. We have demonstrated creating an illusion using the cancel-
ling and restoring approach, similar to cloaking at a distance. In fact, the invisi-
bility cloak can be modified to create illusions as well [28]. As shown in Fig. 5.14,
by expanding a point (red dot) in a space with a crescent-shaped object, it is
possible to obtain an illusion cloak that has exactly the same function as the
original crescent-shaped object in free space. In the illusion cloak, any object can
be hidden without being seen. Therefore, it is also capable of achieving stereo-
scopic illusions. Since the extension is straightforward, we will not give numerical
examples for this case.

By using illusion optics, it is possible to change the optical response of a region
of space almost at will, and there are many plausible applications. In the following,
we will introduce two examples: the super-scatterer which has a scattering cross
section that is much larger than the geometric cross section, and the super-absorber
that can absorb light beyond its physical boundaries. There are many other
applications that we cannot cover here such as a rotator that creates an illusionary
rotating effect, a shifter that creates illusionary shifting effects, the remote control
of light in cavities, shrinked optical devices, and ground illusion devices that
create illusions in the reflection geometry, etc. The interested readers may refer to
the references.

Fig. 5.14 Schematic graph
of an illusion cloak that
creates illusions. Any object
placed inside the red circle
will look like the crescent
colored in blue
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5.9 Super-Scatterers

One interesting example of illusion is the super-scattering effect [29]. The
mechanism of a super-scatterer is shown pictorially in Fig. 5.15a. It is composed
of a complementary media layer surrounding a PEC core (which repels waves),
where any light incident on the virtual boundary of the device would tunnel to the
surface of the PEC core and tunnel back, as if reflected at the virtual boundary.
In other words, a super-scatterer creates an illusion of a larger PEC region.
In Fig. 5.15b, we demonstrate the scattering pattern of the PEC core in free space
under an incident plane wave from the left. In Fig. 5.15c, we show the scattering
pattern of the super-scatterer, and Fig. in 5.15d, the scattering pattern of an illu-
sionary larger PEC. It is immediately seen that the scattering patterns in the far
field are almost the same in Fig. 5.15c, d. Thus, the illusionary PEC effect is
proved. The parameters of the complementary media layer are the same as that in
Fig. 5.6d except that there is no ‘‘anti-object’’ embedded inside.

Fig. 5.15 a Schematic picture of a super-scatterer composed of a perfect electric conductor
(PEC) and a complementary media layer. b The scattering pattern of the PEC. c The scattering
pattern of the super-scatterer. d The scattering pattern of a illusionary larger PEC
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A super-scatterer can also be achieved in Cartesian geometry. In Fig. 5.12c, if
we remove the original spoon object, as well as the mirror spoon in the comple-
mentary media part and the illusionary cup in the restoring media part, and then we
change the whole restoring media part into some materials that reflect light, then
the illusion device turns into a super-scatterer, i.e. a scatterer with a much larger
scattering cross section than its physical size. A schematic graph of the mechanism
of such a super-scatterer is shown in Fig. 5.16a. Here we consider TE waves and
we use the perfect electric reflectors (PECs) as the reflecting material. According
to the function of complementary media, a beam of light incident on the virtual
boundary (dashed lines) will be tunneled to the other side and get reflected by PEC
boundary, and then tunneled back to propagate in another direction, as if it is
reflected at the virtual boundary. In the view of space manipulations, such an
illusion device creates an illusionary PEC which is much larger than the true one.

A numerical demonstration of such a super-scatterer is shown in Fig. 5.16b, in
which the scattering pattern is very similar to the scattering pattern of a single
larger PEC, as shown in Fig. 5.16c. This proves the effect of the super-scatterer.

Fig. 5.16 a Schematic picture of a super-scatterer in the Cartesian geometry. b Scattering
pattern of the super-scatterer. c Scattering pattern of an illusionary larger PEC. d Realization of a
hidden portal with the super-scatterer
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The super-scatterer has an interesting application. It can be used to create a hidden
portal. As shown in Fig. 5.16d, a super-scatterer is embedded in a PEC wall. The
electromagnetic waves will be reflected by an illusion of a continuous PEC wall,
and therefore cannot transfer to the other side. However, there is a real gap in the
wall in which physical objects or waves of other frequencies can go through [30].

5.10 Super-Absorbers

Another illusion effect is the super-absorber effect, where one enlarges an
absorptive core by using illusion optics [31]. In most known situations, the
absorption cross-section can only be slightly bigger than the geometric cross
section except when we have small particles at resonance. While small particles
can absorb more light than a blackbody of the same size, the absorption cross-
section cannot increase without bound for fixed particle volume. Here we shall
show that using illusion optics, it is possible to build a super absorber whose
absorption cross-section can increase significantly beyond the physical cross-
section at the working frequency, and the effect is not limited to small particles.

For simplicity, we consider the problem in two dimensions, but the problem can
be generalized to three dimensions in a straightforward manner. The geometry of
the super absorber, which consists of a core and a shell, is illustrated in Fig. 5.17a.
In this case, instead of using a linear mapping, we have used the mapping of
r ¼ b2

�
r0 for a\r\b, in which a and b are the core radius and the outer radius of

the complementary media layer. The resulting complementary media parameters
are es ¼ �1 and ls ¼ �b4

�
r4. Such a system would effectively behave as an

illusionary cylinder of radius r0 ¼ b2
�

a with a ‘‘diluted’’ version of the absorbing
core parameters, i.e., ec ¼ 1þ ið Þ and lc ¼ ð1þ iÞ. Figure 5.17b shows the
extinction and absorption efficiencies for a super absorber considering illumination
by transverse electric waves at normal incidence. It is seen that one can maintain

Fig. 5.17 a The geometry of the super absorber, which consists of a core of radius a and a shell
of radius b. The core has constitutive parameters of ec and lc, and the shell has constitutive
parameters of es ¼ �1 and ls ¼ �b4=r4 at the working frequency. b Extinction and absorption
efficiencies for the super absorber with ec ¼ ð1þ iÞb4=a4; lc ¼ ð1þ iÞ, and kb ¼ 2, and a is
varying
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the super absorber at the same physical size (fixed b), while increasing its effi-
ciencies by decreasing a. When a tends to zero, the absorbing power of the system
would increase without bound. Of course, for a too small, the constitutive
parameters will become extreme.

5.11 Other Illusion Ideas and Experiments

There are many other interesting ideas in illusion optics. For example, it has been
proposed to embed an ‘‘anti-object’’ in a ground of negative parameters, so as to
cloak an object on the ground without using a carpet cloak [32]. The same
approach is also capable of casting illusions in the reflection geometry. Other
illusion effects that have been proposed include rotating [33], shifting and re-
shaping [34, 35], changing materials [36], anti-cloaking [37], and optically remote
controlling [38], etc. They can all be understood via the concept of illusion optics,
i.e., the replacement of optical spaces.

It is challenging to realize various kinds of illusion effects at optical frequencies
due to the difficulty in realizing nano-scale metamaterials with suitable parameters.
However, it is much easier to do experiments at microwave frequencies because
the metamaterial fabrication is much easier at that length scale. Most of the
experimental works are focusing on realizing carpet cloaks [18, 19, 39–43], but a
few experiments are also emerging on invisibility cloaks [16], illusion optics [44,
45] and cloaking at a distance [46]. As the experimental techniques improve with
time, experimental demonstrations will be easier to carry out.

5.12 Conclusions

We have demonstrated that optical spaces can be manipulated by using transfor-
mation optics and metamaterials (see Refs. [47–50] for reviews). We can optically
isolate or cancel a piece of space with objects inside and restore into a piece of
illusionary space with arbitrary illusion objects. In such a way, the optical prop-
erties of the original object are changed into that of the illusion object outside of a
prespecified boundary, creating a perfect illusion that cannot be distinguished from
reality by any observers in the far field. This is called illusion optics, first proposed
in Ref. [24] and highlighted in Ref. [51]. In a nutshell, real optical space can be
replaced with an arbitrary illusion optical space, therefore enabling the creation of
arbitrary stereoscopic optical illusions, including invisibility.

Potential applications of illusion optics include various kinds of cloaking effects
and illusion ideas such as invisibility cloaks, cloaking at a distance, super-scat-
terers, super absorbers, and many others. The idea of optical space replacement
may be extended to more intriguing concepts such as cloaking with non-Euclidean
spaces [52], optical black holes [53], and wormholes [54].
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We have demonstrated some cases in two dimensions, but the principles work
also for cases in three dimensions. Besides electromagnetic waves, it is also
possible to create illusions for acoustic waves and other classical waves that are
form-invariant under coordinate transformation (see e.g. [55–60]).
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Chapter 6
Transformation-Based Cloak/Anti-Cloak
Interactions: A Review

Giuseppe Castaldi, Vincenzo Galdi, Andrea Alù and Nader Engheta

Abstract The intriguing concept of ‘‘anti-cloaking’’ was originally introduced
within the framework of transformation optics (TO) as a ‘‘countermeasure’’ to
invisibility-cloaking, i.e., to restore the scattering response of a cloaked target. More
recently, its relevance was also suggested in applications to ‘‘sensor invisibility,’’
i.e., to strongly reduce the scattering response while maintaining the field-sensing
capabilities. In this chapter, we review our recent studies on two-dimensional
(cylindrical) and three-dimensional (spherical) canonical scenarios. More specifi-
cally, via generalized (coordinate-mapped) Bessel-Fourier and Mie-series approa-
ches, we address the analytical study of plane-wave-excited configurations featuring
a cylindrical or spherical object surrounded by a TO-based invisibility cloak coupled
to an anti-cloak via a vacuum layer, and explore the various interactions of interest.
Via a number of selected examples, we illustrate the cloaking and field-restoring
capabilities of various configurations, with special emphasis on the scattering versus
absorption tradeoff, as well as possible ideas for approximate implementations that
do not require the use of double-negative media.
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6.1 Introduction and Background

The past few years have witnessed a renewed interest in the development of
approaches to achieve invisibility (‘‘cloaking’’) of penetrable or impenetrable
objects to an electromagnetic (EM) illumination. Thanks to the rapid advances in
the engineering of special materials and ‘‘metamaterials,’’ it is possible, in prin-
ciple, to design a material ‘‘shell’’ capable of suppressing the overall (near- and
far-field) scattering response of an inner object to be concealed, though with more
or less severe restrictions in the frequency and polarization of the illumination.

In what follows, we will be mainly concerned in the transformation-optics (TO)
approach [1, 2], which has emerged as a powerful and systematic framework for
designing metameterials with desired field-manipulation capabilities (see, e.g., [3]
for a recent review). TO-based cloaking strategies, successfully demonstrated
experimentally at various (e.g., microwave [4] and optical [5]) frequencies, rely on
the intuitive geometric idea of suitably bending the ray trajectories so as to re-route
the energy around the object to be concealed. In this approach, the desired field
distribution is designed in a fictitious curved coordinate space characterized by a
‘‘hole.’’ Thanks to the formal invariance of Maxwell’s equations under coordinate
transformations, such field distribution may be equivalently obtained in a con-
ventionally flat, Cartesian space, filled by a suitably anisotropic and spatially
inhomogeneous ‘‘transformation medium’’ whose constitutive tensors may be
systematically derived [1, 2]. The reader is referred to [6–13] for alternative
approaches to invisibility cloaking and to [14, 15] for comparative studies.

In spite of the above-mentioned ray-optical intuitive interpretation, the appli-
cability of TO-based cloaking is not necessarily limited to the asymptotic high-
frequency regime. Actually, a series of analytical studies on canonical (cylindrical,
spherical) geometries [16–19] have rigorously proved that, in the ideal limit
(implying lossless, nondispersive, extreme-parameter transformation media)
complete isolation (i.e., no power exchange) would be achieved between the inside
and outside regions, at any frequency.

However, for the two-dimensional (2-D) cylindrical scenario, Chen et al. [20]
showed that the cloaking effect on a double positive (DPS, with positive permit-
tivity and permeability components) object may, in principle, be totally or partially
compensated by inserting in the cloaked region a complementary-designed double-
negative (DNG, i.e., with negative permittivity and permeability components)
transformation medium. Such effect was accordingly termed ‘‘anti-cloaking.’’

Expanding upon this concept, in a series of recent studies [21–23], we have
studied more general 2-D (cylindrical) and 3-D (spherical) scenarios, with cloak
and anti-cloak not necessarily contiguous, and the anti-cloak not necessarily DNG.
From these studies, it emerged that the anti-cloak concept could find other inter-
esting applications (besides the originally proposed cloaking ‘‘countermeasure’’),
especially within the emerging framework of ‘‘sensor invisibility’’ [24–27], where
one is interested in reducing the visibility (i.e., scattering) of a sensor without
compromising its sensing (i.e., absorption) capabilities. Moreover, we have also
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explored possible ideas for approximate anti-cloak implementations entirely based
on DPS media, which would remove some of the most significant fabrication
challenges.

This chapter contains a review of the above results, and is structured accordingly
around two main Sects. 6.2 and 6.3, which summarize the essential analytical deri-
vations and representative results for the cylindrical and spherical scenarios. Finally,
Sect. 6.4 contains some brief concluding remarks and hints for future research.

6.2 Two-Dimensional Cloak/Anti-Cloak Interactions

6.2.1 Cylindrical Problem Geometry and Formulation

We begin considering a 2-D scenario in the auxiliary space x0; y0; z0ð Þ in Fig. 6.1a,
consisting of an isotropic, homogeneous circular cylinder of radius R2, with
dielectric permittivity e1 and magnetic permeability l1, immersed in vacuum,
which may be conveniently parameterized in the associated cylindrical r0;/0; z0ð Þ
reference system in terms of the permittivity and permeability distributions

e0 r0ð Þ ¼
e1; 0\r0\R2

e0; r0[ R2

(
;

l0 r0ð Þ ¼
l1; 0\r0\R2

l0; r0[ R2

(
;

ð6:1Þ

with e0 and l0 denoting the vacuum dielectric permittivity and magnetic perme-
ability, respectively. We then consider a piecewise-linear radial coordinate
transformation (see Fig. 6.1b) to the actual physical space x; y; zð Þ (and associated
r;/; zð Þ reference system)

r0 ¼ f ðrÞ ¼

r; r\R1; r [ R4;

R1
R2þD2�r

R2þD2�R1

� �
; R1\r\R2;

R4
r�R3þD3

R4�R3þD3

� �
; R2\r\R4;

8>><
>>:

ð6:2Þ

which can assume arbitrary (but negative) values within the region R2\r\R3.
Apart from the parameters D2 and D3 (assumed as negligibly small hereafter),

the mappings pertaining to the layers R3\r\R4 and R1\r\R2 are readily rec-
ognized to generate an invisibility cloak [4] and anti-cloak [20], respectively.
More specifically, while the cloak transformation compresses the cylindrical
region r\R4 into the concentric annular layer R3\r\R4, thereby creating a
‘‘hole’’ of radius R3, the somehow reverse anti-cloak transformation creates an
‘‘anti-hole’’ of radius R2 [ R1 around the cylinder of radius R1. This results in a
four-layer cylindrical configuration of radii Rm; m ¼ 1; . . .; 4 (see Fig. 6.1c),
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characterized by curved coordinates within the transformed regions R3\r\R4

(cloak) and R1\r\R2 (anti-cloak), and regular flat, Cartesian metrics within the
regions r\R1 and r [ R4. Interestingly, the layer R2\r\R3 does not admit any
physical image (i.e., r0[ 0) in the auxiliary x0; y0; z0ð Þ space, thereby constituting a
‘‘cloaked’’ region inaccessible to the EM fields.

Within the TO framework, the above behavior may be equivalently obtained in
a globally flat space with the transformed regions filled up by anisotropic, spatially
inhomogeneous transformation media, whose relevant constitutive tensor com-
ponents (in cylindrical coordinates) are given by Pendry et al. [2]

R1 R2 R4R30
r

f(
r)

2R

'y

'x

vacuum 'r

'φ1 1,ε μ
0 0,ε μ

1R

2R

3R

4R

(1)
(2)

(3)
(4)

cloak

anti-cloak

vacuum

r

φ

y

x

vacuum

(a) (b)

(c) (d)

Fig. 6.1 Geometry of the problem. a Homogeneous circular cylinder in the auxiliary space.
b Radial coordinate transformation, as in (6.2). Note that, in view of the vanishingly small
character of the D2 and D3 parameters, the plotted case is hardly distinguishable from the ideal
case. c Topological interpretation of the mapping, with curved coordinates in the transformed
regions. d Alternative interpretation of the mapping in a globally flat, Cartesian space, with
cloak—and anti-cloak-type transformation media. Reprinted from Castaldi et al. [21], with
permission from the Optical Society of America
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er rð Þ ¼ e0 r0ð Þ
_f rð Þ

r0

r

� �
; e/ rð Þ ¼ e0 r0ð Þ_f rð Þ r

r0

� �
;

lz rð Þ ¼ l0 r0ð Þ_f rð Þ r0

r

� �
;

8>>><
>>>:

ð6:3Þ

where the overdot denotes differentiation with respect to the argument, and a
transverse-magnetic (TM) polarization (i.e., magnetic field parallel to the coaxial
cylinders) is assumed.

To sum up, the scenario of interest in Fig. 6.1d comprises of a homogeneous,
isotropic cylinder of radius R1 and constitutive parameters e1; l1, surrounded by
the anti-cloak (R1\r\R2) and cloak (R3\r\R4) transformation-medium layers
(6.3), separated by a vacuum gap R2\r\R3. In the limit D2;D3 ! 0, this vacuum
gap is cloaked and, in view of the matching conditions at the interfaces r ¼ R4 and
r ¼ R1, no field is scattered in the region r [ R4. Moreover, the non-monotonic
transformation (6.2) maps the interfaces bounding the cloaked layer (r ¼ R2 and
r ¼ R3) in the same point r0 ¼ 0 in the auxiliary space (see Fig. 6.1b), thereby
implying a counterintuitive mechanism of field transfer between these interfaces,
via the ‘‘tunneling’’ through the cloaked layer.

In view of the negative slope of the transformation (6.2) in the anti-cloak layer
R1\r\R2, the corresponding constitutive parameters (6.3) are opposite in sign to
those of the inner cylinder e1; l1ð Þ. This suggests four possible configurations of
interest, involving the possible combinations of DPS and DNG, or alternatively
epsilon-negative (ENG) and mu-negative (MNG) media.

In what follows, we review the EM (scattering and absorption) response of the
above cloak/anti-cloak configuration under plane-wave illumination.

6.2.2 Review of Main Analytical Derivations

6.2.2.1 General Solution

Assuming a time-harmonic exp �ixtð Þð Þ, TM-polarized plane-wave impinging
from the positive x-direction, it is expedient to represent the incident magnetic
field in the associated r;/; zð Þ cylindrical coordinate system in terms of a Fourier-
Bessel series:

Hi r;/ð Þ ¼ exp ik0xð Þûz ¼
X1

n¼�1
inJn k0rð Þ exp in/ð Þûz; ð6:4Þ

where k0 ¼ x
ffiffiffiffiffiffiffiffiffi
e0l0
p ¼ 2p=k0 denotes the vacuum wavenumber (with k0 being the

corresponding wavelength), and Jn denotes the nth-order Bessel function of the
first kind [28]. In (6.4), and henceforth, boldface symbols identify vector quanti-
ties, and ûa denotes an a-directed unit vector. In [21], we worked out an analytical
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calculation of the EM field in the four-layer configuration of Fig. 6.1d, based on
the approaches originally proposed in [16–18, 29], whose main results are sum-
marized below. The magnetic field in the various regions of Fig. 6.1d can be
expressed in terms of a Bessel-Fourier series

H r;/ð Þ ¼
P1

n¼�1
aðmÞn þ dm5in
� �

Jn g rð Þ½ � þ bðmÞn Yn g rð Þ½ �
n o

exp in/ð Þûz;

Rm�1\r\Rm; m ¼ 1; . . .5;
ð6:5Þ

where a mð Þ
n and b mð Þ

n are the expansion coefficients, R0 ¼ 0 and R5 ¼ 1 represent
‘‘dummy’’ parameters introduced for notational convenience, Yn denotes the nth-
order Bessel function of the second kind [28], dpq is the Kronecker delta
[accounting for the plane-wave illumination, (6.4)], and

g rð Þ ¼ k0r;R2\r\R3;
x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e0 f rð Þ½ �l0 f rð Þ½ �

p
f rð Þ; r\R2; r [ R3:

�
ð6:6Þ

Referring the reader to Castaldi et al. [21] for details on the calculation of the
expansion coefficients (via enforcement of the proper boundary and field-finite-
ness/continuity conditions, in the limit D2;3 ! 0), the final relevant results can be
summarized as follows:

b 4; 5ð Þ
n ¼ ia 4; 5ð Þ

n ; a 4ð Þ
n ¼ in þ ia 5ð Þ

n ; b 1; 2ð Þ
n ¼ 0; a 2ð Þ

n ¼ a 1ð Þ
n ; ð6:7Þ

a 1;3;5ð Þ
0 � b 3ð Þ

0 �O
1

log D3

� �
; ð6:8Þ

a 1ð Þ
n �O

D nj j
3

D nj j
2

 !
; a 3ð Þ

n � b 3ð Þ
n �O D nj j

3

� �
; a 5ð Þ

n �O D2 nj j
3

� �
; n 6¼ 0; ð6:9Þ

where the Landau asymptotic notation O �ð Þ is used in order to focus on the scaling
laws (for D2; 3 ! 0), neglecting irrelevant constants and higher order terms. From
(6.7) to (6.9), it is evident that, letting the parameters D2 and D3 go to zero while
keeping their ratio finite, the expansion coefficients pertaining to the gap layer and
to the exterior region can be made vanishingly small, while maintaining the
(n 6¼ 0) coefficient pertaining to the inner region nonzero. In other words, as
intuitively anticipated, the incident field can couple to the inner region r\R1,
tunneling through the cloaked layer R2\r\R3, and without exterior scattering.

Overall, the above results indicate the possibility of judiciously tailoring the
competing cloaking and anti-cloaking effects so as to effectively cloak a region of
space while maintaining the capability of somehow ‘‘sensing’’ the outside field
from the inside. Similar ideas were recently explored in [24–27] within the
suggestive framework of ‘‘sensor invisibility.’’
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6.2.2.2 Effects of Permittivity Mismatch

In a sensor-cloaking scenario, the inner region r\R1 is filled by an absorbing
target (mimicking a sensor or a detector) and, thus, different from the above
scenario, is not matched with the surrounding anti-cloak. Therefore, it makes sense
to study the effects of a slightly mismatched electrical permittivity,

�e1 ¼ 1þ Deð Þ2e1; ð6:10Þ

of the target, with the small term De parameterizing such mismatch. Referring the
reader to Castaldi et al. [22] for details, below we summarize the results from a
perturbative study:

�b 1ð Þ
n ¼ 0; �b 4;5ð Þ

n ¼ i�a 4;5ð Þ
n ; �a 4ð Þ

n ¼ in þ i�a 5ð Þ
n ; �b 2ð Þ

n � �a 1ð Þ
n O Deð Þ;

�a 2ð Þ
n � �a 1ð Þ

n 1þ O Deð Þ½ �;
ð6:11Þ

�a 1ð Þ
n �

a 1ð Þ
n

1þ On
;

�a 3;5ð Þ
n

�b 3ð Þ
n

( )
�

a 3;5ð Þ
n

b 3ð Þ
n

( )
1þ On

1þ On

� �
; ð6:12Þ

where the ‘‘overbar’’ denotes the expansion coefficients pertaining to the mis-
matched configuration, and

On ¼
O De log D3ð Þ; n ¼ 0;

O DeD
�2 nj j
3

� �
; n 6¼ 0:

8<
: ð6:13Þ

From (6.11) to (6.13), it is observed that the mismatch does not affect the
cloaking function, but it deteriorates the anti-cloaking capability of restoring
the field inside the target region. This implies that, for increasing mismatch levels,
the cloaking effect eventually prevails, and the sensing capability is lost.

6.2.2.3 Effects of the Vacuum Gap

It is also insightful to study the effects of the vacuum gap R2\r\R3 in the EM
response. While a general parameterization is not easy to achieve, it is interesting
to focus on the limiting case

R3 ¼ 1þ DGð ÞR2; ð6:14Þ

with the term DG parameterizing a vanishingly small gap. Referring once again the
reader to our work [22] for details, we obtained the relevant expansion coefficients
in the target and exterior regions
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a 1ð Þ
n �

1
1 þ O DG log D3ð Þ ; n ¼ 0;

2inc nj je1

e1 þ e0ð Þ
D3

D2

� � nj j
þO D2 nj j

3

� �
þ O DGð Þ; n 6¼ 0;

8>><
>>:

ð6:15Þ

a 5ð Þ
n �

O DG log�1 D3
� 	

O DGð Þ þ O log�1 D3
� 	 ; n ¼ 0;

O D2 nj j
3

� �
1þ O DGð Þ½ �; n 6¼ 0;

8>><
>>:

ð6:16Þ

where

c ¼
ffiffiffiffiffiffiffiffiffi
e0l0
p

R4 R2 � R1ð Þffiffiffiffiffiffiffiffiffi
e1l1
p

R1 R4 � R3ð Þ : ð6:17Þ

From (6.15) to (6.17), we observe that, in the vanishing-gap limit, the scattered
field maintains its vanishingly small character, whereas, in connection with the
field coupled to the target region, the zeroth-order coefficient may be now
recovered by letting DG ! 0 faster that log�1 D3. In fact, assuming DG ¼ 0 (i.e.,
R3 ¼ R2) and enforcing the continuity of the transformation in (6.2), i.e.,
f Rþ2
� 	

¼ f R�2
� 	

, we obtain

R1D2

R2 þ D2 � R1
¼ R4D3

R4 þ D3 � R3
; ð6:18Þ

which, in the limit D2; 3 ! 0 reduces to

c ¼
ffiffiffiffiffiffiffiffiffi
e0l0
p
ffiffiffiffiffiffiffiffiffi
e1l1
p

D2

D3

� �
: ð6:19Þ

For a vacuum inner region (e1 ¼ e0; l1 ¼ l0), this yields

a 1ð Þ
n ¼ in; ð6:20Þ

which, by comparison with (6.4), indicates that the impinging plane wave is com-
pletely restored in the inner region, i.e., the anti-cloak perfectly compensates the
cloak, consistently with the results in [20]. However, for media different from vac-
uum, the field coupled to the inner region is a distorted version of the impinging one.

6.2.3 Review of Representative Numerical Results

6.2.3.1 Cloaking of Multiply Connected Regions

We start considering a configuration with a DPS (vacuum) inner cylinder
e1 ¼ e0; l1 ¼ l0ð Þ of radius R1 ¼ 0:4k0, surrounded by a DPS cloak and a DNG
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anti-cloak with R2 ¼ 0:75k0, R3 ¼ 1:7k0, R4 ¼ 2:5k0, D2 ¼ R2=200, D3 ¼
R3=200, and very slight losses (tan d = 10-4). Figure 6.2a shows the real part of
the magnetic field-map computed, while Fig. 6.2b shows a magnified detail with
the normalized Poynting vector map superimposed. Basically, in the exterior
region r [ R4, the picture resembles that of the conventional cloak, with quite low
scattering and mild distortion of the original planar wavefronts. Inside the cloak,
the anti-cloak and the inner cylinder form a ‘‘resonating cavity’’ which, via the
vanishingly small coupling through the cloaked layer, is able to restore a modal
field.

Similar results may be observed for the other three possible combinations
(DPS-DNG, ENG-MNG, MNG-ENG) of cloak and anti-cloak parameters (see
Castaldi et al. [21] for details).

In order to better illustrate the phenomenon, it is insightful to consider the
possible presence of penetrable objects inside the cloaked layer. Referring to the
scenario and parameters of Figs. 6.2, 6.3 shows the field maps in the presence of a
dielectric coaxial annular layer of radii Ra ¼ k0 and Rb ¼ 1:5k0 (shown dashed),
and permittivity eobj ¼ 2e0 tan d ¼ 10�4ð Þ. This configuration is also amenable to
analytical treatment, via straightforward generalization of (6.5). It can be observed,
also by comparison with Fig. 6.2, that the dielectric annular layer is effectively
cloaked. This indicates the possibility of achieving selective cloaking of a multiply
connected penetrable object.
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Fig. 6.2 a Magnetic field (real part) map for a configuration featuring a vacuum
e1 ¼ e0; l1 ¼ l0ð Þ inner cylinder and a DNG anti-cloak, with R1 ¼ 0:4k0, R2 ¼ 0:75k0,

R3 ¼ 1:7k0, R4 ¼ 2:5k0, D2 ¼ R2=200, D3 ¼ R3=200, and tan d = 10-4. b Magnified view with a
superimposed map of the real part of the Poynting vector (normalized in the uncloaked regions,
so that it is only indicative of the power flow direction) Reprinted from Castaldi et al. [21] with
permission from the Optical Society of America
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6.2.3.2 Scattering Versus Absorption Tradeoff: Sensor Cloaking

In order to explore to what extent a cloak/anti-cloak configuration may be
exploited for sensing purposes, it is insightful to study the power absorption versus
scattering tradeoff in the presence of a slightly lossy dielectric target in the region
r\R1. Recalling the results in Sect. 6.2.2.3, the vanishing-gap configuration would
appear particularly well suited to this scenario, since it allows the recovery of the
(otherwise logarithmically vanishing) zeroth-order terms in the Fourier-Bessel
expansion of the transmitted field (and thus, in principle, a higher power
absorption), while keeping the scattered field vanishingly small. In [22], we carried
out a comprehensive parametric study (within and beyond the asymptotic limits
D2;3;G;e ! 0) in order to identify the ‘‘optimal’’ parameter configurations and
possible tradeoffs, also in the more realistic case of slightly lossy cloak and anti-
cloak. The overall scattering and absorption responses may be conveniently
parameterized in terms of the total scattering cross-sectional width Qs [25] and the
time-averaged power Pa (per unit length along the z-axis) in the target region,

Qs ¼
2k0

p

X1
n¼�1

�a 5ð Þ
n



 

2; Pa ¼
xIm �e1ð Þ

2

ZR1

0

rdr

Z2p

0

d/ E r;/ð Þj j2; ð6:21Þ

with E denoting the local electric field (which may be obtained from (6.5) via the
relevant Maxwell’s curl equation).

With reference to a small dielectric (lossy) target with R1 ¼ k0=8 and
e1 ¼ 4þ i0:25ð Þe0, Fig. 6.4 shows the two observables in (6.21) (in decibel scale,
normalized to the values pertaining to the free-standing target in vacuum) as a
function of the parameters D2 and D3, for R2 ¼ k0=2, R3 ¼ 1þ DGð ÞR2, R4 ¼ k0,
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Fig. 6.3 As in Fig. 6.2, but with a dielectric coaxial annular layer of radii Ra ¼ k0 and Rb ¼
1:5k0 (shown dashed) and permittivity eobj ¼ 2e0 tan d ¼ 10�4ð Þ inside the cloaked layer.
Reprinted from Castaldi et al. [21], with permission from the Optical Society of America
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and three representative values of the vacuum gap thickness DG, assuming a loss
tangent of 0.001 for the (DPS) cloak shell, and 0.01 for the (DNG) anti-cloak shell.
In agreement with our prediction from the analytical study in Sect. 6.2.2.3, the case
in the absence of the gap turns out to be the most effective in terms of scattering
reduction. However, it can be observed that the maximum scattering reduction
generally does not coincide with the maximum absorption, and different parameter
choices are possible (including super-scattering [30] and super-absorption [31]
configurations, which are not of direct interest for this investigation). This is better
explained and quantified in the tradeoff curves shown in Fig. 6.5, which, for a
given value of the (normalized) scattering response �Qs yield the largest (normal-
ized) absorption response �Pa attainable for various values of the target loss levels.
In particular, they illustrate how, in the absence of the gap and varying D2 and D3,
it is possible to span the entire range of cloak/anti-cloak interactions, going from a
regime featuring weak scattering and weak absorption (i.e., cloak-prevailing) to
one featuring scattering and absorption levels comparable with those in vacuum
(i.e., anti-cloak compensating the cloak). In between, there is a regime where it is
possible to attain weak (though not weakest) scattering accompanied by sensible
(though weaker than in vacuum) absorption. Thus, for instance, assuming
Im �e1ð Þ ¼ 0:25e0 (full square markers), and accepting a scattering reduction of
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Fig. 6.4 Geometry as in Fig. 6.1a, with �e1 ¼ 4þ i0:25ð Þe0, l1 ¼ l0, R1 ¼ k0=8, R2 ¼ k0=2,
R3 ¼ 1þ DGð ÞR2, R4 ¼ k0, assuming a loss-tangent of 0.001 for the cloak and 0.01 for the anti-
cloak. a–c Total scattering cross-sectional width in (6.21) normalized by the reference value in
vacuum, in decibel scale, as a function of D2=R2 and D3=R3, for values of the gap-thickness
parameter DG ¼ 0; 1=50; 1=25, respectively. d–f Corresponding time-averaged dissipative
power normalized by the reference value in vacuum. Reprinted from Castaldi et al. [22] with
permission from the Optical Society of America
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about 20 dB, one may achieve an absorption response nearly 3 dB below the
reference case in vacuum.

For a deeper understanding of this somehow counterintuitive behavior, it is
instructive to look at the analytical structure of the total absorption cross-sectional
width [25]

Qa ¼ �
2k0

p

X1
n¼�1

�a 5ð Þ
n



 

2þRe in�a 5ð Þ
n

h in o
; ð6:22Þ

which is representative of the target absorption only in the ideal case of a lossless
cloak and anti-cloak. By comparison with the total scattering cross-sectional width
Qs in (6.21), we note that, although Qa must asymptotically vanish in the limit of

zero scattering (i.e., �að5Þn ! 0), such vanishing trend may be moderately slower
than that of Qs, in view of the presence of the linear terms in (6.22). This explains
the possibility of achieving, outside the asymptotic regime, significant scattering
reductions while maintaining sensible absorption levels.

In order to better elucidate the role of the anti-cloak, also shown in Fig. 6.5
(empty markers) are the tradeoff curves pertaining to a TO-based imperfect cloak,
characterized by the usual transformation

r0 ¼ f ðrÞ ¼
r; r\R1; r [ R4;

R4
r�R1þD1

R4�R1þD1

� �
; R1\r\R4;

(
ð6:23Þ

and same total thickness of the above cloak/anti-cloak configuration. As can be
observed, in spite of the qualitatively similar trend, the imperfect-cloak tradeoff
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Fig. 6.5 Tradeoff curves (full markers) pertaining to the cloak/anti-cloak configuration in
Fig. 6.4, for various values of the target loss levels (squares, circles, triangles, diamonds:
Im �e1ð Þ ¼ 0:25e0; 0:5e0; e0; 2e0, respectively). Also shown (empty markers), as references,
are the corresponding curves pertaining to an imperfect (lossless) cloak configuration (6.23).
Reprinted from Castaldi et al. [22] with permission from the Optical Society of America
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curves (obtained by scanning the parameter D1) are much steeper, thereby
implying that significant reductions of the scattering can only be obtained at the
expenses of comparable reductions in the absorption.

6.3 Three-Dimensional Cloak/Anti-Cloak Interactions

6.3.1 Spherical Problem Geometry and Formulation

Similar to the cylindrical case in Sect. 6.2, we begin considering an auxiliary vacuum
space x0; y0; z0ð Þ (and associated spherical r0; h0;/0ð Þ reference system, Fig. 6.6a)
containing a two-layer piecewise-homogeneous, isotropic spherical configuration:

e0 r0ð Þ ¼
e1; 0\r0\R1

e2; R1\r0\R2;

e0; r0[ R2

8><
>:

l0 r0ð Þ ¼
l1; 0\r0\R1

l2; R1\r0\R2;

l0; r0[ R2

8><
>:

ð6:24Þ

to which we apply the piecewise-linear radial mapping (in the associated r; h;/ð Þ
spherical reference system, Fig. 6.6b)

r0 ¼ f ðrÞ ¼

r; r\R1; r [ R4;

R01
R2þD2�r

R2þD2�R1

� �
; R1\r\R2;

R4
r�R3þD3

R4�R3þD3

� �
; R3\r\R4:

8>><
>>:

ð6:25Þ

This yields a four-layer spherical configuration in the actual physical space
x; y; zð Þ (see Fig. 6.6c), which constitutes the 3-D spherical generalization of the

cylindrical scenario in Sect. 6.2, and comprises a homogeneous, isotropic sphere
(of radius R1 and constitutive parameters e1; l1) surrounded by an anti-cloak shell
R1\r\R2ð Þ and cloak shell R3\r\R4ð Þ which are separated by a vacuum gap
R2\r\R3ð Þ. The cloak and anti-cloak constitutive-tensor-components (in spheri-

cal coordinates) are given by [2, 18, 29]

er rð Þ ¼ e0 r0ð Þ
_f rð Þ

r0

r

� �2

; eh rð Þ ¼ e/ rð Þ ¼ e0 r0ð Þ_f rð Þ;

lr rð Þ ¼ l0 r0ð Þ
_f rð Þ

r0

r

� �2

; lh rð Þ ¼ l/ rð Þ ¼ l0 r0ð Þ_f rð Þ:

8>>>><
>>>>:

ð6:26Þ

Also in this scenario, the idea is to suitably tailor (via the small parameters D2

and D3) the competing cloak/anti-cloak effects so as to create an effectively cloaked
region in the vacuum gap R2\r\R3, while still being able to couple a
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non-negligible field in the inner region r\R1. However, different from the
cylindrical scenario in Sect. 6.2, we consider here the additional parameters
e2; l2; R01. In particular, we note that a choice R01 6¼ R1 renders the mapping in
(6.25) discontinuous (see Fig. 6.6b). These extra degrees of freedom will be
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Fig. 6.6 Spherical problem geometry. a Two-layer piecewise-homogeneous, isotropic spherical
configuration in the fictitious auxiliary space x0; y0; z0ð Þ (and associated r0; h0;/0ð Þ spherical
coordinate system). b Piecewise-linear radial coordinate transformation in (6.25) (in the limit
D2;3 ! 0), with the dashed part illustrating the discontinuous case considered in Sect. 6.3.3.
c General cloak/anti-cloak (with vacuum gap) configuration in the actual physical space x; y; zð Þ
(and associated r; h;/ð Þ spherical coordinate system). Reprinted from Castaldi et al. [23], with
permission from Elsevier
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exploited in one configuration only (see Sect. 6.3.2.3 below), while in all other
examples the formal structure in Sect. 6.2 will be preserved by assuming
e2 ¼ e1; l2 ¼ l1; R01 ¼ R1.

6.3.2 Review of Main Analytical Derivations

6.3.2.1 General Solution

Also in this case, we are interested in characterizing the EM response to a time-
harmonic plane-wave illumination. In particular, we assume an x-directed electric
field, with incidence from the positive z-direction,

Ei zð Þ ¼ exp ik0zð Þûx ¼ Ei
TE r; h;/ð Þ þ Ei

TM r; h;/ð Þ; ð6:27Þ

which is conveniently split in the sum of transverse electric (TE) and magnetic
(TM) components. In [23], we calculated an analytical solution, based on the
generalized (coordinate-mapped) Mie-series approach proposed in [18, 29], which
is compactly summarized below. First, the TE and TM components in (6.27) are
represented in terms of scalar Debye potentials [32]:

Ei
TE ¼ �e�1

0 r� ûrU
i
TE

� 	
; Hi

TE ¼ �ix�1l�1
0 r� Ei

TE;

Hi
TM ¼ l�1

0 r� ûrU
i
TM

� 	
; Ei

TM ¼ ix�1e�1
0 r�Hi

TM ;

(
ð6:28Þ

which admit the following spherical harmonic expansion [32]:

Ui
TE r; h;/ð Þ ¼

X1
n¼1

in 2nþ 1
n nþ 1ð Þ sin /P1

n cos hð ÞSn k0rð Þ;

Ui
TM r; h;/ð Þ ¼

X1
n¼1

in 2nþ 1
n nþ 1ð Þ cos /P1

n cos hð ÞSn k0rð Þ;
ð6:29Þ

with Pm
n denoting the associated Legendre functions of the first kind,

Sn xð Þ ¼ xjn xð Þ the nth-order Riccati-Bessel functions of the first kind, and jn the
nth-order spherical Bessel function of the first kind [28].

The fields in the various regions of Fig. 6.6c are likewise represented in terms
of coordinate-mapped scalar Debye potentials:

E
mð Þ

TE ¼ �e�1 � r � _f ûrU
mð Þ

TE

� �
; H

mð Þ
TE ¼ �ix�1l�1 � r � E

mð Þ
TE ;

H
mð Þ

TM ¼ l�1 � r � _f ûrU
mð Þ

TM

� �
; E

mð Þ
TM ¼ ix�1e�1 � r �H

mð Þ
TM;

Rm�1 \r \ Rm; m ¼ 1; ::; 5;

8>><
>>:

ð6:30Þ
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U mð Þ
TE r; h;/ð Þ ¼

P1
n¼1

in 2nþ1
n nþ1ð Þ aðmÞn;TE þ dm5

� �
Sn g rð Þ½ � þ bðmÞn;TECn g rð Þ½ �

n o
sin /P1

n cos hð Þ;

U mð Þ
TM r; h;/ð Þ ¼

P1
n¼1

in 2nþ1
n nþ1ð Þ aðmÞn;TM þ dm5

� �
Sn g rð Þ½ � þ bðmÞn;TMCn g rð Þ½ �

n o
cos /P1

n cos hð Þ;
Rm�1\r\Rm; m ¼ 1; ::; 5:

8>>>><
>>>>:

ð6:31Þ

In (6.30) and (6.31), aðmÞn;TE; aðmÞn;TM; bðmÞn;TE; bðmÞn;TM are unknown expansion coeffi-
cients, the constitutive tensors e and l are given by (6.26) for the cloak and anti-

cloak layers (and reduce to the appropriate scalar quantities in the regions
R2\r\R3; r [ R4 and r\R1), Cn xð Þ ¼ �xyn xð Þ denote the nth-order Riccati-
Bessel functions of the second kind, yn the nth-order spherical Bessel functions of
the second kind [28], and all other quantities are formally defined as in
Sect. 6.2.2.1 (but now implying spherical coordinates). As for the cylindrical
scenario, the expansion coefficients are computed by enforcing the proper
boundary and field-finiteness/continuity conditions, in the limit D2;3 ! 0. In what
follows, as in Sect. 6.2, we generally focus on the scaling laws, via the use of the
asymptotic Landau notation O �ð Þ, and, for notational convenience, we omit the
TE/TM subfixes since the results not depend on the polarization state.

6.3.2.2 Conventional Configuration

6.3.2.2.1 With Vacuum Gap

We start with the direct generalization of the cylindrical scenario in Sect. 6.2, by
assuming

e2 ¼ e1; l2 ¼ l1; R01 ¼ R1; ð6:32Þ

Referring the reader to Castaldi et al. [23] for details, we obtain:

að1Þn ¼ að2Þn ; bð2Þn ¼ 0; a 5ð Þ
n ¼ ibð4Þn ; að4Þn ¼ 1þ ibð4Þn ; ð6:33Þ

að1;2Þn �O
Dnþ1

3

Dn
2

� �
; að3Þn � bð3Þn �O Dnþ1

3

� 	
; að5Þn ¼ ibð4;5Þn �O D2nþ1

3

� 	
: ð6:34Þ

From (6.33) and (6.34), we observe that, in the limit D3 ! 0, the coefficients
pertaining to the vacuum gap R2\r\R3 and to the exterior region r [ R4 decay
algebraically, thereby implying a strong field suppression in those regions. Con-
versely, the coefficients pertaining to the inner region r\R1 depend on the ratio
D3=D2, and thus they may be in principle partially recovered by letting D2 ! 0
faster than D3. Therefore, similar to the cylindrical case in Sect. 6.2 (but via a
different scaling law of D2 and D3), it is still possible to effectively cloak the
vacuum gap R2\r\R3, with very weak exterior scattering, while coupling to the
inner region r\R1 a distorted version of the illuminating field.
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6.3.2.2.2 Without Vacuum Gap

Also in the spherical scenario, it is interesting to consider the case in the absence
of the vacuum gap (i.e., R3 ¼ R2). We found (see [23] for details)

að1;2Þn �
O Dn

3
Dn

2

� �

1þ O D2
D3

� � ; að5Þn ¼ ibð4;5Þn �O D2nþ1
3

� 	 1þ O D3
D2

� �

1þ O D3
D2

� �
2
4

3
5; ð6:35Þ

which indicates that, by letting D2;D3 ! 0 while keeping their ratio finite, it is
possible to recover, in principle, all the coefficients pertaining to the inner region
r\R1. Interestingly, the particular choice

D3

D2
¼

ffiffiffiffiffiffiffiffiffi
e1l1
p

R1 R4 � R3ð Þffiffiffiffiffiffiffiffiffi
e0l0
p

R4 R2 � R1ð Þ ; e0l1 ¼ e1l0 ð6:36Þ

yields

að1;2Þn �
ffiffiffiffiffiffiffiffiffi
e1l1

e0l0

r
¼ e1

e0
; ð6:37Þ

which implies that the impinging plane wave can be perfectly restored in the inner
region r\R1 with controllable amplitude (via the ratio e1=e0).

Also in this case, a particularly interesting application of the above configu-
ration is in the framework of ‘‘sensor cloaking’’ [24–27]. In Sect. 6.2, in con-
nection with the cylindrical scenario, we showed analytically (and verified
numerically) that the best performance was indeed obtained in the absence of the
vacuum gap. Although for the spherical scenario this conclusion cannot be taken
for granted and would be rather involved to address, we will show in Sect. 6.3.3
below that a configuration featuring a slightly lossy spherical dielectric particle
(mimicking the sensor loading effects) surrounded by a cloak/anti-cloak configu-
ration with no vacuum gap may yield reasonably good performance.

6.3.2.3 Approximate DPS Implementation

As noted previously, the constitutive parameters characterizing the anti-cloak are
opposite in sign to those possessed by the medium filling the auxiliary-space
region to be transformed. This implies that, for a DPS inner region, a DNG anti-
cloak is required, which represents a severe technological challenge. In [33], we
proposed an approximate anti-cloak implementation based entirely on DPS
materials, in connection with a particular class of 2-D transformations similar to
those originally introduced in [34] in connection with square-shaped invisibility
cloaks. In [23], we explored a different approach, applicable to the spherical
scenario of interest, and based on the judicious exploitation of the additional
parameters e2; l2; R01 purposely introduced in the model (6.24). Within this
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framework, the DPS character of the anti-cloak is enforced upfront, by starting
with a DNG material in the auxiliary-space region R1\r0\R2 (Fig. 6.6a),
i.e., choosing e2\0; l2\0, and recalling the decreasing character (i.e., _f \0) of
the coordinate-transformation in the anti-cloak layer (see. Fig. 6.6b). The DPS
character of the inner spherical region r\R1 is also ensured by keeping
e1 [ 0; l1 [ 0. This, however, implies a deleterious (for the anti-cloak function)
parameter mismatch at the interface r ¼ R1, which can be (at least partially)
compensated by purposely introducing a discontinuity of the coordinate trans-
formation at that interface, by choosing R01 6¼ R1 (see Fig. 6.6b). In particular,
letting k1 ¼ x

ffiffiffiffiffiffiffiffiffi
e1l1
p

and k2 ¼ x
ffiffiffiffiffiffiffiffiffi
e2l2
p

, it can be shown (see [23] for details) that
instrumental to the anti-cloaking effects are the conditions

_Sn k2R01
� 	

Sn k2R01
� 	 ¼ �je2j

ffiffiffiffiffiffiffiffiffi
e1l1
p _Sn k1R1ð Þ

e1
ffiffiffiffiffiffiffiffiffi
e2l2
p

Sn k1R1ð Þ ; ð6:38Þ

which are valid for both TE and TM polarizations provided that e2=e1 ¼l2=l1. For
e2 6¼ e1 and l2 6¼ l1, the above numerable infinity of transcendental equations
cannot be exactly satisfied. Nevertheless, by exploiting the available free (though
sign-constrained) parameters R01 [ 0; e1 [ 0; l1 [ 0, e2\0; l2\0, we can still
enforce a limited number of them (e.g., those pertaining to the lowest n orders),
which results in approximate anti-cloaking effects.

The above results indicate that the proposed DPS anti-cloak implementation
inherently implies an imperfect restoration of the field in the inner spherical region
r\R1, also in the absence of the gap. In Sect. 6.3.3 below, we review some
representative results, also in connection with sensor cloaking, and compare them
with those pertaining to standard implementations.

6.3.3 Review of Representative Numerical Results

We begin considering the conventional cloak/anti-cloak implementation with the
vacuum gap (Sect. 6.3.2.2.1), i.e., the direct generalization of the cylindrical results
in Sect. 6.2. In all examples presented below, we consider a slight level of losses
(loss-tangent = 0.001) in the DPS media, and a higher level (loss-tangent = 0.01)
in the DNG media. Figure 6.7a shows the field-map (real part of the electric field x-
component) in the y–z plane, for a plane-wave-excited configuration featuring
e2 ¼ e1 ¼ e0; l2 ¼ l1 ¼ l0, i.e., a DNG anti-cloak. Similar effects as for the
cylindrical case are also observed in this scenario, with strong field suppression in
the vacuum gap (which is thus effectively cloaked) and very weak exterior
scattering. Yet the anti-cloak allows coupling to a cavity-type mode in the inner
vacuum region r\R1. As for the cylindrical case in Sect. 6.2, qualitatively similar
results (not shown for brevity) were observed for the alternative configuration
featuring a DPS anti-cloak with a DNG inner sphere, as well as for an ENG anti-
cloak with a MNG inner sphere (and vice versa).
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For the same geometrical configuration, Fig. 6.7b shows the response obtained
via an approximate DPS implementation of the anti-cloak (Sect. 6.3.2.3), obtained
by fixing the constitutive parameters e2 ¼ �e0; l2 ¼ �l0, and enforcing the
condition (6.38) for n ¼ 1 only, by exploiting the remaining parameter R01. It can
be observed that, in spite of the simplifications, the results are qualitatively
comparable with those pertaining to the conventional (i.e., DNG anti-cloak)
implementation.

Figure 6.8 shows instead the response of a configuration without the vacuum
gap (Sect. 6.3.2.2.2), i.e., R3 ¼ R2, satisfying the conditions in (6.36), from which
it is evident the rather faithful restoration of the impinging planar wavefronts
inside the inner region r\R1, with amplitude twice as strong as the impinging one,
owing to the choice e2 ¼ 2e0 (6.37).

For illustration of the sensor-cloaking capabilities, we consider a small, lossy
inner spherical target of radius R1 ¼ k0=8 and permittivity e1 ¼ 4þ 0:4ið Þe0, in
order to mimic the sensor-loading effects. As in Sect. 6.2, the overall target
‘‘visibility’’ (to a far-field observer) is parameterized in terms of total scattering
cross section [35]

Qs ¼
k2

0

2p

X1
n¼1

2nþ 1ð Þ að5Þn;TE









2
þ að5Þn;TM









2

� �
; ð6:39Þ
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Fig. 6.7 Representative field-map (real part of electric field x-component in the y-z plane) for the
plane-wave-excited configuration in Fig. 6.6c. a Conventional (DNG) anti-cloak implementation
with e2 ¼ e1 ¼ e0; l2 ¼ l1 ¼ l0, R01 ¼ R1 ¼ k0=2, R2 ¼ k0, R3 ¼ 3k0=2, R4 ¼ 2k0,D2 ¼ R2=20,
and D3 ¼ R3=100. b Approximate DPS implementation of the anti-cloak, with
e2 ¼ �e0; l2 ¼ �l0, and R01 ¼ 0:732R1. Here, and henceforth, loss-tangent values of 0.001
and 0.01 are consistently assumed for DPS and DNG media, respectively. Reprinted from
Castaldi et al. [23], with permission from Elsevier
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and the ‘‘sensing’’ (absorption) capabilities via the time-averaged dissipated power

Pa ¼
xIm e1ð Þ

2

Z R1

0
dr

Z p

0
dh
Z 2p

0
d/ r2 sin h E r; h;/ð Þj j2: ð6:40Þ

With reference to a conventional DNG anti-cloak implementation, Fig. 6.9
illustrates the response attainable, in terms of the above observables (normalized
with respect to the corresponding reference values exhibited by the free-standing
target in vacuum), as a function of the parameters D2 and D3. The results resemble
those obtained for the cylindrical case in Sect. 6.2, with broad dynamic ranges
spanning from strong scattering/absorption reductions to super-scattering/
absorption behaviors. Qualitatively similar results, though with narrower dynamic
ranges, are obtained in the case of DPS (approximate) anti-cloak implementation,
shown in Fig. 6.10. As discussed in Sect. 6.2, it makes sense to quantify and
compare the performance by means of tradeoff curves, as shown in Fig. 6.11. Also
for the spherical scenario, a broad range of cloak/anti-cloak interactions can be
span by varying D2 and D3, going from a cloak-prevailing regime (with weak
scattering/absorption) to an anti-cloak-prevailing one (with scattering and
absorption comparable with or even higher than those in vacuum), and passing
through an intermediate regime featuring significant scattering reductions
accompanied by acceptable absorption levels.

As expected, consistently better outcomes are attained by the DNG anti-cloak
implementation, by comparison with the approximate DPS one. For instance, for a
targeted scattering reduction of -15 dB, the DNG anti-cloak implementation
yields a super-absorption of 7.7 dB. However, for the same targeted scattering
reduction, the approximate DPS configuration yields an absorption only 1 dB
below that of the free-standing target. Such moderate deterioration is, however,
fairly counterbalanced by a significantly simpler implementation.
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Fig. 6.8 As in Fig. 6.7a (i.e.,
DNG anti-cloak), but in the
absence of the vacuum gap,
and with e2 ¼ e1 ¼ 2e0,
l2 ¼ l1 ¼ 2l0,
R3 ¼ R2 ¼ k0, R4 ¼ 3k0=2,
D2 ¼ R2=10, D3 ¼ R3=20.
Reprinted from Castaldi et al.
[23], with permission from
Elsevier
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Fig. 6.9 Geometry as in Fig. 6.6c, but in the absence of the vacuum gap, with e1 ¼ 4þ 0:4ið Þe0,
e2 ¼ 4e0; l2 ¼ l1 ¼ l0 (i.e., DNG anti-cloak), R01 ¼ R1 ¼ k0=8, R2 ¼ R3 ¼ k0=2, and R4 ¼ k0.
a Normalized total scattering cross section in dB scale, as a function of D2=R2 and D3=R3.
b Corresponding normalized time-averaged dissipated power. Reprinted from Castaldi et al. [23],
with permission from Elsevier
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Fig. 6.10 As in Fig. 6.9, but for an approximate DPS implementation of the anti-cloak, with
e2 ¼ �4e0, l2 ¼ �l0, and R01 ¼ 0:56R1. Reprinted from Castaldi et al. [23], with permission
from Elsevier
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As in Sect. 6.2, in order to illustrate the important role played by the anti-cloak,
also shown in Fig. 6.11 is the tradeoff curve pertaining to an imperfect cloak alone
(i.e., without the anti-cloak), characterized by a conventional (linear) transfor-
mation and same total thickness as the above cloak/anti-cloak configurations
(6.23), but assuming spherical coordinates). Also in this case, although the general
trend looks similar to the above cases, the performance is considerably poorer,
allowing significant scattering reductions (e.g., -15 dB) only at the expenses of
severe curtails (-12 dB reduction in the absorption) of the sensing capabilities.

6.4 Conclusions and Perspectives

In this chapter, we have reviewed a body of results from our recent analytical
studies of cloak/anti-cloak interactions in 2-D (cylindrical) and 3-D (spherical)
scenarios [21–23]. Our studies have shown the possibility of effectively cloaking
an annular (cylindrical or spherical) region separating the cloak and the anti-cloak,
while still being able to restore in an inner region a (generally distorted) version of
the impinging field. Moreover, with the cloak and anti-cloak directly contiguous,
we have shown the possibility of ‘‘perfectly’’ restoring the impinging field, while
maintaining a very weak exterior scattering, and have investigated the scattering
versus absorption tradeoff of interest in sensor-cloaking scenarios. Finally, we
have focused on the possibility of implementing approximate anti-cloaking effects
via the use of DPS media only, which looks very promising from the practical
implementation viewpoint.

Current and future studies are aimed at exploring further parameter simplifi-
cations/reductions, based, e.g., on spatially-invariant [36] or non-magnetic [37,
38] material parameters. Also of interest are comparative studies of the sensor-
cloaking performance, against the alternative approaches [24–27]. In this
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Fig. 6.11 Sensor-cloaking
tradeoff curves pertaining to
the DNG (squares) and
approximate DPS anti-cloak
(circles) configurations
(Figs. 6.9 and 6.10,
respectively). Also shown
(triangles), as a reference, is
the corresponding curve
pertaining to an imperfect
cloak configuration.
Reprinted from Castaldi et al.
[23], with permission from
Elsevier
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framework, we highlight that in our prototype studies [21–23] no particular effort
was made to exhaustively optimize the parametric configurations pertaining to the
application examples illustrated, and thus there should be significant room for
further performance improvement.
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Chapter 7
Transformation Electromagnetics Design
of All-Dielectric Antennas

Wenxuan Tang and Yang Hao

Abstract The discrete coordinate transformation is a practical implementation of
transformation electromagnetics. It solves the transformation between coordinate
systems in a discretized form. This method significantly relaxes the strict
requirement for transformation media, and consequently leads to easily-realizable
applications in antenna engineering. In this chapter, the discrete coordinate
transformation is demonstrated and analyzed from the theory and is proved to
provide an all-dielectric approach of device design under certain conditions. As
examples, several antennas are presented, including a flat reflector, a flat lens, and
a zone plate Fresnel lens. The Finite-Difference Time-Domain (FDTD) method is
employed for numerical demonstration. Realization methods are also discussed,
and a prototype of the carpet cloak composed of only a few dielectric blocks is
fabricated and measured.

7.1 Introduction

The concept of transformation electromagnetics was first proposed in 2006 in
pioneering theoretical works by Leonhardt and Pendry et al. independently [1, 2].
It provides us with a flexible method to manipulate the propagation of electro-
magnetic waves by using custom-engineered media. Novel functional devices have
been successfully proposed and designed through transformation electromagnetics,
such as the exotic ‘cloak of invisibility’ [3–6], EM rotators [7, 8], EM concen-
trators [9–11], sensor cloaks [12], optical black holes [13, 14], antenna devices
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[15, 16], etc. However, there exist considerable problems when transformation-
based devices are put into practice. One such problem is that those designs often
include extreme values of constitutive parameters (e.g., near zero or extremely
high permittivity or permeability). Even though metamaterials have been proved to
be capable of providing a wide range of permittivity and permeability and even to
achieve extreme values, they often require resonant unit cells which severely limit
the operating bandwidth. In addition, many transformation-based devices require
anisotropic permittivity and permeability simultaneously, which makes their
practical realization even more difficult.

The discrete coordinate transformation (DCT) is therefore proposed to cir-
cumvent these problems [17]. Instead of global coordinates, the physical space and
the virtual space are described with quasi-orthogonal local coordinates, and the
transformation electromagnetics equations are applied between a pair of corre-
sponding local coordinate systems in the two spaces. A well-known application of
the DCT technique is the ‘carpet cloak’. As demonstrated in [17], the carpet cloak
can be constructed with conventional isotropic dielectrics instead of resonant
metamaterials, and consequently overcomes the disadvantage of its narrow-band
performance. Experimental validations of the carpet cloak have been done using
low-loss and non-resonant artificial materials at microwave frequencies [18, 19]
and at optical frequencies [20, 21].

Due to its easy realization and the broadband performance of the DCT based
design, there are many possible applications other than the carpet cloak. For example,
in antenna systems, many widely used devices have curved surfaces, such as para-
bolic reflectors and convex lenses. Using the discrete coordinate transformation, one
can design equivalent devices that operate in the same manner but have flexible
profiles. In the virtual space perceived by the electromagnetic waves, those devices
have curved surfaces, contain homogeneous and isotropic materials, and can be
described with distorted coordinate systems. By using appropriate transformations,
these distorted coordinate systems are mapped to a physical space where the devices
possess flat surfaces, contain spatially dispersive but isotropic materials, and are
represented in new coordinate systems, for example, the Cartesian coordinate system.

The organization of this chapter is as follows: in Sect. 7.2, we begin with the
theory of the discrete coordinate transformation, and give analyses towards its
conditions of application. In Sect. 7.3, some examples of antenna devices are
presented and numerically demonstrated. In Sect. 7.4, realization methods are
discussed and a prototype of an all-dielectric device is fabricated and measured.
A Summary of the above is in Sect. 7.5.

7.2 The Discrete Coordinate Transformation

To implement the discrete coordinate transformation, both the virtual space and
the physical space are discretized into small cells using quasi-orthogonal local
coordinate systems. For illustrative purpose we show in Fig. 7.1 an example of
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transforming a parabolic reflector in the virtual space into a flat one in the physical
space.

Suppose that the coordinate transformation between the virtual space (Fig. 7.1a)
and the physical space (Fig. 7.1b) is x0 ¼ x0ðx; y; zÞ, y0 ¼ y0ðx; y; zÞ, z0 ¼ z0ðx; y; zÞ,
where ðx; y; zÞ are local coordinates in the virtual space and ðx0; y0; z0Þ are local
coordinates in the physical space. Based on the theory in [2], the permittivity and
the permeability tensors in the physical space can be calculated as:

��e0 ¼ J��eJT

detðJÞ ;
��l0 ¼ J��lJT

detðJÞ ;
ð7:1Þ

where the Jacobian matrix between each pair of local coordinate systems is

J ¼

ox0

ox
ox0

oy
ox0

oz

oy0

ox
oy0

oy
oy0

oz

oz0

ox
oz0

oy
oz0

oz

0
BB@

1
CCA: ð7:2Þ

Because the parabolic reflector (shown as the curved PEC in Fig. 7.1a) is placed in
the free space, the original permittivity and permeability tensors are

��e ¼ e0I;

��l ¼ l0I;
ð7:3Þ

where I is the unitary matrix.
To simplify the problem, we assume that the transformation is two-dimensional

(2D), and thus the device is infinite in the z direction normal to the x� y plane
defined in Fig. 7.1. The bold reduction from three dimensions to two dimensions
makes the design process much simpler. In practice, because many devices are
symmetric, or work at a specified polarization, three-dimensional (3D) transfor-
mation devices can be obtained by rotating or extending 2D models about an axis.

(a)

(b)

Fig. 7.1 (Section view)
a The virtual space with
distorted coordinates. A
parabolic reflector is located
in the free space, as
illustrated by the curved PEC.
b The physical space with
Cartesian coordinates. The
parabolic reflector is
transformed into a flat PEC
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Examples will be presented in Sect. 7.3. For a 2D E-polarized incident wave with
electric field along the z direction, only the components of lxx, lxy, lyy, lyx and ezz

contribute, and hence, the permittivity and the permeability become

e0z � e0zz ¼ e0detðJÞ�1; ð7:4Þ

��l0 ¼ l0

detðJÞ
ðox0

oxÞ
2 þ ðox0

oyÞ
2 ox0

ox
oy0

ox þ ox0

oy
oy0

oy

oy0

ox
ox0

ox þ ox0

oy
oy0

oy ðoy0

oxÞ
2 þ ðoy0

oyÞ
2

0
@

1
A: ð7:5Þ

Based on the theoretical study presented in [17], for anisotropic materials an
effective average refractive index n0 can be defined as

n02 ¼ n0xxn0yy=ðe0l0Þ ¼
ffiffiffiffiffiffiffiffiffiffi
l0yye

0
z

q ffiffiffiffiffiffiffiffiffiffi
l0xxe

0
z

p
=ðe0l0Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
l0yyl

0
xx

q
e0z=ðe0l0Þ; ð7:6Þ

where l0xx and l0yy are the principal values of the permeability tensor in Eq. (7.5)
and n0xx and n0yy are the corresponding principal values of the refractive index
tensor.

Equation (7.6) indicates that if l0xxl
0
yy ¼ l2

0, i.e. if there is no magnetic
dependence, then the refractive index n0, which determines the trace of the wave,
can be realized by the permittivity alone, leading to an all-dielectric device. Next,
we shall show that this condition is approximately satisfied if certain grids are
properly chosen in the coordinate transformation.

The explicit value of l0xxl
0
yy from Eq. (7.5) is

l0xxl
0
yy ¼ l2

0

½ðox0

oxÞ
2ðoy0

oxÞ
2 þ ðox0
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2ðoy0
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2 þ ðox0
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2ðoy0

oxÞ
2 þ ðox0

oyÞ
2ðoy0

oyÞ
2�

½ðox0
oxÞ

2ðoy0

oyÞ
2 � 2 ox0

ox
oy0

oy
ox0
oy

oy0

ox þ ðox0
oyÞ

2ðoy0

oxÞ
2�

: ð7:7Þ

According to Eq. (7.7), the approximate condition l0xxl
0
yy ’ l2

0 is satisfied when at
the same time

ox0

oy
’ 0; ð7:8Þ

and

oy0

ox
’ 0: ð7:9Þ

Since x0 and y0 are functions of both x and y, Eqs. (7.8) and (7.9) can be also
written using the chain rule as

ox0

oy
¼ ox0

ox

ox

oy
’ 0; ð7:10Þ
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oy0

ox
¼ oy0

oy

oy

ox
’ 0: ð7:11Þ

The above condition can indeed be satisfied because we can generate a grid in the
virtual space with quasi-orthogonal cells such that

ox

oy
’ 0; ð7:12Þ

oy

ox
’ 0: ð7:13Þ

To illustrate how this orthogonality restriction can be approximately satisfied, see
for example the virtual space shown in Fig. 7.1a. A sample distorted cell is drawn
in Fig. 7.2, and the 2� 2 covariant metric g is re-defined to characterize the
distortion as [22–24]:

g ¼
g11 g12

g21 g22

� �
; ð7:14Þ

gi;j ¼ a!i � a!j ði; j ¼ 1; 2Þ: ð7:15Þ

a!1 and a!2 are the covariant base vectors defined in Fig. 7.2, and h is the angle
between them. We quantify the orthogonality of the grid using the parameter h for
each cell, defined through

cos h ¼
ffiffiffiffiffiffiffiffiffiffiffi
g12 g21

g11 g22

r
: ð7:16Þ

The distribution of the angle parameter h is plotted in Fig. 7.3 for the grid
shown in Fig. 7.1a. We observe that in most cells, h is distributed around the 90�
point, with a much smaller exception further away from 90�. The full width at half
maximum (FWHM) index of the distribution is also measured from this plot,
which is only 1�, indicating that most of the local coordinates are quasi-orthog-
onal. Thus, for a perfectly orthogonal grid, g is a unit matrix, cos h ¼ 0, FWHM
¼ 0, and ultimately l0xxl

0
yy ¼ l2

0. And even for a quasi-orthogonal grid such as the
one in Fig. 7.1a, these conditions can be approximately satisfied, yielding an all-
dielectric device with very minor sacrifices in performance.

Fig. 7.2 The covariant base
vectors in a 2D distorted cell
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Furthermore, the near-orthogonal property ensures an approximation of Eq.
(7.5) that

��l0 ¼ l0

detðJÞ
ðox0

oxÞ
2 0

0 ðoy0

oyÞ
2

 !
: ð7:17Þ

Because all cells are generated to be approximately square-shaped, l0xx and l0yy
have very similar values which are close to unity. Accordingly, the relative per-
meability of the device can be assumed to be isotropic and unity, and the effective
relative refractive index in Eq. (7.6) is only dependent on e0z as

n02 ’ e0z=e0 ¼
1

detðJÞ : ð7:18Þ

Note that under the orthogonal condition of Eqs. (7.8) and (7.9), the refractive
index profile of the device can be directly retrieved from each cell within the grid,
using Eq. (7.2):

n02 ’ 1
ox0
ox

oy0

oy

’ DxDy

Dx0Dy0
; ð7:19Þ

where Dx;Dy;Dx0;Dy0 are the dimensions of cells in the two spaces, as marked in
Fig. 7.1.

For the case of H polarization, similar results are obtained. Now the contrib-
uting components of the permittivity and the permeability are exx, exy, eyy, eyx and
lzz. Under the orthogonality criteria of Eqs. (7.8) and (7.9), the permittivity and the
permeability tensors become

��e0 ¼ e0

detðJÞ
ðox0

oxÞ
2 0

0 ðoy0

oyÞ
2

 !
; l0z ¼ l0detðJÞ�1; ð7:20Þ

Fig. 7.3 Distribution of the
angle between two local
coordinates in every cell of
the virtual space. The
orthogonal property is
quantified by the full width at
half maximum (FWHM)
index. When the FWHM
index approaches zero, the
local coordinates are quasi-
orthogonal. In this case the
index is only 1�
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while detðJÞ ¼ ox0

ox �
oy0

oy . The effective average refractive index is now

n02 ¼ n0xxn0yy=ðe0l0Þ ¼
ffiffiffiffiffiffiffiffiffiffiffi
e0yye

0
xx

q
l0z=ðe0l0Þ: ð7:21Þ

It can be easily checked that in this case e0xxe
0
yy ’ e2

0, and thus the effective average
refractive index in this case is dependent on l0z only, similar to Eq. (7.18) as:

n02 ’ l0z=l0 ¼
1

detðJÞ : ð7:22Þ

The above analysis indicates that a properly selected magnetic material can control
the H-polarized wave, similar to how a dielectric material can control the E-
polarized wave. Thus the designer can generate a grid under the assumptions
specified in this section, calculate the refractive index distribution from Eq. (7.19),
and choose to tune either e or l to operate using E-polarization or H-polarization
respectively.

7.3 All-Dielectric Antennas Based on the Discrete
Coordinate Transformation

7.3.1 A Flat Reflector

The parabolic reflector antenna is one of the most commonly used antennas from
radio to optical frequencies [25]. This antenna serves to transform a spherical wave
originated from its focal point into a plane wave, and consequently generates
highly directive beams. Such an antenna device can be considerably large when
operated at low frequencies, and difficult to construct due to the parabolic shape. In
[26], the technique of discrete coordinate transformation was implemented to
create an alternative to the parabolic reflector: an all-dielectric reflector that
possesses a compact flat volume while maintaining the performance of the para-
bolic dish.

Figure 7.4a shows the geometry of a prototype of conventional parabolic
reflector, whose shape follows the equation of

R ¼ 2F

1þ cos h
: ð7:23Þ

This parabolic reflector is designed to operate at the C-band (4–8 GHz) and the X-
band (8–12 GHz). The focal length F is set to be 108.6 mm and the angle h ranges
from �45� to 45�. Accordingly, the aperture of the parabolic surface is 180 mm.
This parabolic reflector is exactly the same as the one located in Fig. 7.1a. It is
noted that in Fig. 7.1a the transformation region is chosen to be 300 mm � 75 mm,
so as to ensure that in the physical space in Fig. 7.1b a source placed at the focal
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point is not embedded in the transformation media. Quasi-orthogonal grids are
generated in both the virtual space and the physical space as illustrated in Fig. 7.1,
using a commercial software called ‘PointWise’ [27]. Based on the analysis in
previous section, these grids are indeed quasi-orthogonal, leading to an all-
dielectric flat reflector in the physical space. The permittivity distribution of the
transformation based flat reflector is calculated according to Eqs. (7.18) and (7.19).
The complete permittivity map is shown in Fig. 7.5a, consisting of 64 � 16 square
blocks.

To reduce the complexity of the flat reflector and to make it more realizable,
some simplifications are adopted. First, materials with relative permittivity of less-
than-unity value are neglected and replaced with those of er ¼ 1 as air or free
space. In this design, materials with less-than-unity permittivities are found close
to the bottom around x ¼ 80 mm and x ¼ �80 mm (see Fig. 7.5a). Since these
areas are electrically small at operating frequencies, and those permittivity values
are often very close to one, the simplification is considered to be safe. This fact has
been demonstrated in Refs. [19, 26, 28], and will be shown later by simulation
results in this section. The permittivity map without less-than-unity values is
shown in Fig. 7.5b. It should be pointed out that materials with less-than-unity
parameters are termed as ‘dispersive materials’ here, as they are strongly disper-
sive over operating frequencies. Strictly speaking, all materials are essentially
dispersive in frequency. However, conventional dielectrics can be nearly non-
dispersive at the X-band and the C-band [19].

The second step to approximate and simplify the transformation device is to
reduce the resolution of permittivity map. This concept has been developed in the
design of a simplified carpet cloak made of only a few blocks of isotropic all-
dielectric materials [19, 29]. The fundamental limitation of resolution is based on
the Nyquist-Shannon sampling theorem [30]. Sampling is the process of con-
verting a signal (for example, a function of continuous time or space) into a
numeric sequence (a function of discrete time or space). Shannon’s version of the
theorem states: If a function f(t) contains no frequencies higher than W cps, it is
completely determined by giving its ordinates at a series of points spaced 1/2W
seconds apart. Fig. 7.6 interprets this theorem in the spatial domain. When
propagating in the physical space, at a fixed time, the electromagnetic wave is a
function of continuous space. Transformation media with a high resolution dis-
cretize the space using a high sampling rate while low-resolution ones discretize
the space using a low sampling rate. If the electromagnetic wave operates in a

Fig. 7.4 Geometry of the
parabolic reflector located in
Fig. 7.1a
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frequency band from fL to fH , to accurately reconstruct information of the wave,
the sampling rate fs should satisfy

fs [ 2fH : ð7:24Þ

Because

fs ¼
1
Md

; f ¼ 1
k
; ð7:25Þ

the resolution of the discrete space should satisfy

Md\
1
2

kH : ð7:26Þ

Md is presented as the dimension of blocks in the permittivity map, and kH is the
minimum wavelength within the frequency band. According to Eq. (7.26), as long
as dielectric blocks are smaller than half a wavelength at operating frequencies, the
simplified device can maintain the property of a high-resolution one. When the

(a)

(b)

(c)

(d)

Fig. 7.5 a Relative
permittivity map consisting
of 64 � 16 blocks. b Relative
permittivity map consisting
of 64 � 16 blocks, without
less-than-unity values.
c Relative permittivity map
consisting of 16 � 3 blocks.
d Relative permittivity map
consisting of 16 � 3 blocks,
without less-than-unity
values

Fig. 7.6 An electromagnetic
wave propagates in the spatial
domain at a fixed time
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operating frequency goes higher, the resolution of the permittivity map should
increase accordingly.

The above simplifications have made significant advances for the transforma-
tion device to be able to be realized in practice. When applied to the present work,
the high resolution permittivity map shown in Fig. 7.5a thus can be approximated
using a relatively low resolution map of 16 � 3 blocks as shown in Fig. 7.5c. The
size of each block is 18.75 mm, which is half a wavelength in free space at 8 GHz.
To execute the simplification, the position of a block in Fig. 7.5a–d is defined as
the position of its center point. Each low-resolution block in figure c/d can find a
high-resolution one in figure a/b which has the closest position to it. Once the two
blocks are decided, the permittivity in the high-resolution block is filled into the
low-resolution one uniformly. Figure 7.5d shows the simplified map without
values less than unity (we call it a ‘non-dispersive map’ in the following text).

The FDTD method based simulations are employed to compare the perfor-
mance of the parabolic reflector and the flat reflector [31, 32]. For simplicity, we
use 2D modelling with Hx, Hy and Ez components (E polarization). A 3D reflector
is easily realizable by rotating the permittivity map in Fig. 7.5 to the y axis. For the
reflector in this design, the simulation domain is relatively small and a conven-
tional Cartesian grid is fine enough to accurately model the device. A spatial
resolution of k/30 is chosen for the FDTD grid. The total-field/scattered-field
technique is applied to implement an incident plane wave. Perfectly matched layer
(PML) absorbing boundary conditions are added surrounding the antennas in order
to terminate the simulation domain. Dispersive modelling [33, 34] is also
employed to simulate the full-mapped flat reflector with less-than-unity values.

First, a plane wave with E polarization comes along þy direction at 8 GHz, in
order to compare the low-resolution non-dispersive flat reflector shown in
Fig. 7.5d with the parabolic reflector in term of the focal length. Figure 7.7a and b
illustrate the real part of the Ez field from the transformed flat reflector and the
conventional parabolic reflector, respectively, after the steady-state is reached.
Their focal lengths are measured as the distances from the center of the PEC
surface to the narrowest envelope marked with the dashed red line in Fig. 7.7a and
b. The focal lengths in Fig. 7.7a and b are 102.6 and 102.7 mm respectively, very
close to each other. In addition, slightly different reflections are observed on two
sides of the reflectors. This difference is due to the neglecting of less-than-unity
permittivities, and the discontinuity between the flat reflector and the air. In Fig.
7.7c and d we also compare the performance of these two reflectors when fed by a
small horn with its phase center located at the focal point. The field distributions
illustrated are indeed similar, which indicates that the flat reflector maintains the
function of transforming an incident cylindrical wave to a plane wave and con-
sequently obtains highly directive beams.

To investigate the directive property of the antennas, in Fig. 7.8 radiation
patterns of the conventional reflector, flat reflectors with different resolutions, and
the radiation pattern of a flat PEC surface alone, are compared. The near-to-far-
field (NTFF) transformation is applied to observe the far-field characteristics [31].
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Using the data obtained from the near-field simulation, the NTFF transformation
calculates the forward radiation patterns of the reflectors. The energy is calculated

as jEzj2, and normalized to the peak energy when the conventional reflector is
applied. It is shown in Fig. 7.8 that the conventional reflector and all the three flat
reflectors produce highly directive beams around / ¼ 0 (/ defined in Fig. 7.7d),
which verifies the excellent cylindrical-to-plane wave transformation. The 64 �
16-block flat reflectors, dispersive (with less-than-unity permittivities) or non-
dispersive (without less-than-unity permittivities), seem to have insignificant
energy loss around the radiating direction when compared to the conventional
parabolic one. In addition, when the less-than-unity values are removed from the
full 64 � 16 map, the performance deteriorates only slightly, in term of the energy
reduction around / ¼ 0. Once the 16 � 3-block map is applied, the flat reflector
suffers more energy loss in the radiating direction. However, its directive property
is still comparable to that of the conventional reflector. When all reflectors are
removed, obviously, the PEC surface alone cannot hold the directive property.

Furthermore, the bandwidths of the dispersive and non-dispersive flat reflectors
are tested at different frequencies. Both the flat reflectors are composed of 16 � 3
large blocks, and the testing frequencies are 4, 6, 10 and 12 GHz respectively.
Figure 7.9 shows that at frequencies higher than 8 GHz, the two reflectors have
extremely similar radiation patterns. When the operating frequency goes lower, the
dispersive reflector has higher radiation around the angle of / ¼ 0, but slightly
larger side-lobes than the non-dispersive one. This effect occurs since as the

(a) (b) (c) (d)

Fig. 7.7 Real part of the Ez field at 8 GHz. a A plane wave along the y direction illuminates a
low-resolution flat reflector shown in Fig. 7.5d. The focal length (measured from the dashed red
line to the center of the PEC) is 102.6 mm. b The same plane wave illuminates the conventional
parabolic reflector. The focal length is 102.7 mm. c A small horn antenna is applied at the focal
point to feed the flat reflector. d A small horn antenna is applied at the focal point to feed the
conventional reflector
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operating frequency decreases, the less-than-unity values change more and more
rapidly according to the Drude model. In conclusion, a non-dispersive reflector has
a comparable radiating performance and a wider bandwidth than the dispersive
one, and is much easier to realize.

Fig. 7.8 The comparison of the radiation patterns at 8 GHz. The definition of U is shown in Fig.
7.7d

(a) (b)

(d)(c)

Fig. 7.9 Comparison of the radiation patterns between dispersive and non-dispersive flat
reflectors at 4, 6, 10 and 12 GHz. Both the flat reflectors are composed of 16 � 3 blocks
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7.3.2 A Flat Lens

A convex lens is another common device in antenna systems. It functions to
transform a spherical wave from a point source (or a cylindrical wave from a line
source in a 2D problem) located at its focal point to a plane wave at the other side.
This device has been widely used at different frequencies and at various polar-
izations. In [26], an all-dielectric lens at the C-band and the X-band was created
from a conventional convex lens by using the discrete coordinate transformation.
The created lens obtained very similar performance as the convex one, whilst
possessing a planar profile with half the thickness of the other one.

Figure 7.10a shows the section view of the virtual space where the original
convex lens is located. It is supposed to be made of isotropic homogeneous
dielectric with er ¼ 3. The aperture of the lens is 160 mm (4:3 k0 at 8 GHz), and
the two surfaces are arcs on a circle with radius equal to 300 mm. The thickness
varies from 45.6 to 23.8 mm, from the center (x ¼ 0) to the two ends (x ¼ � 80
mm). Applying the discrete coordinate transformation, the conventional convex
lens in the virtual space is completely compressed into the flat physical space with
half the thickness, as shown in Fig. 7.10b. Contrary to the boundary condition in
the flat reflector design, here the top and bottom boundaries in the virtual space are
curves. Since the boundaries are different before and after the transformation, if we
want to grant the transformation lens exactly the same property as the conventional
one, we should add transformation media surrounding the flat profile (filling region
II in Fig. 7.10b) in order to maintain the space and to palliate the impedance
mismatching [35]. Unfortunately, such filling materials commonly have some
permittivity values less than the unity, which results in narrow-band performance.
In addition, if we fix the boundaries before and after transformation, the flat lens
will lose the benefit of small volume. It is obvious that both of the above two
factors are important to a broadband antenna. Therefore, we can assume that firstly
a complete virtual space with air surrounding the convex lens (within the dashed
red box in Fig. 7.10a) is transformed to a physical space (within the dashed red box

(a)

(b)

Fig. 7.10 a The virtual space
with distorted coordinates. A
convex lens made of
dielectric with er ¼ 3 is
imbedded in the air. b The
physical space with Cartesian
coordinates. The
transformation lens is inside
region I
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in Fig. 7.10b), and then materials with less-than-unity parameters in the physical
space are replaced with the air. Therefore, the flat lens in the physical space can
have a compact size and potentially broadband performance. As long as the per-
formance is properly maintained, as will be proved, this approximation is valid in
practice.

Quasi-orthogonal grids are again generated to discretize both the virtual space
and the physical space. In the virtual space, to achieve a good orthogonality, points
on the top and bottom boundaries are no longer evenly distributed. More points
assemble at the four corners, resulting in smaller cells at the two ends and larger
cells in the central area. In the physical space, the points on the top and bottom
boundaries are determined in the same proportion as that in the virtual space
because x0 is the projection of x. Note that since some cells in the physical space
are not squares, the components of lxx and lyy have different values, implying that
the transformation media in the physical space have become more anisotropic.
Strictly speaking, the effective average refractive index has approximate values of
n02 ’ 1

detðJÞ in the central area and at the two ends. Nevertheless, for a near-axis

incidence, the isotropic approximation is acceptable, and the flat lens holds its
performance, as will be demonstrated later. The covariant metric g is calculated for
each cell, and the FWHM index is 3.68, indicating that local coordinate systems
are fairly orthogonal and the discrete coordinate transformation can be applied.

In Fig. 7.11 the permittivity maps with different resolutions are presented,
calculated by Eqs. (7.18) and (7.19). The high-resolution map in Fig. 7.11a is
composed of 80 � 15 blocks, with each block sized about 2 mm � 1.7 mm. Proper
simplification is implemented to reduce the resolution using the same technique
described in the previous sub-section, and a low resolution permittivity map is
exhibited in Fig. 7.11b, consisting of 14 � 2 blocks sized 12.3 mm � 11.9 mm. It
is noted that the two rows of blocks have the same permittivity values, therefore
the low-resolution map is in fact composed of 14 � 1 blocks.

The FDTD method based simulations are employed again to predict the per-
formance of the designed flat lens in a 2D E-polarized circumstance. In Fig. 7.12
the real part of the electric field under different excitations are depicted. To test the
focusing property of the 14�1-block low-resolution lens, we compare the field

(a)

(b)

Fig. 7.11 Permittivity maps of the flat lens. a The map consisting of 80 � 15 blocks, with each
block sized 2 � 1.7 mm. b The map consisting of 14 � 2 blocks. The first and last columns have a
width of 6.2 mm and the rest have a width of 12.3 mm
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distribution when a plane wave is applied to illustrate the flat lens and the convex
lens in Fig. 7.12a and b respectively. The focal length is measured from the center
of the lens to the point with the maximum amplitude. The flat lens has a focal
length of 130 mm, whilst the conventional convex lens has a focal length of 131
mm. Apparently, the two lenses focus energy to almost the same position, even
though their profiles are quite different. Next, line sources are placed on the focal
points of the two lenses in order to generate plane waves on the other side. Two
blocks of PEC are added to the left and right sides of the lens to prevent inter-
ference from leaky waves. Figure 7.12c and d depict the real parts of the EZ field
when the low-resolution flat lens and the conventional lens are used, respectively.
Indeed, plane waves are seen to emerge on the other side, which verifies the
excellent performance of the simplified all-dielectric flat lens. Note also that the
reflected waves are stronger on the side of y [ 0 when the flat lens is applied. This
is because blocks with large permittivity values are located in the central area of
the flat lens, causing a stronger impedance mismatch to the air.

To test the relationship between the resolution and the antenna performance, in
terms of the radiation pattern and the bandwidth, two additional permittivity maps
with 40 � 8 blocks and 20 � 4 blocks are also generated (but are not given in Fig.
7.11). Since all these flat lenses are expected to operate from 4 to 12 GHz, the
minimum wavelength is calculated at 12 GHz. In the transformation media, the
average relative permittivity is about 5, therefore half the minimum wavelength is
about 5.6 mm. It is apparently that blocks in the 80 � 15-block map and in the
40 � 8-block map are smaller than half the wavelength, which means that both
resolutions are fine enough according to the sampling theorem. Blocks in the
20 � 4 map are slightly bigger than half the wavelength. This reduced resolution
may harm the performance, but not significantly. The 14�1-block map has an

(a) (b) (c) (d)Fig. 7.12 The real part of the
Ez field at 8 GHz. a A plane
wave illuminates the low-
resolution flat lens from the
bottom. The focal length is
130 mm. b The same plane
wave illuminates the
conventional lens from the
bottom. The focal length is
131 mm. c A line source is
located at the focal point to
feed the low resolution flat
lens. d A line source is
located at the focal point to
feed the conventional lens
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unqualified resolution, which will result in obvious degradation to the
performance.

To prove the above assumption, the radiation patterns of the conventional lens
and the four flat lenses with different resolutions are depicted in Fig. 7.13. When
the permittivity map decreases from 80 � 15 blocks to 40 � 8 blocks and then to
20 � 4 blocks, the performance remains almost unchanged at 8 GHz. In the
radiating direction of / ¼ 0�; the three curves are exactly the same. The 20 � 4-
block map has slightly increased side lobes compared with the other two. How-
ever, it can be considered as the threshold resolution. A visible degradation is
observed when the map reduces to 14 � 1 blocks. The energy validated in the
direction of / ¼ 0� drops to about 75 % (-1.25 dB) of that from a convex lens,
accompanied with an obvious increase of side lobes. Although its performance is
acceptable for many applications in practice, theoretically speaking, the properties
of a propagating wave are not accurately re-constructed under this resolution. In
Fig. 7.14, the radiation patterns are also tested at 4, 6, 10 and 12 GHz, respec-
tively. Again, the 20 � 4-block map is proved to have almost the same perfor-
mance as the 80 � 15-block map, indicating the resolution is adequate. As the
operating frequency increases, the 14 � 1-block map brings in lower radiation
around / ¼ 0� and different side lobes. However, from an engineering point of
view, the 14 � 1-block flat lens operates effectively in a broad frequency band
from 4 to 12 GHz.

Since the created flat lenses are made of isotropic dielectrics, a 3D model is
straightforwardly accomplished by rotating a 2D model about its optical axis, as
illustrated in Fig. 7.15. It has been demonstrated in 2D simulations that the
20 � 4-block map is a considerable threshold with a qualified resolution, whilst
the 14 � 1-block map has an unqualified resolution. Accordingly, their 3D models
are tested to further prove the relationship between performance and resolution.
The commercial software, Ansoft HFSS [36], is applied as another tool for
numerical simulation. An electric dipole is located at the focal point to generate an

Fig. 7.13 Comparison of the
radiation patterns at 8 GHz.
The definition of U is shown
in Fig. 7.12d
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incident Hertzian-Dipole wave, and the directive property of both two flat lenses
and the convex lens are compared.

Figure 7.16a–c present the directivity patterns of the three lenses in both the E-
plane and the H-plane at 4, 8 and 12 GHz, respectively. At 4 GHz, when the
resolution of the 14 � 1-block lens is similar to half the wavelength, the 14 � 1-
block lens has almost the same directivity as the 20 � 4-block one. When the
frequency increases to 8 GHz, the two lenses still have very similar directivity
patterns. The lower-resolution one has slightly lower peak directivity (the maxi-
mum directivity over all the directions, as defined by HFSS), and slightly increased
side lobes. As the operating frequency further increases to 12 GHz, the difference
between the two lenses enlarges. The peak directivity of the low-resolution lens
decreases further and the side lobes increase as well. However, the low-resolution
lens still holds a good directivity pattern, which agrees well with the results from
2D simulations. Besides, the convex lens always has the best directivity in terms of
the highest peak directivity and the lowest side lobes.

Figure 7.16d plots the peak directivity of the three lenses from 2 to 16 GHz, so
as to compare their operating bandwidth. The convex lens has a -3 dB bandwidth
from about 8.5 GHz to about 16.7 GHz (8.2 GHz span), the 20 � 4-block lens has
a bandwidth from about 7.7 GHz to about 16 GHz (8.3 GHz span), and the 14 � 1-
block lens has a bandwidth from about 6.6 GHz to about 15.5 GHz (8.9 GHz span).
Overall, in the entire frequency band, the peak directivity decreases as the convex
lens, the 20 � 4-block lens and the 14 � 1-block lens are applied respectively.

(c)

(a) (b)

(d)

Fig. 7.14 Comparison of the radiation patterns when the flat lenses are fed by a line source at
focal points. Three lenses with different resolutions (80 � 15 blocks, 20 � 4 blocks and 14 � 1
blocks) are tested at 4, 6, 10 and 12 GHz respectively
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Fig. 7.15 A 3D flat lens is created by rotating the 2D permittivity map about its optical axis. The
3D lens is made of annular dielectric blocks. Colour bar shows the relative permittivity values

(a) (b)

(d)(c)

Fig. 7.16 Comparison of the directivity of the convex lens, the 20 � 4-block lens and the
14 � 1-block lens. The directivity patterns are drawn in the E-plane and the H-plane at a 4 GHz,
b 8 GHz and c 12 GHz. In d, peak directivities of the three lenses are plotted from 2 to 16 GHz
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The differences between the three lenses become larger as the operating frequency
goes higher. It is also noted that at low frequencies, all three lenses have low
directivity. The underlying physics is that when the aperture size of a lens is
comparable to the wavelength, it cannot efficiently focus energy to the focal point,
or reform the phase front of the wave.

7.3.3 A Broadband Zone Plate Lens

The diffractive lens, as an alternative to the traditional plano-convex lens for many
optical applications, offers significantly reduced thickness with its flat profile, and
thus possessing the merits of easy fabrication and small volume [37]. However, the
tradeoff for such a low profile lens, based on the principle of wave diffraction
instead of refraction, is narrow-band operation. For example, a Fresnel zone plate
lens can obtain a very compact profile with its focal point being very close to the

Fig. 7.17 Schematic showing of the zone plate lens design from the discrete coordinate
transformation. a 2D hyperbolic lens in quasi-orthogonal coordinates. The parameters are
D ¼ 63:5 mm, F ¼ D=4, t ¼ 9 mm. b 2D flat lens with the permittivity map consisting of
110 � 20 blocks. c 2D flat lens with the permittivity map consisting of 22 � 4 blocks. The
four layers have heights of 1.4, 3, 3 and 1.6 mm respectively in the z direction. The 1st to 10th
annular thickness is 3 mm and the 11th annular thickness is 1.75 mm. d The 3D zone plate lens
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plate [38–40], but becomes incapable of performing phase correction when the
operating frequency varies. In [41], a zone plate lens utilizing a refractive instead
of diffractive approach was presented for broadband operation. Using the discrete
coordinate transformation, a conventional hyperbolic lens was compressed into a
flat one with a few zone plates made of all-dielectric materials. Such a transformed
lens maintained the broadband performance of the original lens and achieved an
effectively reduced volume, thus providing a superior alternative to the diffractive
Fresnel element which is inherently narrow band.

Figure 7.17 is the schematic showing of the design procedure. A quasi-
orthogonal grid is generated in the virtual space where the hyperbolic lens is
located, as shown in Fig. 7.17a. Figure 7.17b illustrates the permittivity map in the
physical space consisting of 110 � 20 blocks. So far, a conventional hyperbolic
lens in the virtual space has been completely compressed into the flat profile in the
physical space, and hence the thickness of the lens is significantly reduced. After
that, simplifications are again carried out, with the additional transformation layer
in Fig. 7.17b neglected, and a low-resolution permittivity map (22 � 4 blocks) in
Fig. 7.17d created. Finally, the 2D lens model is rotated to its optical axis and a 3D
zone plate lens is therefore achieved in Fig. 7.17c.

A full-wave finite-element simulation using Ansoft HFSS is then performed to
verify the proposed design. Three devices are simulated for comparison: the
conventional hyperbolic lens, the transformed zone plate lens, and a quarter-wave
phase-correcting Fresnel lens with the same aperture size D and the same thickness
t as the zone plate lens. When a point source is placed on the focal point of each
lens, all three lenses have high directivity and well-matched radiation patterns as
expected at the designed central operating frequency of 30 GHz. The corre-
sponding pattern for this scenario is shown in Fig. 7.18b. Compared with the
original hyperbolic lens, the side lobes of the transformed lens become slightly
higher, due to the simplification and approximation in the design. However, the
transformed zone plate lens retains acceptable performance over a broad band-
width from 20 to 40 GHz. In contrast, the phase-correcting Fresnel lens has a
severely degraded directivity at both 20 and 40 GHz due to the phase error, as
shown in Fig. 7.18a and c. Figure 7.18d further explores the bandwidth property of
the phase-correcting Fresnel lens and the zone plate lens in term of directivity. The
zone plate lens is proved to possess a steady performance over 20 to 40 GHz, while
the phase correcting Fresnel lens only has 5 GHz bandwidth from 30 to 35 GHz.

7.4 Realization Methods

As pointed out in Sect. 7.2, constraints from less-than-unity permittivity or per-
meability have been completely removed in a device based on the discrete coor-
dinate transformation. This fact significantly reduces the complexity of realizing a
proposed design in practice, meanwhile grants the design with broadband per-
formance because its composing material is no longer strongly dispersive in
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frequency. In this section, a number of methods that can be adopted for realizing
DCT based antennas are discussed.

The first option is to use sub-wavelength structure arrays, which have been well
known as metamaterials [42–44]. This method is able to provide permittivity and/
or permeability from negative values to almost infinitely high values, and therefore
has been successfully used in many transformation optics-based devices such as
the cloak reported in [3] and the carpet cloak reported in Refs. [18, 28]. Generally
speaking, a metamaterial unit cell can be either an electric resonator or a magnetic
one. For a DCT based antenna device that only requires higher-than-unity per-
mittivities, a large array of electric resonators, for example, the I-shaped resona-
tors, is an efficient option. Figure 7.19a shows a sample of the I-shaped resonator,
and Fig. 7.19b illustrates the typical distribution of its effective permittivity. The
real part of permittivity (blue curve) follows the Lorentz model, becomes extre-
mely large around the resonance frequency (fr), and changes rapidly. This property
indicates an essential disadvantage of resonant metamaterials: narrow-band per-
formance. However, as long as the required relative permittivities are not much
higher or much lower than unity, such as in a DCT based antenna design, the
resonant metamaterials can operate very well away from the resonance. For
example, in Fig. 7.19b the I-shaped resonator has a relatively constant distribution
of permittivity value over frequencies much lower than fr. Figure 7.19c illustrates
how to arrange an array of resonators to mimic a homogeneous block in a per-
mittivity map. Full-wave simulations, the S-parameter retrieval technique [45, 46]
and the effective medium theory [47] have been applied to decide the dimensions

Fig. 7.18 Radiation patterns of the conventional hyperbolic lens, the transformed zone plate lens
and the phase-correcting Fresnel lens at a 20 GHz, b 30 GHz, and c 40 GHz. d Comparison of
broadband performance of the three lenses from 20 to 40GHz
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and arrangement of resonators, as described in Refs. [18, 28]. An advantage of
using metamaterials based on printed circuit board (PCB) approaches as shown in
Fig. 7.19c is its low cost and readiness for mass-production. The main drawback is
that strong spatial and spectral dispersions may occur and therefore limit the
bandwidth of the devices.

An alternative method is to drill sub-wavelength holes of different sizes in
dielectric host medium. This is the same technology used in the developments of
the conventional Fresnel lenses [39, 40] and the recent 3D carpet cloak [48]. These
schemes can be regarded as a homogeneous medium replacing the air and the
dielectric region. Generally, perforations in the host medium (er1) lead to a lower
relative permittivity value eeff ranging from eair

r2 to er1. Apparently, several different
host media may be needed to fulfill a transformation design corresponding to a
required permittivity range. An efficient solution to this problem is to insert high-

index dielectric cylinders (ehigh
r2 ) into the drilled holes to take place of the air.

Therefore, the effective permittivity is expanded to eair
r2 \eeff\ehigh

r2 . Here we use
this method to design the zone plate lens shown in Fig. 7.17 as an example.
Figure 7.20 gives the graphical representation of the relationship between the
effective permittivity and the perforation. The host material we employ here has a
relative permittivity value of er1 ¼ 5:8 and the filling high index dielectric has a

value of ehigh
r2 ¼ 36:7. These specific permittivity values are chosen because they

are from available dielectrics, and have been successfully applied in the conven-
tional Fresnel lens fabrications [39, 40] and an unidirectional free space cloak
design [49]. The effective permittivity can be estimated from the area ratio
between the holes (pd2=4) and the unit cell (l2) [39, 40]. A more accurate way is to

(c)

(b)(a)Fig. 7.19 The I-shaped
electric resonator.
a Dimensions of a unit cell.
b The effective permittivity
distribution of I-shaped
resonator arrays. Blue curve:
the real part. Dashed red
curve: the imaginary part. c A
group of I-shaped resonators
to mimic a homogeneous
block in a permittivity map
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retrieve the permittivity value from S parameters [46]. Given l ¼ 1 mm, different
d will lead to different effective permittivity, as shown in Fig. 7.20b. As d varies,
the effective permittivity ranges from 1.68 to 24.11. In addition, we can see that
the effective permittivity is for our purposes dispersionless, and does not vary
much with the frequency as long as the unit cell is sub-wavelength, as shown in
Fig. 7.20c–f. Table 7.1 gives the detailed value of d as a solution to realize the

Fig. 7.20 Graphical representation of the relationship between the effective permittivity and the
perforation. The host medium chosen here is er1 ¼ 5:8, and the filling material is air eair

r2 ¼ 1 or

ehigh
r2 ¼ 36:7. d refers to the hole diameter, and l refers to the length of side of the unit cell. l ¼ 1

mm is sub-wavelength scaled in order to make the effective media more homogeneous.
a Perforated host medium with square unit cell topology. b The effective permittivity achieved
from the square unit topology at 30 GHz as d is varied. The maximum value is 24.11, and the
minimum value is 1.68. c Frequency response of the effective perforated medium from 20 to
40 GHz. d Magnified picture of the frequency response in (c) around the effective permittivity
equal to 2.62. e Frequency response of the perforated medium filled with high dielectric material
from 20 to 40 GHz. f Magnified picture of the frequency response in (e) around the effective
permittivity equal to 15.02. (The curves at different frequencies are very similar, and in (c), (d),
(e), (f) clearly overlapped. This represents, for our purposes, dispersionless effective media. The
parameter retrieval in (b), (c), (d), (e), and (f) assumes the unit cell to be periodically infinite. In
practice, the finiteness of the structure will result in slight changes in effective permittivity)
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required permittivity distribution shown in Fig. 7.17c. To be noted, for relative
permittivities larger than 5.8, we drill holes and then fill in the high-index
dielectric cylinders. In this way, the proposed zone plate lens in Sect. 7.3.3, whose
relative permittivity ranges from 2.62 to 15.02, can be completely realized in
practice.

Furthermore, the DCT based devices can be realized using non-magnetic and
isotropic dielectrics which exhibit only slight dispersion and low loss. These
materials are commonly available in nature and are easily controlled and produced.
For demonstrating purpose, here we present an all-dielectric design of a carpet
cloak that reported in [19].

To begin with, a carpet cloak is designed in [50], and the permittivity map is
down-sampled to six dielectric blocks as shown in Fig. 7.21, with refractive
indexes of 1.08, 1.14 and 1.21, corresponding to relative permittivities of 1.17,
1.30 and 1.46. These dielectrics are located around a metallic perturbation that is

Table 7.1 The perforation size (d) in every unit cell shown in Fig. 7.20. The unit size is l ¼ 1
mm

d (mm) 1 2 3 4 5 6 7 8 9 10 11

1 0.85 0.83 0.74 0.68 0.59 0.50 0.36 0.19 0.31 0.57 0.76
2 0.52 0.51 0.49 0.46 0.40 0.34 0.15 0.21 0.46 0.66 0.82
3 0.34 0.33 0.31 0.29 0.24 0.14 0.13 0.34 0.52 0.69 0.84
4 0.28 0.28 0.25 0.23 0.16 0.00 0.26 0.36 0.52 0.69 0.85

Fig. 7.21 The perturbation bounded by the composite dielectrics. The perturbation is an
aluminium triangle of height 16 mm and base 144 mm. At the base of the triangle is a metal
boundary. In a, the dielectric 2D map of the 4� 2 blocks is shown. The dielectric blocks are
rectangles of dimension 34. 25 � 30 mm2. The fabricated cloak is shown in (b). In practice, a
metallic ground plane is located at the base of the triangular perturbation, while the entire
structure is enclosed within parallel metallic plates
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to be ‘hidden’ from the incident electromagnetic waves. The dielectric blocks have
a size of 34.25 � 30 mm2 (1:14k� k at 10 GHz), with the dielectric blocks in
contact with the perturbation cut appropriately as shown in Fig. 7.21. The per-
turbation is an electrically large aluminium triangle with a base of 144 mm and a
height of 16 mm (b ¼ 4:8k and h ¼ 0:53k at 10 GHz). At the base of the triangle is
a metallic ground plane. The fabricated cloak is shown in Fig. 7.21b.

The first stage in the realization of the cloak is the development and full
characterization of the dielectric mixtures. The requirements for the composing
materials of each block are that they exhibit low loss and low dispersion at
microwave frequencies. Homogeneous composites of polyurethane and ceramic
particles are required, with strong bonding between ceramic particles and the
polymer matrix, and reasonably good mechanical properties. Additionally, com-
posites with the requisite range of dielectric properties must be easily fabricated on
demand. Accordingly, a dielectric mixture of polyurethane with high-j barium
titanate (BaTiO3) is found to be suitable for this purpose. Polyurethane is used to
create a low-j foam matrix, and BaTiO3 is used to load the foam in order to
increase the effective permittivity while not greatly altering the mechanical
properties of the structure. The density of BaTiO3 powder is low, and the small
particle size is advantageous when used in a dispersion system and is less likely to
affect the polymer matrix structure. This results in less damage to the mechanical
properties of the composite material. Both substances exhibit low loss and low
dispersion at microwave frequencies, and are thus suitable for our requirements.

A range of BaTiO3 / polyurethane composites were fabricated to realize the
required permittivity values by changing the BaTiO3 particle loading. The relative
permittivity of the composite at 1 MHz and 10 GHz are measured and plotted in
Fig. 7.22. The measured permittivities show very good agreement with the spec-
ified values, with errors of up to about 2 %. Furthermore, as the measured per-
mittivities at both frequencies agree relatively well, it would imply that there is

Fig. 7.22 Measured relative
permittivity versus BaTiO3

volume fraction of the
BaTiO3/polyurethane
composite, at 1 MHz and 10
GHz. Measured points are
plotted and compared with
the Maxwell-Garnett (� � �)
and Bruggeman (��)
effective medium
relationships for three-phase
mixtures
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little dispersion between the bands. It is clear that a large range of permittivity
values can be attained by controlling the volume percentage of BaTiO3.

A prototype of the all-dielectric carpet cloak is measured in a near-field scanner
system which operates at frequencies between 6 and 12 GHz. It is composed of
two parallel conducting plates, each with a diameter of 1 m and spaced 15 mm
apart. Holes have been drilled in the top plate, which rotates at intervals that give a
resolution of 5 mm. A monopole measures the fields between the two plates at
each interval, while a wave is incident from a fixed X-band waveguide (single-
mode operational frequency range: 8.2 to 12.4 GHz; cutoff frequency: 6.557 GHz).
Details of the measurement setup is described in [19]. Figure 7.23 shows the
measured electric fields inside the near-field scanner system. Firstly, the near-field
scanner is tested with an empty setup. The measured 2D field amplitude plot is
shown in Fig. 7.23a, with the well-formed wavefronts visible. Figure 7.23b rep-
resents the measured fields when the perturbation has been introduced. In this case,

(a) 

(b) 

(c) 

Fig. 7.23 Measured electric
fields. The electric fields
measured in the near-field
scanning system are shown.
Due to the setup of the
scanning system, the
semicircular region in which
the perturbation and cloak are
placed cannot be scanned and
is left blank. a The empty
system (no perturbation or
cloak), showing only the
incident wave reflecting off of
the metallic ground plane.
b The perturbation resting on
the ground plane. c The
cloaked perturbation. Strong
scattering is evident with the
perturbation. The cloak
significantly reduces the
scattering due to the
perturbation, with the
resulting field distribution
similar to that of the
perturbation-free system
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the effect on the incoming wave is clearly evident, with scattering and diffraction
leading to at least two visibly separate paths of the reflected waves. The goal of the
carpet cloak is to ‘hide’ the electrically large metallic perturbation; reconstructing
the scattered waves so that they appear identical to those of the empty scanner. To
accomplish this, the dielectric materials are ordered around the object, as illus-
trated in Fig. 7.21b. In the measurement shown in Fig. 7.23c, it is clear that, in
contrast to the perturbed case, the scattered fields appear less affected by the block;
the two separate scattered beams are no longer visible, and the wavefront profile
appears very similar to that of the empty scanner. In conclusion, the carpet cloak
composed of only six dielectric blocks does function to ‘hide’ the perturbation.

7.5 Summary

In this chapter, the discrete coordinate transformation (DCT) was introduced as a
practical implementation of the transformation electromagnetics to create all-
dielectric antennas. It was demonstrated in theory that under certain orthogonal
conditions, this method can lead to transformation devices composed of isotropic
and non-magnetic dielectrics. Due to this property, the discrete coordinate trans-
formation is extremely suitable for the design of broadband antennas with compact
volumes, flexible profiles and even custom-projected electromagnetic perfor-
mances, as well as specifying designs that are easy to fabricate. Several broadband
antenna devices, including a flat reflector, a flat lens, and a zone plate Fresnel lens
were designed and numerically validated as examples. In addition, three different
realization methods for DCT based designs were discussed and demonstrated.
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Chapter 8
Transformation Electromagnetics
Inspired Lens Designs and Associated
Metamaterial Implementations for Highly
Directive Radiation

Douglas H. Werner, Zhi Hao Jiang, Jeremiah P. Turpin, Qi Wu
and Micah D. Gregory

Abstract In this chapter, the transformation electromagnetics (TE) approach for
achieving highly directive radiation is introduced and demonstrated by both
numerical simulations and experimental results obtained from laboratory proto-
types. In addition to conventional approaches for designing directive antennas, the
recently developed metamaterial-related techniques, such as the electromagnetic
bandgap (EBG) structures, zero-index metamaterials, and transformation optics
(TO), are reviewed. In particular, several coordinate transformations which can
provide simplified material parameters are proposed, including the conformal
mapping, quasi-conformal (QC) mapping, geometry-similar transformation, and
the uniaxial media simplification method. All of these techniques are capable of
achieving a certain degree of simplification in the transformed material parameters
without sacrificing the device performance. The design and demonstration of
various beam collimating devices illustrate their unique properties and suitability
for different applications such as in compact wireless systems. In all, these TE-
enabled lenses with simple material parameters are expected to find widespread
applications in the fields of microwave antennas as well as optical nanoantennas.
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8.1 Introduction

The field of worldwide wireless communication has been experiencing a revolu-
tionary growth over the past two decades. As demand continues to increase for
more agile wireless systems with superior performance, the creation of highly
directive antennas that are light weight, low cost, and possess a small footprint are
of great importance for a variety of applications such as automotive radars,
multiple-input multiple-output (MIMO) systems, base station antennas, microwave
positioning devices, and so on. In the past, several conventional techniques have
been employed to achieve high directivity, including horn antennas, arrays, and
lenses. However, these relatively large conventional antennas become less desir-
able as the size of the wireless system shrinks due to the use of advanced materials
and improved electronics technology. Other recently developed methodologies
including Fabry-Parot cavity and EBG structures have been shown to be effective
in creating highly directive radiating beams with a lower profile and lighter weight.
These exhibit certain advantages over their conventional counterparts at the
expense of sacrificing some of the design flexibility such as bandwidth and the
number and direction of the highly collimated beams. The nascent field of
Transformation Optics (TO), sometimes also referred to as Transformation Elec-
tromagnetics (TE), was first introduced to the community through a demonstration
of the invisibility cloak. Soon after its introduction, however, the potential of TO
as a useful tool in antenna engineering began to be realized. One of the most
compelling applications of TO has been in the development of highly directive
antennas, where it offers additional degrees of freedom and design flexibility
compared to conventional approaches. This TO design methodology holds great
promise for future functionality-rich high-performance antenna systems. In this
chapter, we first review some of the various techniques of generating highly
directive antennas that have been commonly employed during the past as well as
those that have been proposed very recently. We then introduce several TO-related
design and synthesis methodologies for creating either single or multiple highly
directive beams in both two and three dimensions. Several examples will be
presented for each method which include simulations and experimental results.

8.2 Review of Directive Radiation Techniques

As early as the 1930s, engineers have been exploiting various approaches to
increase the directivity of antennas for various applications ranging from radar,
space, and military communications to public and private wireless networks and
cell systems. In this section, a review is provided on some of the more conven-
tional techniques that have been employed in antenna engineering to achieve
highly directive radiation. New methods that have been proposed more recently
are also examined.
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8.2.1 Horn Antennas, Reflectors, Arrays, and Lenses

One of the most common devices used for realizing highly directive radiation in
the microwave regime is the horn antenna [1–3]. The horn is formed simply by
gradual expansion of the metallic profile of one or both axes of a waveguide,
which provides an impedance matching transition from the guide to free space.
When properly designed, the area at the opening of the horn determines the
amount of gain. Horn antennas are very popular due to their relative ease of design
and construction, moderate amount of bandwidth (typically that of the feeding
waveguide), and high gain. The primary drawback to horn antennas is the large
physical size and associated weight of the long phase-matching tapered section
between the waveguide and the aperture. In addition, diffraction at the edges of the
aperture leads to somewhat high sidelobe and backlobe levels, which can be
mitigated with modification to the aperture edges [4] or by adding special linings
to the walls of the horn [5].

Reflector antennas are another very popular option for achieving high direc-
tivity, sometimes utilized in combination with the aforementioned horn antenna
which serves as a feed [3, 6]. This type of antenna is designed mainly using
geometrical optics theory and ray tracing since the size of the reflector is on the
order of many wavelengths. The reflector surface, most commonly parabolic, is
configured such that incident radiation collects at the focal point, where another
antenna is positioned to receive the energy. The reflector is a relatively simple
method for allowing the antenna to collect or transmit energy over a much larger
aperture area than the antenna in isolation. Commonly called dish antennas, these
are used to create systems with extremely high directivity; however, the surface
tolerances must be properly met to ensure beam focusing without aberrations.
Beam steering is possible through mechanical rotation of the dish, or in the case of
a spherical dish, by moving the feed. The radiation pattern of the dish depends on
the feed antenna, which may be a horn, simple dipole or patch, or sometimes an
array of antennas. Spillover and diffraction can occur at the edges of the dish,
which must be considered for certain applications.

Antenna arrays have long been used as a method for increased directivity and
gain in radio frequency systems. The two most common types are broadside and
end-fire arrays [3]. Broadside arrays attempt to approximate a large aperture
antenna, with the added benefit of being able to electronically steer the main beam
through controlling the phase of individual elements. In addition, adjusting the
amplitude and phase of the elements allows for very flexible radiation pattern
customization [3, 7, 8]. These types of arrays most commonly come in a periodic
linear or planar configuration to allow for high directivity (as well as beam
steering) in one or two dimensions. When elements are placed in a regular lattice
to create these large effective apertures and high directivity, care must be taken
with respect to the element–element spacings so that grating lobes are avoided.
Grating lobes appear when the electrical distance between elements in a broadside
unsteered periodic array becomes greater than one wavelength, causing radiation
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in undesired directions. Methods have been developed for the design of aperiodic
arrays which are devoid of these gratings at the cost of increased design com-
plexity compared to their periodic counterparts [9]. The main drawback of the
antenna array is the complexity and expense of the feeding network, which typi-
cally contains either a beam forming network or phase shifters and feeding
structure for each individual element.

End-fire arrays have seen a great deal of use since their inception [8, 10, 11].
This form of linear array has the greatest radiation along its axis, generating
greater directivity than the cross-sectional aperture area would ordinarily suggest.
Elements in this type of array must have phase tapers to ensure that the beam has
greatest directivity at endfire, operating similarly to a standard linear array steered
90� from broadside. Certain refinements on the design of these types of arrays have
been made which allow for higher directivity [10] as well as parasitic operation
with a single driven element [12]. Broadcast television has greatly popularized the
use of the Yagi-Uda antenna as a means for high directivity reception with a
relatively simple mechanical structure. However, these linear arrays are usually
narrowband due to the sensitive interference among the driven and parasitic
directing elements. In addition, they are more suitable for applications that require
unidirectional radiation due to the difficulty and complexity in producing a mul-
tibeam pattern using such configurations.

Dielectric lenses are most commonly used in the optical regime, however, they
can have applications in the microwave spectrum as well. Like the reflector
antennas, these are designed primarily by using optical techniques. Microwave
lenses typically comprise metal [13, 14] or dielectric [15, 16], and operate simi-
larly to their optical counterparts. The microwave lens aims to create a uniform
phase front over a large aperture and is fed by another antenna, much like a
reflector. Some special types of lenses such as the Luneberg [17] and Rotman [18]
lenses have unique application in the radio frequency regime and can be used for
simple beam scanning [19]. Microwave lenses can be used to achieve high
directivity, however, they are often physically bulky and heavy. Simple lenses
suffer from poor matching from free space to the dielectric unless some consid-
eration to impedance matching is implemented [20] or a material with very low
refractive index is used. For dielectric lenses, low-loss materials must be employed
to avoid reduced gain through absorption.

8.2.2 Fabry–Perot Cavity and Electromagnetic Bandgap-
Based Antennas

The Fabry–Perot interferometer was primarily an optical device when it originated
in the late nineteenth century. It has since been adapted to the microwave and mm-
wave spectrum for various purposes [21–23]. As in the optical domain, a source
placed inside the cavity will lead to directive radiation from one or two partially
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transmissive mirrors. These mirrors can take the form of dielectrics [22] or of a
frequency-selective surface (FSS) screen [23]. Such antennas are capable of
demonstrating very high directivity over only an extremely narrow bandwidth due
to the structural resonance that creates the collimating effect, which is narrowband
unless some manner of tuning is included [24]. Although it is possible for this type
of antenna to be very light weight, especially with the metallic screen-based mirror
implementation, the structure must be relatively thick to permit resonance at the
radiating frequency, at least k/4.

The recently introduced EBG structure was derived from the atomic bandgap
systems found in solid-state physics [25, 26]. This type of periodic structure with a
forbidden frequency band has found many applications in electromagnetic design
including antenna synthesis. One very useful application is for high-impedance
surfaces or artificial magnetic conductors (AMCs), which permit placing antennas
very close to a ground plane [26–28]. These allow for directivity improvement
when an antenna is placed in close proximity to the AMC reflecting panel without
the reduction in input efficiency that would be experienced in the presence of an
ordinary electrically conducting plate. Another application is to reduce or prevent
mutual coupling from nearby antennas since the EBG material blocks the propa-
gation of surface waves along a conductor [29]. EBGs are usually implemented
with subwavelength periodic metallo-dielectric structures similar to frequency
selective surfaces, such as the common mushroom structure [26, 29]. Several high-
directivity antenna designs were published that utilize EBG structures as the
partially transmissive mirror in Fabry–Perot resonators, which have been shown to
exhibit directivity very close to that of an ideally illuminated aperture [30, 31].

8.2.3 Zero-Index Metamaterial Lenses

As a rapidly evolving field, metamaterials with exotic electromagnetic properties
such as negative or zero/low index of refraction give rise to new phenomena that
are unable to be achieved with conventional positive index materials [32–36].
Compared with negative index metamaterials, which have garnered intense
research interest, zero/low index metamaterials (ZIMs/LIMs) [37–41] have
received less attention but possess a growing repertoire of possible practical
applications. A zero refractive index condition can be achieved by three different
cases of the permittivity and permeability [42]. The first case, where the permit-
tivity approaches zero, results in a large value for the effective impedance and a
corresponding reflection coefficient approaching +1, meaning that the reflected
wave is in-phase with the incident wave. In the second case, when the permeability
approaches zero, the material acts like a perfect electric conductor, with the
reflection coefficient approaching -1. Hence, in the first two cases the ZIM acts as
either a perfect magnetic mirror (in-phase reflection) or a perfect electric mirror
(180� out-of-phase reflection). The final and perhaps the most interesting case is
when the permittivity and permeability simultaneously approach zero at the same
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rate, resulting in a ZIM that is impedance-matched to free space [41]. This type of
‘‘matched’’ ZIM is an essential component in many TO devices such as an elec-
tromagnetic cloak. An important property of ZIMs, as revealed recently, is their
ability to act as an effective collimator [37], i.e., to convert cylindrical or spherical
waves emanating from a source embedded in the metamaterial to plane waves at
the interface between the metamaterial and free space. Thus, ZIMs/LIMs have a
great potential in applications involving the control of radiation directivity of
microwave, terahertz, and even optical antennas.

The basic operation of the ZIM/LIM lenses can be explained by Snell’s law
[43]. As shown in Fig. 8.1, a line source is located inside a slab of material with a
zero index of refraction. Without the ZIM, the line source radiates isotropically,
creating a cylindrical wave front. However, with the slab of ZIM present, the
radiated wave undergoes refraction when passing through the interface between
the ZIM and the outside free space. Snell’s law states that

sin h1=n2 ¼ sin h2=n1 ð8:1Þ

where h1 and h2 are the refracted and incident angles, while n1 and n2 are the
indices of refraction of free space and the ZIM. Since n1 ¼ 1; when the magnitude
of n2 approaches zero, h1 will be limited to a near-zero value regardless of the
value of h2 (note that 0� � h2� 90�:) That is to say, the radiated waves from the
source are refracted in such a way that all the waves exiting the ZIM are propa-
gating in a direction perpendicular to the interface. As a result, the ZIM is capable
of producing highly directive radiated beams from a source embedded inside.

Several publications have reported work on the design and experimental
demonstration of highly directive radiation using ZIMs. In 2002, Enoch et al. [37]
first experimentally demonstrated highly directive emission using a wire-mesh
type ZIM. The wire-mesh type ZIM structure can also be considered to have
anisotropic properties with near-zero permittivity tensor components along the
direction of the wire array. Inspired by this work, continuous-wire and cut-wire
mesh type ZIMs in various configurations have been applied to enhance the
directivity of a variety of antennas, including monopole antennas embedded in
wire mesh covered by a metallic parallel plate waveguide [44, 45], embedding line
sources inside a wire substrate [46, 47], and the addition of superstrates to patch

Fig. 8.1 Ray tracing of an
isotropic line source
embedded in a ZIM lens
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antennas [48–52] and horn antennas [53, 54]. Apart from wire type ZIMs, other
kinds of planar ZIMs comprising multilayer metallic patterns printed on dielectric
substrates have been employed for gain enhancement of wire antennas [55, 56].
More complicated anisotropic ZIM substrates with specifications for both per-
mittivity and/or permeability tensor parameters having near-zero values were also
theoretically proposed and numerically validated to enhance the gain of embedded
line sources [57–59] and planar Vivaldi antennas [60, 61]. Conventional wire and
split ring resonator (SRR) composite metamaterials on printed circuit boards
(PCB) have been proposed to construct such ZIM substrates [56, 62].

8.2.4 Transformation Optics/Electromagnetics Lenses

As a more recently introduced technique, the TO/TE [63–65] approach provides
more comprehensive control over the propagation of electromagnetic waves in a
predefined anisotropic and inhomogeneous medium. The anisotropic and spatially
dependent material parameters can be calculated from the coordinate transfor-
mations that are constructed to describe the desired wave trajectories in the design.
In particular, the TO/TE technique can be applied to tailor the radiation patterns of
a source via the so-called source transformation, which involves redistributing the
radiated power into specific directions for high directivity applications. This
provides engineers and scientists with new ways of obtaining a variety of radiation
patterns from a single source, such as a simple dipole, loop, or patch antenna.

To date, several TO/TE designs have been reported for achieving highly
directive beams from an isotropic source embedded inside the transformed med-
ium [66–80]. The earliest designs for TO wave collimators were based on mapping
a circle in the original space into a square or rectangle in the transformed space in
order to achieve highly directive radiated beams [66, 67], as shown in Fig. 8.2.
The isotropically radiated waves from a line source are gradually transformed into
plane-wave-like beams focusing in the far-field. Following this work, a more
extensive search for transformations capable of achieving highly directive emis-
sions was performed, resulting in designs that can produce both a single [77, 80]
and multiple [68, 69] collimated beams. However, since the equi-amplitude, equi-
phase lines in the transformed space are not linear functions of those in the original
space, the transformed media are in general strongly inhomogeneous and aniso-
tropic and often require infinite or near-zero permittivity and/or permeability
tensor parameters. This makes the realization of these transformation designs quite
difficult, especially at optical wavelengths. Several other approaches have con-
sidered, instead of positive permittivity and permeability tensor parameters, neg-
ative index materials to achieve highly directive emission [70, 71]. In these
methods, a non-monotonic function was employed in the coordinate transforma-
tion, thereby yielding negative values in the material parameters and compressing
a large aperture into a small region, as shown in Fig. 8.3. This technique can be
used to achieve highly directive emission from a relatively small aperture size.
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However, the negative values of material parameters make the implementation of a
practical device difficult due to the inherently limited bandwidth and high
absorption loss associated with negative index metamaterials.

More recently, highly directive emission with TO lenses that use only inho-
mogeneous but isotropic material parameters [73–75, 79] or homogeneous and
anisotropic material parameters [72, 76, 78] have been proposed. These designs
hold more promise for practical applications since the required transformed
medium can be readily realized using commercially available dielectrics perfo-
rated with holes or feasible metamaterial building blocks. The class of highly
directive emission transformations involving inhomogeneous isotropic material
parameters can be designed using quasi-conformal (QC) mappings [81]. By
eliminating the anisotropy, this TO approach only requires materials with spatially
varying permittivity. Such permittivity distributions, though inhomogeneous,
enable a broad operational bandwidth at the expense of slightly increased
impedance mismatch at the interface between free space and the transformed
medium. Broadband planar Luneburg lens antennas [73, 75], flattened reflectors
[74], and multibeam antenna lenses [79] have been designed using this method.
The type of transformation using only homogeneous and anisotropic materials can
either be derived from conformal mappings [76] or be obtained by simplifying the
geometrical shapes of both the original and transformed spaces [72, 78]. These
designs can be readily implemented using anisotropic metamaterial elements, such

Fig. 8.2 a Transformation design for single highly directive radiated beam. Reproduced with
permission from Zhang et al. [111], courtesy of The Electromagnetics Academy. b Transforma-
tion design for double highly directive radiated beams. Reproduced with permission from Kwon
and Werner [67]
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as cut wires and split-ring resonators, as the building blocks. By exploiting the
low-index region of the metamaterials, which has lower loss and reduced dis-
persion compared to the negative-index region, these designs give rise to a broad
bandwidth within which the highly directive emission effect can be achieved.

8.3 Design of Transformation Optics Lenses with Simple
Material Parameters

In this section, several recently developed TO approaches for achieving highly
directive radiation are presented, including the theory and design, full-wave
simulations, as well as experimental results. The conformal mapping, geometry-
similar transformation, and simplified uniaxial lens rely on the anisotropic prop-
erties of homogeneous materials, which are straightforward to implement by using
identical metamaterial building blocks. The QC mapping technique, however,
provides broader operational bandwidth by eliminating the anisotropy but main-
taining the inhomogeneity so that devices can be realized using pure dielectrics
(e.g., graded-index materials).

Fig. 8.3 Transformation design for highly directive emission with small antenna aperture using
negative index material. Reproduced with permission from Luo et al. [70]
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8.3.1 Conformal Mapping

When applying the TO design equations to an arbitrary transformation, the
resulting material parameters required for implementation will be, in general,
highly anisotropic and inhomogeneous. However, conformal mappings and their
associated QC mappings produce TO devices with much simpler material
parameters, containing only uniaxial anisotropy and inhomogeneity in the plane of
the transformation [76, 82–84]. Uniaxial metamaterials are simpler to construct
than those that require a general anisotropic tensor. Isotropic materials may even
be substituted for the uniaxial structures in some cases where the polarization of
the incident electromagnetic waves can be constrained.

8.3.1.1 Theory

Conformal mappings are functions in the complex plane (8.2) that satisfy the
Cauchy-Riemann equations (8.3, 8.4).

g zð Þ ¼ g xþ jyð Þ ¼ u x; yð Þ þ jvðx; yÞ ð8:2Þ

ou

ox
¼ ov

oy
ð8:3Þ

ov

ox
¼ � ou
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: ð8:4Þ

Also known as analytic functions, conformal mappings are angle-preserving,
meaning that the angles of intersection in the source and transformed domains will
be maintained. By simplifying the mathematical expressions that represent a TO
design using the differential identities defined by the Cauchy-Riemann equations,
the following reduced form of the material parameters are obtained [76]:

e ¼ l ¼
1 0 0
0 1 0
0 0 f ðzÞ

2
4

3
5 ð8:5Þ

where

f zð Þ ¼ ou

ox

� �2

þ ov

ox

� �2

ð8:6Þ

When using a conformal mapping for the design of a TO device, the resulting
material parameter tensors are uniaxial, with only one term that includes spatial
variation. Since the u and v functions are both real-valued, f zð Þ is also real-valued.
If a TO device is intended for single-mode operation, TE or TM only, then further
simplifications to the material parameters may be made. Since only one of either
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the electric or magnetic fields will interact with the inhomogeneous z-oriented
optical axis of the material in such a device, then either the permeability or
permittivity requirement on the material parameters may be eliminated. Similarly,
the anisotropy may also be eliminated in some applications, leaving isotropic,
spatially inhomogeneous material parameters that are much easier to implement.
Limiting transformations to those that are conformal does reduce some design
flexibility, but the ability to easily construct the conformal TO device justifies the
reduced design flexibility.

Given a conformal mapping for application as a TO device, a relatively simple
material implementation may be found. However, conformal mappings possessing
desired properties for a TO device are difficult to generate in a straightforward
fashion. Very simple conformal mappings may be easily constructed, but these
will not, in general, be useful from a TO perspective. Alternatively, the Schwartz-
Christoffel (SC) family of conformal mappings offer an algorithmic method of
constructing useful transformations. SC transformations allow mappings to be
constructed from the interior of arbitrary polygons in the complex plane to one of
several canonical domains, including disks, finite and unbounded rectangles, and
half-planes. A transformation is defined by a boundary polygon zi with vertex
angles ai which are applied in Eq. (8.7) to determine the mapping function. For all
except the most simple polygons, the SC equations are solved numerically, with
the TO design equations also evaluated numerically [85]. Figure 8.4 shows an
example of an SC mapping from the unit disk to a polygon in the complex plane.

f zð Þ ¼ f z0ð Þ þ c

Zz

z0

Yn�1

j¼1

f� zj

� �aj�1
df ð8:7Þ

8.3.1.2 Multibeam Lenses

As an example of the conformal TO design technique, we consider the reciprocal
transformation

Fig. 8.4 An example of
Schwartz-Christoffel
mapping between a unit disk
and a polygon in the complex
plane
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g zð Þ ¼ 1
z
¼ x� jy

x2 þ y2
: ð8:8Þ

This function is analytic according to the Cauchy-Riemann conditions, and the
material parameters meet the assumptions in (8.5). Computing the material
parameter tensor values as described above yields

ezz ¼ lzz ¼ ax2 þ ay2
� �2

: ð8:9Þ

Since no boundaries are specified in the transformation, the TO device
boundaries are chosen arbitrarily to be a rectangle surrounding the origin. In the
vicinity of the origin, the z-oriented permittivity and permeability are very small,
allowing for the approximation ezz ¼ lzz ffi 0 to be made for easier simulation and
implementation. Simulation results in Fig. 8.5 show that the square lens with a
normally oriented line source at the origin will create four equal-magnitude plane
waves, one from each face of the square. This principle can be extended easily by
noting that an arbitrary number of beams may be formed in any direction by
changing the shape of the lens. Changing the length of a face will determine the
directivity of the beam from the corresponding face; longer faces, acting as a larger
aperture, will produce beams with higher directivity. Thus, for example, rectan-
gular lenses will create two primary beams and equilateral triangular lenses will
produce three beams.

The behavior of the lens can be explained by examining the material parameters
and their implications. Approximating the inhomogeneous TO device as a
homogeneous slab of vertically oriented uniaxial zero-index material (ZIM) with
zero permittivity and free-space permeability does not change the device behavior
when the lens is excited with a vertically polarized line source. The vertically
polarized E-field interacts only with the z-oriented component of the permittivity
tensor, allowing the uniaxial material to be replaced with an isotropic ZIM
structure for analysis purposes. The effective phase velocity of electromagnetic
waves is very large in a near-ZIM, approaching infinity as the index approaches
zero. Thus, when the index of a slab is small enough relative to the size of the slab,
the phase of the waves inside the material may be considered uniform throughout

Fig. 8.5 Three examples of multibeam lenses derived using the inverse transformation.
Examples of a quad-beam, b perpendicular-beam, and c dual-beam lenses
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the device, including the boundaries. The uniform phase demonstrated at each long
face of such a lens results in highly collimated radiation, thus creating the beams
demonstrated by the simulations.

A near-zero-index metamaterial is required for the implementation of this TO
lens. The simplest approach is to use a wire mesh metamaterial, which is com-
posed of a large number of short vertical wire segments aligned in a grid [76].
Adjusting the gaps between wires and the wire density changes the plasma fre-
quency of the effective medium. Near the plasma frequency, the effective per-
mittivity in the vertical direction is near-zero, while the effective permeability and
horizontal permittivity is not greatly affected by the presence of the thin wires.
Thus, such a metamaterial satisfies the design requirements. Full-wave simulations
of such lenses have successfully demonstrated their operation. However, the wire
mesh metamaterial is bulky, offers a relatively narrow ZIM bandwidth, and
requires very large unit cells. Other electric metamaterials such as the electric LC
(ELC) resonator [86] and end-loaded dipole (ELD) structures [87] would be better
choices for a practical implementation.

In summary, a multibeam uniaxial ZIM lens was suggested by a TO design, and
the specified material parameters were approximated by a homogeneous, uniaxial
ZIM metamaterial slab. The lens creates multiple high-directivity beams when fed
with a vertically polarized antenna. Shortfalls include poor impedance matching to
the antenna feed and to the surrounding air. However, the design flexibility pro-
vided by simple geometry adjustments is quite advantageous, making this and
other similar designs worth further consideration despite their remaining imple-
mentation complexities.

8.3.1.3 Reconfigurable Lenses

The multibeam lenses discussed previously may be designed to have an arbitrary
beam pattern, but those beam patterns are fixed at the design stage. This makes
such lenses less attractive for some applications in which conventional phased
array antennas are typically employed. However, constructing the lenses with a
tunable or switchable metamaterial capable of changing from a near-ZIM ‘ON’
state to a near-free-space ‘OFF’ state allows for beam reconfigurability [88]. The
shape of the ZIM slab determines the number and relative magnitude of the beams.
By changing different regions of the tunable metamaterial slab to the ‘OFF’ state
as illustrated in Fig. 8.6, the effective shape of the lens can be adjusted dynami-
cally, thus enabling the construction of a reconfigurable single- or multibeam lens.

The reconfigurable lens is an extension of the conformal TO design, enhanced
in performance through the addition of tunable metamaterials. The selection of the
lens shape so as to determine the metamaterial state throughout the lens uses the
same strategy as the static multibeam ZIM lens [76], but the configuration is now
determined electrically rather than by the physical shape of the slab. To maximize
flexibility, the tunable metamaterial may be constructed in the shape of a large
cylinder, and sections of the cylinder selectively turned OFF to focus the beams.
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The cylindrical lens and a representative radiation pattern are illustrated in
Fig. 8.7.

The tunable lens may be implemented using a switchable split-ring-resonator-
based metamaterial that employs varactor diodes to switch between a resonant and
non-resonant state [89]. The control circuitry for the SRRs should be chosen to
ensure manufacturability. As seen in Fig. 8.8a, groups of six SRRs may share
control and bias circuitry and be arranged into a hexagon. Tiling the hexagonal
‘unit cells’ in a spiral as illustrated in Fig. 8.8b allows an approximate cylinder to
be constructed and enables control signals to individually address each SRR while
maintaining the approximately periodic tiling of the metamaterial. The simulated
material parameters in Fig. 8.8c show the low-permeability condition just above
2.5 GHz.

Many tunable metamaterials have been proposed previously, but constructing
reconfigurable metamaterials that maintain individual addressing and tuning over a
large spatial region remains a challenging problem. The techniques presented here,
magnetic SRRs controlled by a distributed shift register, may be useful for other

Fig. 8.6 a Reconfigurable TO lens antenna for which the shape of the lens determines the
radiation pattern. b Lens configured for a single beam. c Lens configured for multiple beams

Fig. 8.7 a Cylindrical ZIM lens with magnetic feed. b Representative radiation pattern of the
cylindrical lens. The antenna forms a fan-shaped radiation pattern due to a height that is smaller
than the cylinder radius, forming a short and wide rectangular effective aperture
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applications of spatially reconfigurable metamaterials. Minimizing the effects of
the planar control circuitry by working to affect the normally oriented magnetic
field is also an important consideration.

8.3.2 Quasi-Conformal Embedded Transformation

As discussed in the introduction, materials designed using the TO technique are
generally complex, exhibiting anisotropy and spatial inhomogeneity. Besides
conformal mapping, another way to reduce material complexities is to employ
(QC) transformations, which can minimize the anisotropy of the constitutive
materials and allow the use of all-dielectric implementations [81]. As a result,
nearly isotropic gradient index (GRIN) materials with broad bandwidth and low
losses may be employed, leading to practical QCTO devices such as carpet cloaks,
beam benders, and various flat lenses [73, 75, 82, 90–95].

8.3.2.1 Theory

QC mappings are those that approximately satisfy the Cauchy-Riemann equations
discussed previously, and can then be treated as containing all of the properties of
a conformal mapping for the purposes of TO. QC mappings may be implemented
by the same uniaxial material parameters as specified previously. Generally, QC
maps are numerically generated orthonormal grids, for which various algorithms
and techniques may be used for construction [96, 97]. Similar to the SC conformal
mappings, the commonly defined QC mapping algorithms generate a transfor-
mation between an arbitrary polygon and a rectangle defined in the complex plane.
Other transformed domains besides the rectangle are possible, such as the unit
circle, but the rectangle is the most common. Unlike arbitrary TO, QCTO devices
are specified completely by the polygonal source and rectangular destination

Fig. 8.8 a SRRs are collected into groups of six to share common control and varactor biasing
circuitry. Two fundamental unit cells, with straight and 60-degree interconnections are
illustrated. b The two unit cells may be combined to form a large panel of individually
addressable unit cells. c The metamaterial changes from low-permeability to near-free-space
values at the switching frequency around 2.5 GHz. d Photograph of the prototype unit cell
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boundaries. More complicated internal structure of the transformation cannot be
explicitly specified, but may be implemented through the use of several adjacent
QCTO devices with matching boundary curves.

8.3.2.2 QCTO Collimating Lens Designs

Various transformations have been employed for wave collimators that can con-
vert spherical or cylindrical waves into plane waves as mentioned in Sect. 8.2.4
[66, 68, 98]. In addition, modified TO lenses with reduced reflection losses and
simplified material requirements have been investigated, demonstrating highly
directive emission in both the near- and far-field regions [76, 99]. Recently, a TO
lens composed of homogeneous and anisotropic LIMs was developed to emit
directive beams at microwave frequencies [78]. However, these TO lenses mostly
rely on metamaterials with either complex material tensors or refractive index
values that are less than one, for which the intrinsic loss and dispersion-associated
bandwidth limitations typically encountered by metamaterials are difficult to
avoid. Alternatively, the QCTO-based designs presented here only contain GRIN
materials with permittivity larger than unity, providing a promising path for
synthesizing TO devices with low loss and broad bandwidth. They also offer
dramatic simplification of the TO device implementation with reduced size,
weight, and cost.

We consider here a coordinate transformation, as shown in Fig. 8.9a, which
maps a region containing a circle into a rectangle. The additional flat protrusions in
the original virtual space are chosen in order to facilitate orthogonal grid gener-
ation through QC mappings. When a line source is placed in free space at the
center of the virtual space, the diverging cylindrical waves have equi-amplitude,
equi-phase lines in concentric circles, including the curved boundaries. Since the
circular arcs are mapped into straight lines in the transformed physical space,
planar wavefronts will emerge from the top and bottom surfaces of the TO lens.

The permittivity and permeability tensors of the transformation media can be
found using the general TO recipe [65]. We assume a transverse electric (TE)
polarized wave and characterize the TO devices by the spatial distribution of their
refractive index. Figure 8.9b shows the resulting material parameters for this
transformation. It is found that the off-diagonal terms are nearly zero, and all the
in-plane diagonal elements are near-unity except for nzz, which has a maximum
value of 2.5. Therefore, we can neglect the anisotropy of the transformation media
and realize TO devices using isotropic GRIN materials.

In order to characterize the performance of the GRIN collimating lens,
numerical simulations are performed using the finite-difference time-domain
(FDTD) method. The index profile in Fig. 8.9b is truncated by keeping the central
region where nzz is greater than one. The resulting device measures 11 k0 by 9 k0 in
terms of the free space wavelength k0, as shown in Fig. 8.10a. Figure 8.10b
illustrates snapshots of the electric field (Ez) distributions excited by a line source
placed at the center of the device. Waves that emerge from the collimating faces of
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the device parallel to the y-axis possess planar equi-amplitude equi-phase fronts
while cylindrical waves emerge from the other faces. As a result, the QCTO
focusing lenses can be designed to produce highly collimated radiation in any
desired directions.

It is apparent that the emerging wave fronts in Fig. 8.10b are not perfectly
planar and contain small ripples. These are primarily attributed to the impedance
mismatch at the boundary between the collimator and free space. As the QCTO
collimator is only composed of dielectric materials, different anti-reflection

Fig. 8.9 a The quasi-conformal mapping transforms a circular region with protrusions in the
virtual space into a rectangular region in the physical space. A line source is embedded at the
center of both domains. b The components of the refractive index tensor for the QCTO
collimating lens

Fig. 8.10 QCTO collimator designs a without b with anti-reflection coatings along the
collimating surfaces. a, c The refractive index profiles of the QCTO collimators and b,
d snapshots of the electric field (Ez) distributions with a current line source located at the center
of the device. The dashed lines indicate the boundaries of the QCTO collimating lens. e The
normalized far-field radiation patterns of the QCTO collimating lenses with and without the anti-
reflection coatings
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coatings can be conveniently incorporated to improve the impedance matching.
For instance, two quarter-wave layers of dielectric with an index of 1.58 are
attached to the collimating surfaces of the device in Fig. 8.10c. Illustrated by the
electric field distributions in the bottom part of Fig. 8.10d, these simple coatings
can effectively reduce the reflection at the interfaces, providing enhanced field
intensity and improved beam collimation. According to FDTD simulations, the
collimated beam intensity from the coated device increases by 53 % compared to
that of the original lens without the coatings.

To evaluate the performance of the QCTO GRIN collimator as an antenna, the
normalized far-field radiation patterns are also computed and shown in Fig. 8.10e.
Two collimated radiation beams directed toward / = 0� and 180� are clearly seen
for both lenses in Fig. 8.10a and c. When anti-reflection coatings are employed to
reduce the reflection, more energy from the line source is emitted from the col-
limating surfaces of the lens, resulting in much lower radiation lobes in the /
= 90� and 270� directions.

Recognizing the square shape and the two-fold symmetrical index distribution
of the QCTO GRIN lens shown in Fig. 8.10a, we can also develop a quad-beam
collimating lens by forcing the refractive index to be symmetrical about the
diagonal planes as well. As shown in Fig. 8.11a, the resulting index profile
exhibits four-fold symmetry and possesses high values toward each face of the

Fig. 8.11 a Refractive index profile of a QCTO lens which produces quad-beam radiation. b,
d Snapshots of the electric field distribution demonstrate four collimated beams uniformly
distributed. The dashed purple lines indicate the boundaries of the TO lens. c, e The normalized
far-field radiation patterns of the quad-beam collimators. The operating wavelength for b and
d are 0.4 and 0.2 S, respectively

238 D. H. Werner et al.



lens. Figure 8.11b–e demonstrates the performance of the quad-beam collimating
lens via FDTD simulations, in which an electric line source is embedded at the
center of the lens. To reduce undesired reflection at each surface of the collimating
lens due to impedance mismatch, thin anti-reflection coatings comprised of
dielectrics are utilized. Figure 8.11b and d illustrate snapshots of the electric field
(Ez) distributions of the collimator excited by line sources operating at different
frequencies. The corresponding wavelength is 0.4 and 0.2 S, respectively, where S
is the length of the square collimator. Four collimated beams are produced
pointing in directions normal to each of the device surfaces.

The normalized far-field patterns of the quad-beam collimating lens are also
calculated at two different frequencies. Figure 8.11c and e present the corre-
sponding normalized radiation patterns of the lens antenna. As expected, narrower
beams are realized at the higher frequency due to the larger antenna aperture size
with respect to the operating wavelength. As a result, the collimating lens antenna
will exhibit larger directivity at higher frequencies.

These collimating lenses were designed using the QCTO technique to radiate
multiple directive beams when fed by a simple embedded line source. With the
FDTD method, well-collimated beams can be visualized in the near-field region of
the TO devices with a corresponding directive radiation pattern demonstrated in
the far-field. Such designs only require spatially varying dielectric materials with
no magnetic properties, facilitating low-loss, broadband operation in both the
microwave and optical regimes.

In order to fully exploit the broadband impedance and radiation characteristics
of the QCTO lens antenna, an open sleeve monopole was used to feed the TO lens.
As shown in Fig. 8.12a, the open sleeve monopole feed is located in the middle of
the QCTO collimating lens. Such simple open sleeves can effectively broaden the
impedance bandwidth of a monopole, making the combined structure a suitable
feed for the broadband QCTO lens. The length of the outer edge of the QCTO lens
is 102 mm, while the height of the lens is 30 mm. A 14 by 14 cm PEC plate is

Fig. 8.12 a The schematic of a TO GRIN collimating lens antenna fed by an open sleeve
monopole at the center of the device. The lens has a width of 10.2 cm and a thickness of 3 cm.
The PEC ground plane measures 14 cm on a side. The color scale represents the refractive index
distribution of the TO lens. b An open sleeve monopole antenna is used to feed the QCTO
collimating lens. c Reflection coefficients of a simple monopole antenna, an open sleeve
monopole, and a QCTO collimating lens antenna fed by the open sleeve monopole. The height of
the monopole and the sleeves is 16 and 7.5 mm, respectively. The distance between the monopole
and sleeves is 3 mm
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used as the ground plane. The color scale represents the refractive index profile of
the TO lens, which has a minimal value of 1.0 in the middle and a maximal value
of 1.9 at the four collimating faces of the lens.

The configuration of the open sleeve monopole is shown in Fig. 8.12b. The feed
is composed of a quarter-wave monopole of length h = 16 mm at the center and
four equally distributed open sleeves with a height of t = 7.5 mm surrounding the
monopole. Both the monopole and the open sleeves are made of metallic wires
with a diameter of 1 mm and are placed on a ground plane. A coaxial cable with an
impedance of 50 X was connected to the center monopole underneath the ground
plane. The center-to-center distance between the monopole and each open sleeve is
s = 3 mm.

The simulated S11 of the open sleeve monopole with and without the TO lens is
demonstrated in Fig. 8.12c. In comparison, the reflection coefficient of a single 16
mm tall monopole is also presented, which exhibits a -10 dB bandwidth of 18 %
centered at 4.45 GHz. Compared to the single monopole, the open sleeve mono-
pole possesses a much broader impedance bandwidth through the creation of an
additional resonance at higher frequencies. With the TO lens present, the open
sleeve monopole exhibits a -10 dB bandwidth of 53 % (4.25–7.30 GHz), giving
rise to an increase of about 194 % compared to the single monopole. As the TO
lens has a refractive index around 1.0 near the center where the feed is located, the
impedance characteristics of the feed are not significantly affected. As shown in
Fig. 8.12c, the bandwidth of the open sleeve monopole only reduces slightly at the
high frequency end of the band when the QCTO lens was employed. Therefore,
such a GRIN collimating lens provides a broader bandwidth than its anisotropic
counterpart (see Sec 8.3.3.3).

In addition to the broad impedance bandwidth, the GRIN collimating lens can
produce directive radiation across the band. Figure 8.13a and b (left column)
demonstrate the simulated radiation patterns of the feed with and without the
QCTO lens at 4.5 and 7.5 GHz, respectively. Without the lens, the open sleeve
monopole exhibits an omnidirectional pattern in the H-plane as illustrated by the
black dashed curves. With the lens, however, four highly directive beams are
produced at 0�, 90�, 180�, and 270�, as shown by the solid red curves. At 7.5 GHz,
for instance, the collimating lens provides an enhancement in directivity by more
than 6 dB in the desired directions. The radiation patterns with and without the
lens in the E-plane are also presented in Fig. 8.13a and b (right column). Since the
refractive indices of the QCTO lens are invariant along the z-axis, the radiated
beams were not significantly affected in the E-plane. The increase in the directivity
is mainly attributed to the redistribution of radiated power in the H-plane.

Figure 8.13c illustrates the peak directivities of the QCTO lens antenna (solid)
and the open sleeve monopole feed (dashed) in the H-plane as a function of
frequency. The monopole feed radiates a stable omnidirectional pattern within the
band of interest, where a small variation of about 0.9 dB in directivity is caused by
the finite ground plane size. The QCTO collimating lens increases the H-plane
directivity by 2.8–6.5 dB within the frequency band of 4.5–8.0 GHz. It is noticed
that the directivity of the lens antenna does not grow monotonically as the
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frequency increases, which is mainly due to the variation of its radiation pattern in
the elevation plane. The maximum radiation direction of the QCTO lens and the
open sleeve monopole in the E-plane are compared in Fig. 8.13d. Without the lens,
the feed has maximum radiation in the direction between 50� and 60� from
broadside (h = 0�) due to the finite ground plane. With the QCTO lens, on the
other hand, the beam maxima bends toward the horizon and points to directions
with h between 59� and 76� across a broad bandwidth due to the normal directions
of the lens apertures. It is noticed that the maximum radiation direction of the
QCTO lens antenna exhibits a wobbling as a function of frequency, which is
mainly due to the finite size of the lens and the ground plane.

8.3.3 Geometry-Similar Coordinate Transformation

Apart from the conformal and QC mapping techniques discussed in the previous
sections, simple embedded coordinate transformations [100, 101] which require
only anisotropic and homogeneous material can also be employed for the design of
highly directive multibeam antenna lenses. Such simple transformations are made

Fig. 8.13 Radiation patterns of the QCTO collimating lens antenna (solid) and that of the feed
alone (dashed) evaluated at frequencies of a 4.5 GHz and b 7.5 GHz, respectively. c Peak
directivities of the QCTO collimating lens antenna (solid) and the open sleeve monopole (dashed)
in the H-plane as a function of frequency. d Direction (represented by the elevation angle h) of
maximum radiation of the QCTO collimating lens antenna (solid) and the open sleeve monopole
(dashed) in the / = 0 plane as a function of frequency
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possible by finding the geometrical similarities between the physical and trans-
formed spaces. Notably, the technique presented here is capable of converting the
radiation from an embedded omnidirectional source into any number of highly
directive beams, each radiating in an arbitrary direction within a broad bandwidth.
First, the mathematical equations of polarization-independent two- and three-
dimensional embedded coordinate transformations are derived that result in simple
material parameters for directive radiation. Several full-wave simulation examples
are then presented to numerically validate the theory. Finally, as an experimental
demonstration, a broadband TO metamaterial lens is designed, fabricated and
characterized. This lens generates a quad-beam radiation pattern from a simple
embedded monopole with efficient operation over a broad bandwidth.

8.3.3.1 Theory

In this subsection, the analytical expressions of the embedded coordinate trans-
formations for directive emission in both two- and three-dimensions are derived.
We first consider a two-dimensional directive emission transformation, where the
fields are restricted to be invariant along the z-direction. The schematic of the
embedded coordinate transformation is shown in Fig. 8.14 where an air-filled, fan-
shaped virtual space with a central angle of O–1 (see Fig. 8.14a) is mapped to an
isosceles triangle with a vertex angle of O–2 in the physical space (see Fig. 8.14c)

which has material parameters denoted by er
0ðx0; y0Þ and lr

0ðx0; y0Þ. An isotropic
line source is located at the center (point O), with either the electric field or
magnetic field along the z-direction, representing the TE or transverse magnetic
(TM) polarization, respectively. Note that the value of O–1 should be much smaller
than the value of O–2 to correspond to high directivity in the virtual space. Since the
equi-amplitude, equi-phase lines of the virtual space form a set of parallel arcs
while those of the physical space form a set of parallel straight lines, a direct

Fig. 8.14 Two dimensional directive emission coordinate transformation. a Geometry of the
fan-shaped virtual space. b Geometry of the simplified triangular virtual space. c Geometry of
the triangular physical space
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mapping from the fan region to the triangular region will inevitably result in
spatially-dependent anisotropic transformed material parameters. This is caused by
the nonlinearity of the point-to-point mapping relation between the virtual and
physical spaces as encountered in several previously reported cylindrical-to-plane
wave source transformation designs [66–68].

To reduce the unwanted spatial dependency of the transformed material
parameters in the physical space, a geometrical simplification can be applied to the
virtual space geometry. Since the value of O–1 is small, the fan region can be
approximated by an isosceles triangle with the same central angle as shown in
Fig. 8.14b. Thus, an intermediate space which possesses a linear geometrical
similarity with the physical space can be inserted into the transformation process
to simplify the transformed material parameters. Now, the transformation can be
written as

x0 ¼ B2x=A2

y0 ¼ B1y=A1

z0 ¼ z

8><
>:

ð8:10Þ

where ðx; y; zÞ and ðx0; y0; z0Þ denote the coordinates of the virtual and physical
space, respectively. By virtue of the metric invariance of Maxwell’s equations, the
relative permittivity and permeability tensors of the transformed medium in the
physical space can be expressed as

er
0 ¼ lr

0 ¼
B2A1=A2B1 0 0

0 A2B1=B2A1 0
0 0 A2A1=B2B1

2
4

3
5: ð8:11Þ

These tensor parameters can be divided into two groups (l0rx; l0ry; e0rz and
e0rx; e0ry; l0rz) which are active under the TE and TM polarization, respectively. As
prescribed by Maxwell’s equations, the dispersion relations and the wave trajec-
tory in the physical space remain the same provided that
l0rxe

0
rz; l0rye

0
rz; l0rze

0
rx; and l0rze

0
ry are held constant [43]. Thus, the material tensor

expressions can be scaled to

er
0 ¼ lr

0 ¼ diag A1=B1ð Þ2; A2=B2ð Þ2; 1
h i

: ð8:12Þ

Since the radiated beam is highly focused in the x-direction which is perpen-
dicular to the interface between the transformed medium and free space, we further
let A2 ¼ B2 so that the impedance is matched on the interface. The relative per-
mittivity and permeability tensors can then be written as

er
0 ¼ lr

0 ¼ diag A1=B1ð Þ2; 1; 1
h i

; ð8:13Þ

where each requires only one parameter possessing a low value. It should be noted
that the conformal mapping enabled collimating lens [76] presented in Sect. 8.3.1
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is actually a special case of the coordinate transformation proposed here when we
set A1B2 ¼ B1A2 in (8.11). In this sense, (8.11) is a general expression for
achieving directive emission with homogenous anisotropic media and can be
simplified to design transformed media with different anisotropy.

In certain applications, however, multibeam radiation is desired with beams
pointing at specific directions in three dimensions. To fulfill this potential design
requirement, a three-dimensional coordinate transformation and associated
numerical validations are provided. As shown in Fig. 8.15a, the virtual space is an
air-filled, spherical cone with a cone angle of O–1. It is mapped to a square pyramid
with an apex angle of O–2 in the physical space (see Fig. 8.15c) which has material

parameters denoted by er
0ðx0; y0; z0Þ and lr

0ðx0; y0; z0Þ: Similar to the two-dimen-
sional case, the direct mapping between the virtual and physical spaces is not a
linear transformation, thus leading to inhomogeneous anisotropic material
parameters with extreme values. Here, we can also make a geometrical approxi-
mation by using a square pyramid with an apex angle O–1 the same as in the virtual
space (see Fig. 8.15b). The coordinate transformation can thus be expressed as

x0 ¼ B2x=A2

y0 ¼ B1y=A1

z0 ¼ B1z=A1

8<
: ð8:14Þ

where ðx; y; zÞ and ðx0; y0; z0Þ are the coordinates of the virtual and physical space,
respectively. Like the two-dimensional case, simplification can also be made to
match the impedance of the transformed medium to free space for the directive
radiating beam. The resulting relative permittivity and permeability tensors of the
transformed medium are again

e
0 ¼ l

0 ¼ diag A1=B1ð Þ2; 1; 1
h i

: ð8:15Þ

Fig. 8.15 Three-dimensional directive emission coordinate transformation. a Geometry of the
spherical cone shaped virtual space. b Geometry of the simplified square pyramid shaped virtual
space. c Geometry of the square pyramid shaped physical space
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8.3.3.2 Full-Wave Numerical Simulations

In addition, by applying the coordinate rotation transformation [102] to the above
directive emission transformation, more advanced highly directive multibeam
lenses can be synthesized by surrounding the embedded isotropic source with
several triangular segments. Importantly, this type of lens can provide an arbitrary
number of collimated beams, each radiating in a prescribed direction. As shown in
Fig. 8.16a, the material tensors of each lens segment can be expressed as

er
0 ¼ lr

0 ¼

A2
1

B2
1
cos2/n þ sin2/n

A2
1

B2
1
� 1

� �
cos/nsin/n 0

A2
1

B2
1
� 1

� �
cos/nsin/n

A2
1

B2
1
sin2/n þ cos2/n 0

0 0 1

2
664

3
775: ð8:16Þ

It should be noted that although the mathematical expression contains non-zero
off-diagonal tensor parameters, the medium can be implemented by rotating the
directions of the subwavelength metamaterial building block resonators.

To validate the concept, two-dimensional full-wave simulations were carried
out using the COMSOL finite element solver [103]. For simplicity, only TE
polarization with a z-directed E-field was used in the simulations. Considering that
the outer radiation boundary is 5k away from the source, these simulations exhibit
both the near- and far-field behavior of the lenses. The first lens has four colli-
mated beams uniformly distributed in the x - y plane pointing at / ¼

0
�
; 90

�
; 180

�
; 270

�� 	
as shown in Fig. 8.16b. To demonstrate the flexibility of

controlling the radiated beams, a second lens is displayed in Fig. 8.16c having five
customized collimated beams, each radiating at the desired angles of / ¼

30
�
; 90

�
; 165

�
; 247:5

�
; 322:5

�� 	
: Both lenses have a low-value of the lr

0

parameter with a magnitude of 0.01 for each of the segments. From the elec-
tric field distribution, it is observed that the waves radiated from the central

Fig. 8.16 a Configuration of multiple rotated lens segments to produce multibeam radiation.
Snapshots of the z-directed near- and far-zone electric field determined via a 2D COMSOL
simulation of the TO lens at 3 GHz b with four radiated beams uniformly distributed and c five
radiated beams non-uniformly distributed in the x–y plane. Note that in both cases the

corresponding lr
0

parameter in the direction of the radiated beam has a magnitude of 0.01 for
each segment of the lens. 2D COMSOL simulations of a similar lens to b but when the

corresponding lr
0

parameter in the direction of the radiated beam has a magnitude of d 0.2 for
each segment of the lens
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omni-directional source are well-collimated, even in close proximity to the source.
To study the impact of the variations in the material parameter values on the lens
performance, one additional quad-beam lens similar to the one shown in Fig. 8.16b

was simulated with the magnitude of the lr
0

parameter in the direction of the
radiated beams set to be 0.2 for each lens segment. As presented in Fig. 8.16d, the

beam width of the lenses broadens as the magnitude of the corresponding lr
0

parameter increases. However, the lenses are still able to maintain highly directive
beams in the four desired directions. Since most metamaterial realizations of
effective media are less dispersive in the low-index band [104], this type of TO
lens comprised of LIMs is suitable for broadband applications.

Similarly, a highly directive multibeam TO lens can be formed by applying the
3-D coordinate rotation mapping [102] to the material tensors of each lens segment.
This type of lens can convert the radiation from an embedded omni-directional
source to a customized radiation pattern in three dimensions. As an example, we
surrounded a previously reported quasi-isotropic radiator [105] shown in Fig. 8.17a
with six lens segments, each having low-value er and lr parameters with a mag-
nitude of 0.01 in the direction of the radiated beam. Figure 8.17b shows the 3D
radiation patterns with and without the presence of the TO lens simulated by Ansoft
HFSSTM finite element solver [106]. We can observe that the antenna alone has a
near-omni-directional radiation pattern, whereas with the lens present, the radiation
pattern exhibits six highly directive beams. It should be noted that not all of the six
directive beams have the same linear polarization, which is due to the quasi-omni-
directional source antenna employed here and not the TO lens since its response is
polarization independent.

8.3.3.3 Design, Fabrication, and Measurement

To experimentally verify the proposed multibeam directive emission coordinate
transformation, a quad-beam metamaterial lens was designed that tailors the
radiation of a G-band quarter-wavelength monopole which nominally radiates

Fig. 8.17 Three dimensional coordinate transformation lens applied to a quasi-isotropic antenna
proposed in [105]. a The three dimensional directive emission lens and the embedded quasi-
isotropic antenna. The lens is designed to produce six highly directive beams; one normal to each
face of the lens as indicated by the labels. b The HFSS simulated radiation pattern of the quasi-
isotropic antenna without (left) and with (right) the lens
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omnidirectionally in the H-plane around 4–5 GHz. Because the radiated electric
fields are nearly perpendicular to the ground plane in the H-plane, the lens needs
only to work for the TE polarization. Following the configuration of the two-
dimensional quad-beam lens example in Fig. 8.16b, the monopole is surrounded
with four triangular anisotropic metamaterial lens segments as depicted in
Fig. 8.18a. Segments 1 and 3 have a low value of effective lrx; and segments 2 and
4 have a low value of effective lry:

The effective medium properties of the SRRs were obtained according to the
diagram shown in Fig. 8.18b, where periodic boundary conditions were assigned
to the walls in the x- and y-directions. A TE polarized plane wave (contained in the
y - z plane), with the E-field oriented along the x-direction, is incident from the
upper half-space at an angle of h (0� B h B 90�) with respect to the z-axis. The
three active effective material tensor quantities (lry; lrz and erx) were retrieved
from the S-parameters calculated at different angles of incidence using HFSSTM. In

Fig. 8.18 a Configuration of the metamaterial TO lens HFSS model. b Schematic of
metamaterial unit cell simulation. The dimensions are a = 6 mm, d = 4.5 mm, and
g = 0.5 mm. The lens substrate is 0.031 inch thick Rogers RT/Duroid 5880. c The retrieved
effective material parameters lrx; lry; erz

� �
: d Photograph of the fabricated quad-beam TO lens.

The length of the outer edge of the lens is 102 mm (*1.6 k at 4.8 GHz) and the height is 30 mm
(*0.5 k at 4.8 GHz)
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order to account for the near-field coupling between the SRRs and the monopole
and to fully exploit the dispersive property of the SRRs, their dimensions were
tuned in the presence of the monopole. As has been previously demonstrated [104,
107], the inherent dispersive nature of metamaterials, which is often considered as
a drawback, can actually improve the device performance when properly utilized.
As seen from the effective material parameters of the optimized SRRs shown in
Fig. 8.18c, erx and lry are weakly dispersive across the entire frequency range,
with an effective impedance for normal incidence nearly matched to free space

(
ffiffiffiffiffiffiffiffiffiffiffiffiffi
lry=erz

q
� 0:7), thus ensuring low reflection loss at the lens-air interface.

Additionally, lrz has a Lorentz-shaped resonance at 3.8 GHz and maintains a low
value throughout the resonance tail (i.e. 0� lrz� 0:4) over a broad bandwidth
(4.25–5.2 GHz). It should be noted that the lrz in the unit cell simulation is the
same as lrx for lens segments 1 and 3 and lry for lens segments 2 and 4. A
prototype of the lens was fabricated and assembled (see Fig. 8.18d).

The simulated and measured reflection coefficients (S11) of the monopole with
and without the lens are shown in Fig. 8.19a, exhibiting strong agreement in terms
of both resonant frequencies and bandwidth. In addition to the resonance of the
monopole at 4.75 GHz, the lens introduces two other resonances at 4.4 and
5.4 GHz due to the near-field coupling between the monopole and the nearby
SRRs. Compared to the original monopole, the -10 dB bandwidth is significantly
improved from 0.78 to 1.35 GHz by adding the TO lens. The 70 % bandwidth
broadening is attributed to the slowly growing erz and lrx components which
compensate the monopole length-to-wavelength ratio at both lower and higher
frequencies.

As shown in Fig. 8.19b–i, the measured H-plane and E-plane far-field realized
gain patterns at 4.25, 4.5, 4.85, and 5.2 GHz are found to have good agreement
with those simulated using HFSSTM. The small discrepancies are primarily due to
measurement imperfections and fabrication tolerances. Without the lens, the
monopole exhibits an omni-directional gain pattern in the x - y plane with a
variation of about 0.7 dB due to the finite ground plane size. However, with the
lens present, four highly-directive beams can be observed at / = {0�, 90�, 180�,
270�}. Within the frequency range of 4.25–5.2 GHz, the peak realized gain of the
four beams varies between 4.3 and 5.8 dB, about 6 dB higher than that of the
monopole alone. The average half-power beamwidths of the four beams are
approximately 35�, 34�, 32�, and 30� over the four frequencies, indicating that the
TO lens is effectively functioning as a collimator, even with its relatively compact
size. A larger lens can be used to further increase the gain and yield even narrower
beams. It is observed that there is a double-dip characteristic in the null regions of
the measured radiation pattern as shown in Fig. 8.19b. This is primarily caused by
the imperfect assembly at the glued corners of the fabricated lens, leading to a
small amount of wave leakage at certain frequencies. However, considering that
the minor beams are 10 dB or more below the main beams, they will not affect the
desired performance of the entire TO lens. Moreover, it is expected that the
double-dip features in the radiation patterns could be eliminated by using tighter
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Fig. 8.19 a Simulated and
measured S11 of the
monopole with and without
the TO lens. Simulated and
measured H-plane realized
gain patterns of the monopole
with and without the TO lens
at b 4.25 GHz, c 4.5 GHz,
d 4.8 GHz, and e 5.2 GHz.
Simulated and measured E-
plane realized gain patterns of
the monopole with and
without the TO lens at
f 4.25 GHz, g 4.5 GHz,
h 4.8 GHz, and i 5.2 GHz
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manufacturing tolerances for the lens. The inset plots of Fig. 8.19a compare the
simulated E-field distributions on the ground plane with and without the lens. The
monopole alone gives a circular pattern, whereas the lens transforms the field
pattern to a square shape, indicating that the fields are well-collimated even inside
the actual metamaterial lens. The measured E-plane patterns confirm the beam
bending effect in the h-direction. Without the lens, the monopole alone has a
measured beam maxima moving from 45� to 40� off-horizon as the frequency
increases. With the lens present, the beam maxima is maintained at approximately
8�–12� from the horizon. This property shows that, in addition to reshaping the
radiated beams in the H-plane, the proposed TO metamaterial lens can also
overcome the commonly observed edge diffraction in the E-plane caused by the
finite sized ground plane [108].

8.3.4 Simplified Uniaxial Anisotropic Lens

Although helpful, it is not always necessary to design a transformation specifically
for reduced complexity material parameters, as is done with the conformal and QC
mapping approaches, and was performed with the multibeam TO lens. In some
cases, the required parameters of TO designs with reasonable performance may be
reexamined and reduced to enable more practical fabrication.

8.3.4.1 Theory

The far-field collimating lens developed by Kwon and Werner [65, 67, 99] is a
good example of material parameter complexity reduction. This transformation
was created by mapping a section of a circle into a rectangle above a source placed
at the origin, flattening the cylindrical equal-phase fronts into approximate plane
waves and creating a highly collimated beam in the far-field. Figures 8.20 and 8.21
illustrate the transformation geometry and the behavior of the waves in the
transformed space.

Examining the material parameters of the transformation in Fig. 8.22, it is seen
that the index in the direction of propagation (y in the figure) is low over most of
the lens, and the transverse indices are high. All three terms are nearly uniform in
the center of the lens, with all of the variation along the tangential axis. Since it is
difficult at present to meet the constraints of the anisotropic, inhomogeneous
material parameters exactly, it is reasonable to search for approximations. An
appropriate simplification for this TO device would be to remove the inhomoge-
neity, and substitute a homogeneous, uniaxial metamaterial slab with low index in
the direction of propagation. The cross-terms of the tensors would be eliminated,
and the permittivity in the transverse direction assigned to a homogeneous value
between 6 and 8. The parameters of the simplified structure are illustrated for
comparison purposes in Fig. 8.23.
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The simplified uniaxial zero-index lens may be compared to the zero-index TO
lenses discussed previously to gain insight into its operation. It was demonstrated
that uniaxial zero-index metamaterials can be used to create collimated beams

Fig. 8.22 Anisotropic, inhomogeneous material parameters required by the original TO lens
a exx, b exy, c eyy, and d ezz. Reproduced with permission from Kwon and Werner [67]

Fig. 8.20 Coordinate transformation. a Source domain and b destination domain for TO
collimating lens, designed by Kwon and Werner [67]. Reproduced with permission from Kwon
and Werner [67]

Fig. 8.21 a EM wave radiating from a point source. b The same source, radiating in the presence
of the collimating TO lens [67]. Reproduced with permission from Kwon and Werner [67]
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under two conditions: with the electric field parallel to the optical axis as in the
multibeam conformal mapping lens, and with the wave propagation parallel to the
optical axis as in the quad-beam lens. This collimating lens uses the second
configuration and places the feed antenna outside the lens. The uniaxial ZIM has
better energy coupling compared to isotropic ZIMs due to the higher index in the
tangential direction, which interacts with the normally propagating waves from the
feed. Slightly off-normal waves are both refracted closer to the lens normal and
reflected, making the ZIM lens behave as an angular spatial filter and yielding one
explanation for why the material functions as a collimator.

8.3.4.2 Design, Fabrication, and Measurement

A metamaterial implementation for a dual-polarization version of this lens was
designed, constructed, and tested. Allowing operation in both polarizations requires
that the full material parameter tensor be implemented for both permittivity and
permeability. Thus, a combined magneto-dielectric metamaterial was designed so
as to give a low index in the direction of propagation for both e and l, and a high
index in the tangential direction. Strips of PEC material around the exterior of the
lens prevent power from leaking out the side of the lens. The PEC also forms an
approximation of the index gradient along the periphery of the lens as required by
the original TO material parameters. A dual-polarization crossed-dipole feed
antenna backed by an electric ground plane completes the system, which is illus-
trated in Fig. 8.24. The lens and feed were tuned to operate around 7 GHz.

Near-ZIM materials are required to be dispersive by the principle of causality,
since the low-index conditions exist at the tail of a resonance. The bandwidth of
ZIMs will be limited by the dispersion, but the achievable bandwidth can be much
wider than that of devices utilizing negative-index metamaterials. The metama-
terial structure can be tailored to create a very wide, slowly recovering resonance
that supports a relatively wide low-index band with negligible absorption loss.

Fig. 8.23 Simplified uniaxial, homogeneous material parameters for the ZIM lens a exx, b exy,
c eyy, and d ezz
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The metamaterial slab was constructed as a combined cubic array of horizontal
modified SRRs to create the normal near-zero permeability and vertical ELD
elements to create the normal near-zero permittivity. The unit cells were con-
structed using printed circuit board technology to transfer thin metallic traces onto
a Rogers RF substrate. Strips of ELDs were interleaved to create a grid, whereas
large panels of split-ring resonators were placed on the top and bottom. Moderate
size unit cells were employed (*k/8.5 at 7 GHz) to create strong resonances with
wide resonance tails. Illustrations of the unit cells and of the equivalent material
parameters are provided in Figs. 8.25 and 8.26. The material parameters are low,
near-zero, for a range of frequencies surrounding 7 GHz. Although resonant me-
tamaterials in general are only useful over very narrow bandwidths, operating in
the tail of the resonance at the near-zero index band where the slope of the
permittivity curve versus frequency is small can yield operational bandwidths of
greater than 10 %.

The lens and feed structure were simulated using full-wave computational tools
to verify their performance. The lens changes the gain pattern of the crossed dipole
antenna from a nearly omnidirectional pattern with 9 dB peak gain to a directive
beam with 15 dB peak gain, demonstrating a 6 dB improvement, over *10 %
bandwidth, with symmetric patterns for both feed polarizations. Measurements of
the fabricated lens confirmed the simulations, with measured pattern, polarization,
gain, and return loss data illustrated in Figs. 8.27 and 8.28.

The vertical profile of the metalens antenna may be reduced with the addition of
an AMC ground plane. Related to EBG surfaces, an AMC will have unity
reflection magnitude and a reflection phase close to zero degrees. A simple
implementation of these properties uses a series of square mushroom-type

Fig. 8.25 a Split-ring resonator and b end-loaded dipole metamaterial elements are combined to
form the c volumetric ELD and the (d) combined magneto-electric zero-index metamaterial

Fig. 8.24 Illustration of the
zero-index dual-polarization
TO-inspired metalens, placed
over a ground plane and the
crossed-dipole feed antenna
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Fig. 8.27 Simulated and measured E-plane and H-plane gain patterns of the metalens at
6.875 GHz

Fig. 8.26 Dispersive effective material parameters of the combined magneto-electric metama-
terial. Note the simultaneous low-index condition near 8 GHz
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structures supported by vias to the ground plane to form a high-impedance surface
(also known as a Sievenpiper surface) [26]. The frequency and bandwidth of the
zero-phase crossing may be tuned by adjusting the thickness, dielectric constant,
patch size, and gap size of the structure. An AMC is a dispersive approximation of
an ideal perfect magnetic conducting (PMC) boundary that allows horizontal
antennas to be placed adjacent to the surface without suffering efficiency losses.
By using a magnetic ground plane in the metalens antenna system such that the
antenna may be placed arbitrarily close to the ground, the total thickness of the

Fig. 8.29 a Diagram showing profile reduction of ZIM metalens with AMC ground plane.
b Photo of (clockwise from upper left) AMC ground plane and dipole, top cover, metalens
without top cover, and foam spacer. c Close-up of dipole feed antenna over the AMC ground
plane

Fig. 8.28 a Simulated and measured peak gain versus frequency of the metalens antenna,
b simulated and measured peak cross-pol versus frequency, c measured aperture efficiency versus
frequency, and d measured and simulated return loss. The measured return loss is much better
than the simulations due to the presence of an impedance-matching balun, which was not
included in simulations
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lens may be decreased. A prototype AMC surface functioning between 7 and
7.5 GHz was designed and fabricated to test with the existing lens. As seen in
Fig. 8.29 a, use of the AMC ground reduced the antenna profile by 20 %.
Figure 8.29 b–c shows photographs of the manufactured lens. Simulated perfor-
mance characteristics for the reduced-profile AMC/metalens antenna are presented
in Fig. 8.30 and measured directivity patterns in Fig. 8.31.

The simplified TO lens possesses very similar wave collimation properties to
the full TO design and allowed for prototype construction and testing. Even if the
original anisotropic inhomogeneous TO material specification could have been
constructed using metamaterials, the wide range of resonant materials that would
have been required to implement the gradients would not have supported such a
wide bandwidth as was achieved with the homogeneous materials. The approxi-
mation method for complex designs may be applied to other TO devices as well
[109], and is a viable route to implementation when simplifications at the design
stage that are possible with QC mappings, for example, do not yield acceptable
results.

Fig. 8.30 Simulations of the AMC/metalens showing good performance, albeit over a
narrowband due to the narrow AMC bandwidth, compared to the original metalens design

Fig. 8.31 Measurements and simulations of the AMC/metalens radiation patterns at
a–b 7.375 GHz and c–d 7.625 GHz. The results confirm directive, symmetric patterns with
very good agreement between simulations and measurements
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8.4 Conclusions

TO has been found to provide a powerful tool with great flexibility in manipulating
the radiation of antennas, especially in creating highly directive beam(s) from
simple antenna elements such as dipoles and/or monopoles. Several TO design
methodologies have been introduced based on different coordinate transforma-
tions, including the conformal mapping, QC mapping, geometry-similar trans-
formation, and material parameter simplification method. All of these techniques
are capable of achieving a certain degree of simplification to the transformed
material parameters in some way without sacrificing the device performance.
Numerical and experimental examples associated with each method demonstrate
the concepts and also show their unique properties and suitability for different
applications. We expect that these simplified TO concepts will be applied to other
types of microwave antennas and potentially even extended for use with nano-
antennas [110].
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Chapter 9
Transformation Electromagnetics
for Antenna Applications

Bae-Ian Wu

Abstract In recent years, transformation electromagnetics has found potential
applications in propagation, waveguiding, scattering, and radiation. For antenna
applications, using transformation techniques, one can transform bulky antennas to
low profile ones. In general, the resulting medium will be both inhomogeneous and
anisotropic. In this chapter, we proposed a spherical core-shell structure which can
achieve arbitrarily large directivity. We investigated the problem by finding the
transformed constitutive tensors and solving the equivalent problem in the core-
shell configuration. Using the Ricatti-Bessel functions, we can represent the field
components with Debye potentials and subsequently solve for the fields in all
regions. We applied the formulation to several cases of dipole arrays within the
shell, corresponding to both free-space and half-space problems in the virtual
space. Overall, the calculation demonstrated that the formation of virtual aperture
is indeed theoretically possible and the effects of loss on the number of available
spherical harmonics and directivity are investigated.

9.1 Introduction

Transformation electromagnetics has received a lot of interests in recent years.
It has found potential applications in several major areas of electromagnetics:
propagation, waveguiding, scattering, and radiation. Using transformation elec-
tromagnetics, it is possible to manipulate the electromagnetic waves to achieve
novel effects. For propagation and waveguiding, transformed structures allow
waves to propagate and bend without suffering from reflections. Regarding scat-
tering, both monostatic and bistatic scattering can be reduced. In this chapter, we
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are primarily interested in antenna applications. For antenna applications, trans-
formation techniques, including compression and conformal mapping, allow the
transformation of bulky antennas to low profile ones. For example, consider the
parabolic antenna in Fig. 9.1. The parabolic antenna on the left with isotropic
medium can be transformed into a low profile antenna on the right [1]. The
resulting medium will be both inhomogeneous and anisotropic.

For the horn antenna shown in Fig. 9.2, the structure on the left with isotropic
medium can be transformed into a smaller package with compression. The
resulting medium in this case is anisotropic but can be homogeneous. This has also
found potential applications for decreasing the spacing between antennas and
ground planes to reduce the typically quarter-wavelength distance. The resulting
medium, compressed in the normal direction, will have constitutive parameters:
e ¼ x̂x̂ae1 þ ŷŷae1 þ ẑẑð1=aÞe1 and l ¼ x̂x̂al1 þ ŷŷal1 þ ẑẑð1=aÞl1, where the
original medium has isotropic permittivity e1 and permeability l1. The thickness is
reduced by a factor of a. Notably, the idea of using materials with high permittivity
or high permeability can be thought of as an approximation of the ideal trans-
formed case. Such an approximation will naturally have good performance for
radiation in the broadside direction, but for other directions equivalence of the
complex fields in the entire region of interest with respect to the uncompressed
case can only be obtained via the inclusion of effective anisotropy, even though
this specific transformation is not unique.

Whether we are transforming a parabolic reflector or achieving low profile via
simple compression, the effective aperture does not increase without space pro-
jection. This can be understood from the previous idea of ‘‘perfect lens’’ [2], which
has been reinterpreted using coordinate transformations [3]. Effectively, space
projection can create or cancel out space and maintain the perfect matching
between the media.

Fig. 9.1 Transformation of a
parabolic antenna into a low
profile antenna. Left Original
space. Right Transformed
space

Fig. 9.2 Transformation of a
horn antenna. Left Original
space. Right Transformed
space
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In this chapter, we present a layered spherical structure that is able to form a
virtual aperture in empty space by applying the appropriate space projection.
Subsequently, the radiated fields will be emitted as if they are from the virtual
aperture. Reducing the dimensions of radiators is always of great interest in the
antenna engineering community. It is well known that there is no mathematical
upper limit to the directive gain of an antenna of a given size [4]. However, there
still lacks a general design capable of producing arbitrarily large directivity. With
our proposed model, any arbitrarily large directivity can be theoretically achieved.
The underlying concept has been demonstrated in [5]. Here we formulate the
problem with a difference in terms of the potentials used to represent the fields. In
addition, we also analyze the limit of the achievable farfield resolution.

In Sect. 9.2, the formulation for the transformed constitutive parameters and the
solution to the radiation problem will be given. In Sect. 9.3, we will look at the
fields and farfield radiation patterns for different cases and explore the resolution
limit. Whereas many problems in transformation electromagnetics can be solved
numerically via electromagnetics software packages, it is hoped that the analysis
here will provide basis for future comparisons, allow us to analyze the effect of
loss, and provide some insights to the resolution limit.

9.2 Formulation

In this section, we will set up the problem in such a way that instead of using
coordinate transformations to calculate the fields, we will be solving a transformed
version of the original problem in the physical space. The transformation will
result in a shell whose medium will be radially inhomogeneous and anisotropic.
We will be using the time-harmonic convention e�ixt throughout this chapter. The
time-harmonic Maxwell’s equations are:

r� E ¼ ixB ; ð9:1Þ

r � H ¼ �ixDþ J ; ð9:2Þ

r � D ¼ q ; ð9:3Þ

r � B ¼ 0; ð9:4Þ

where for non bianisotropic media, the constitutive relations [6] can be written as:

D ¼ e � E and B ¼ l � H : ð9:5Þ

The permittivity and permeability tensors, in general, will be functions of
space. Figure 9.3 shows the general configuration that we will be using for this
chapter. Using the transformation in [5], the empty sphere of radius c is com-
pressed into a smaller sphere of radius a (region 1), and the empty shell between
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r ¼ b and r ¼ c is mapped into another shell between r ¼ a and r ¼ b (region 2).
Region 3 corresponds to the space where r [ b. The line at r ¼ c corresponds to
the boundary outside which is the region of equivalence. To solve the radiation
problem, we need to find the transformed constitutive tensors and solve the
transformed problem.

9.2.1 Transformation of the Constitutive Parameters

Since we will eventually be working on the transformed space rather than the
original virtual space, in this subsection we will use the unprimed notation to
signify the transformed physical space and the primed notation for the virtual
space. For other parts of this chapter, the primed notation is used to represent the
source coordinates. Figure 9.4 shows the relationship between the radius in the
physical space r and the radius in the virtual space r0. The region between r ¼ a
and r ¼ b has a negative slope, corresponding to space projection. The resulting
constitutive parameters are thus expected to have negative real parts. For the r
direction,

r0 ¼ c
a r for r\a ;

r0 ¼ �Ar þ B for a\r\b; and
r0 ¼ r for r [ b :

ð9:6Þ

Fig. 9.3 Transformation of
free space into a layered
configuration. Left Original
space. Right Transformed
space

Fig. 9.4 The relationship
between the radius in the
physical space r and the
radius in the virtual space
r0: a; b, and c correspond to
the dimensions in Fig. 9.3
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In region 2,

A ¼ c� b

b� a
and B ¼ bðc� aÞ

b� a
: ð9:7Þ

Under this transformation, h and / are unchanged, thus h ¼ h0 and / ¼ /0.
Using the Jacobian [7], the transformed e and l can be expressed in terms of the

original constitutive tensors:

e ¼ Jrr0 � e
0 � J

T

rr0

jJrr0 j
and l ¼ Jrr0 � l

0 � J
T

rr0

jJrr0 j
: ð9:8Þ

In spherical coordinates, the Jacobian takes the form:

Jrr0 ¼

oAr
or0

1
r0

oAr

oh0
1

r0 sin h0
oAr

o/0

roAh
or0

r
r0

oAh

oh0
r

r0 sin h0
oAh

o/0

r sin hoA/

or0
r sin h

r0
oA/

oh0
r
r0

oA/

o/0

2
6664

3
7775 : ð9:9Þ

The resulting Jacobian is a constant in region 1 and region 3, and it is diagonal in
region 2:

Jrr0 ¼ I a
c for r\a ;

Jrr0 ¼ diag½� 1
A ;

r
r0 ;

r
r0� for a\r\b; and

Jrr0 ¼ I for r [ b:

ð9:10Þ

Using these results in Eqs. 9.8, we have:

e1
e0
¼ l1

l0
¼ c

a for\a ;

e2
e0
¼ l2

l0
¼ diag½� ð�ArþBÞ2

Ar2 ; �A; �A� for\r\b; and
e3
e0
¼ l3

l0
¼ 1 for r [ b :

ð9:11Þ

Note that in the above expression for region 2;A and B are positive numbers and
consequently the constitutive parameters in the physical space for the shell region
have negative real parts. This is consistent with the planar case in which space
projection results in negative permittivity and permeability. Because we will be
analyzing the effects of loss, we introduce a factor of ð1� idÞ to both e2 and l2 in
region 2, where d is the loss tangent. Note that in region 1 both e1 and l1 are scalar
constants, and in region 2 the transverse components are constant. Only the radial
components in region 2 are functions of the radius r.
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9.2.2 Solution to the Wave Equation

In this subsection we consider a radiator inside a radially inhomogeneous and
anisotropic shell as a result of the coordinate transformation presented in the
previous section. This problem can be solved analytically by matching the
boundary conditions. To facilitate this effort, we will use the formulation based on
Mie scattering [6, 8, 9]. Consider the Hertzian dipole shown in Fig. 9.5 with
magnitude I‘, oriented in the â direction, and positioned at ðr0; h0;/0Þ in region 1.
Decomposing the waves in all three regions into TM and TE components with
respect to r̂, we can express the electric and magnetic fields in terms of the Debye
potentials pe and pm. For TM modes,

HTM ¼ r� r̂UTM ¼ r� rpe ; ð9:12Þ

ETM ¼
1
�ix
ðe �1 � r � r� rpeÞ : ð9:13Þ

For TE modes,

ETE ¼ r� r̂UTE ¼ r� rpm ; ð9:14Þ

HTE ¼
1

ix
ðl �1 � r � r� rpmÞ : ð9:15Þ

We can also use the potentials to represent D and B instead of E and H [10, 11].
Using the Maxwell equations, we can now form the wave equations for pe and

pm. Here, we will show the procedure for TM modes, noting that the corresponding
results for TE modes can be obtained by invoking duality. For TM modes, the
wave equation can be written as:

r� 1
�ix
ðe �1 � r � r� rpeÞ ¼ ixl � r � rpe : ð9:16Þ

Note that only the transverse components of the permeability tensor will be used,
and l can effectively be treated as lt. Also, since et and lt are not functions of r
and are constant, we can expand both sides and equate the arguments of the curl
operators with the addition of the gradient of a scalar potential Ue to obtain:

Fig. 9.5 Configuration of the
problem. The dipole with
magnitude I‘ is oriented
arbitrarily in the â direction
in region 1

268 B.-I. Wu



1
x2

1
lter

1
r

1
r sin h

o
oh ð� sin h orpe

oh Þ � 1
sin h

o2rpe

o/2

h i

1
ltet

1
r

o
or ð

orpe
oh Þ

1
ltet

1
r

1
sin h

o
or ð

orpe
o/ Þ

2
6664

3
7775 ¼

rpe þ oUe
or

1
r

oUe
oh

1
r sin h

oUe
o/

2
664

3
775 : ð9:17Þ

For ĥ and /̂ components,

1
x2

1
ltet

o

oh
orpe

or
¼ oUe

oh
and

1
x2

1
ltet

o

o/
orpe

or
¼ oUe

o/
: ð9:18Þ

We can thus obtain Ue as:

Ue ¼
1
x2

1
ltet

orpe

or
: ð9:19Þ

Using this result, we have the following for the r̂ component:

er

et

1
r

o2rpe

or2
þ 1

r2 sin h
o

oh
ðsin h

ope

oh
Þ þ 1

r2 sin2 h

o2pe

o/2 þ k2
t

er

et
pe ¼ 0 ; ð9:20Þ

where kt ¼ x
ffiffiffiffiffiffiffiffi
ltet
p

is the wavenumber corresponding to the transverse constitutive
parameters with respect to r̂. This is the wave equation for pe. If we define:

r2
t pe ¼ r2 � 1

r2

o

or
ðr2 ope

or
Þ

¼ 1
r2 sin h

o

oh
ðsin h

ope

oh
Þ

� �
þ 1

r2 sin2 h

o2pe

o/2 ;

ð9:21Þ

we can simplify the wave equation to:

er

et

1
r

o2rpe

or2
þr2

t pe þ k2
t

er

et
pe ¼ 0 : ð9:22Þ

In particular, when er=et and lr=lt,

ðr2 þ k2Þpe ¼ 0 ; ð9:23Þ

and the Helmholtz equation is recovered. This is the case for region 1 and 3.
We can now use the separation of variables to solve for pe. We do so by letting

pe ¼ frðrÞfhðhÞf/ð/Þ. Regarding f/, we have:

d2f/
d/2 þ q2f/ ¼ 0 and f/ ¼ e�im/ ; ð9:24Þ

where m is an integer from 0 to n. For fh, we have:

1
sin h

d

dh
ðsin h

dfh
dh
Þ þ ðp2 � q2

sin2 h
Þfh ¼ 0 : ð9:25Þ
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In terms of cos h, with p ¼ nðnþ 1Þ, we have:

ð1� cos2 hÞ d2fh

dðcos hÞ2
� 2 cos h

dfh
d cos h

þ nðnþ 1Þ � m2

1� cos2 h

� �
fh ¼ 0 ;

ð9:26Þ

for which the associated Legendre polynomials are solutions to. Thus
fh ¼ Pm

n ðcos hÞ, where n is an integer from 0 to1. Using the results for f/ and fh,
regarding fr we have:

er

et
r

d2rfr

dr2
þ er

et
k2

t r2 � nðnþ 1Þ
� �

fr ¼ 0 : ð9:27Þ

At this point we can put in the explicit r dependence of er
et

:

et

er
¼ ð r

r � R
Þ2 ; in which R ¼ bðc� aÞ

ðc� bÞ : ð9:28Þ

Rewriting, we have:

r
d2rfr
dr2
þ k2

t r2 � r2

ðr � RÞ2
nðnþ 1Þ

" #
fr ¼ 0 : ð9:29Þ

If for fr we write frðrÞ ¼ r�1Fðkt~rÞ, where ~r ¼ ðr � RÞ, it is readily shown that F
satisfies the Riccati-Bessel equation [12, 13]:

ðkt~rÞ2F00 þ ½ðkt~rÞ2 � nðnþ 1Þ�F ¼ 0 ; ð9:30Þ

where F ¼ b̂n denotes the Riccati-Bessel function, defined as:

b̂nðkt~rÞ ¼ ðkt~rÞbnðkt~rÞ ; ð9:31Þ

in which bn is the spherical Bessel function. In our case, we only use the spherical
Bessel function of the first kind (jn) and the spherical Hankel function of the first

kind (hð1Þn ). Because we will only use the spherical Hankel function of the first
kind, we suppress the superscript and use hn from here onwards. The general
solution for pe=m will thus be a double summation over both m and n, where for
each m, n:

pe=m ¼
1
r

b̂nðkt~rÞPm
n ðcos hÞe�im/ ; ð9:32Þ

in which b̂nðkt~rÞ is either ĵnðkt~rÞ ¼ ðkt~rÞjnðkt~rÞ or ĥnðkt~rÞ ¼ ðkt~rÞhnðkt~rÞ. When the
medium is homogeneous and isotropic, we can simply set kt ¼ k and R ¼ 0.
Throughout this chapter, it is useful to note that:
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jnðzÞ ¼
ffiffiffiffiffi
p
2z

r
Jnþ1

2
ðzÞ ; ð9:33Þ

hnðzÞ ¼
ffiffiffiffiffi
p
2z

r
Jnþ1

2
ðzÞ þ iYnþ1

2
ðzÞ

h i
; ð9:34Þ

in which Jnþ1
2
ðzÞ and Ynþ1

2
ðzÞ are the cylindrical Bessel functions of the first and

second kind with fractional order nþ 1
2. Also, for the derivatives, we have:

b̂0nðzÞ ¼ ðzÞbn�1ðzÞ � nbnðzÞ ; ð9:35Þ

d

dh
Pm

n ðcos hÞ ¼ 1
sin h

ðn cos hÞPm
n ðcos hÞ � ðmþ nÞPm

n�1ðcos hÞ
� �

: ð9:36Þ

These expressions are useful for implementing b̂n and evaluating the fields
numerically.

9.2.3 Fields and Boundary Conditions

In general, the fields will contain both TM and TE components. We can express
the electric and magnetic fields in terms of pe and pm. For the radial components:

Er ¼ �
1

ixet

o2rpe

or2
þ k2

t rpe

� �
ð9:37Þ

and

Hr ¼
1

ixlt

o2rpm

or2
þ k2

t rpm

� �
: ð9:38Þ

For the transverse components, using the notation in [8], we have:

Eh

E/

� �
¼

i
xet

1
r

o2

oroh r 1
sin h

o
o/

i
xet

1
r sin h

o2

oro/ r � o
oh

2
4

3
5 � pe

pm

� �
ð9:39Þ

and

Hh

H/

� �
¼

1
sin h

o
o/ � i

xlt

1
r

o2

oroh r

� o
oh � i

xlt

1
r sin h

o2

oro/ r

2
4

3
5 � pe

pm

� �
: ð9:40Þ

These expressions can be used for all three regions to find the fields and match the
boundary conditions.

The boundary conditions consist of matching the fields at the source and the
interfaces. For the source, which in our case exists only in region 1, we use the

9 Transformation Electromagnetics for Antenna Applications 271



expansion of a Hertzian dipole. Consider a dipole moment âI‘. For the TM

components, we have:

pi
e ¼

i

4p
I‘

k1
â � r0 � r0 � r̂0

X1
n¼0

Xn

m¼�n

ð2nþ 1Þðn� jmjÞ!
nðnþ 1Þðnþ jmjÞ!

1
r

ĵnðkr\Þĥnðkr[ ÞPjmjn ðcos h0ÞPjmjn ðcos hÞeimð/�/0Þ :

ð9:41Þ

For the TE components, we have:

pi
m ¼ ixl1

i

4p
I‘

k1
â � r0 � r̂0

X1
n¼0

Xn

m¼�n

ð2nþ 1Þðn� jmjÞ!
nðnþ 1Þðnþ jmjÞ!

1
r

ĵnðkr\Þĥnðkr[ ÞPjmjn ðcos h0ÞPjmjn ðcos hÞeimð/�/0Þ :

ð9:42Þ

In these two expressions r0; h0, and /0 correspond to the coordinates of the source
and the operatorsr0 � r0� andr0� operate only on the source coordinates. Also,
r\ ¼ minfr0; rg and r[ ¼ maxfr0; rg, depending on the radius r of the obser-
vation point. We note that the factor 1

r Pjmjn ðcos hÞeim/ is common for each m and n.
Upon suppressing, we can simplify the notation for the potentials corresponding to
the incident spectrum of waves in region 1 as:

pi
1\ ¼ b1̂jnðk1rÞ for r\r0 ; and ð9:43Þ

pi
1 [ ¼ a1ĥnðk1rÞ for r [ r0 : ð9:44Þ

Furthermore, the forms for pTM and pTE are identical, therefore we can simply use
p1; 2; 3 for each region, keeping in mind that each p1; 2; 3 represents two cases. Thus
for region 1, taking into account the reflections at the boundaries [8], we write:

p1\ ¼ a1~R12̂jnðk1rÞ þ b1̂jnðk1rÞ for r\r0 ; ð9:45Þ

p1 [ ¼ a1½ĥnðk1rÞ þ ~R12̂jnðk1rÞ� for r [ r0 : ð9:46Þ

In region 2, we have:

p2 ¼ a2½ĥnðk2t~rÞ þ R23̂jnðk2t~rÞ� ; ð9:47Þ

and in region 3,

p3 ¼ ~T13a1ĥnðk3rÞ : ð9:48Þ

In the above expressions involving p1; 2; 3,

a2 ¼
T12

1� R21R23
a1 ; ð9:49Þ
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~R12 ¼ R12 þ
T21R23T12

1� R21R23
; ð9:50Þ

and

~T13 ¼
T12T23

1� R21R23
: ð9:51Þ

~R12 and ~T13 are the total reflection and transmission coefficients, which account for
the multiple reflections. The reflection and transmission coefficients for each
interface can be found by matching the boundary conditions. For example:

RTM
12 ¼

ffiffiffiffiffiffiffiffiffiffiffi
e2tl1t
p

ĥnðk2t~aÞĥ0nðk1taÞ �
ffiffiffiffiffiffiffiffiffiffiffi
e1tl2t
p

ĥ0nðk2t~aÞĥnðk1taÞffiffiffiffiffiffiffiffiffiffiffi
e1tl2t
p

ĵnðk1taÞĥ0nðk2t~aÞ �
ffiffiffiffiffiffiffiffiffiffiffi
e2tl1t
p

ĥnðk2t~aÞ̂j0nðk1taÞ
; ð9:52Þ

RTM
21 ¼

ffiffiffiffiffiffiffiffiffiffiffi
e2tl1t
p

ĵnðk2t~aÞ̂j0nðk1taÞ �
ffiffiffiffiffiffiffiffiffiffiffi
e1tl2t
p

ĵnðk1taÞ̂j0nðk2t~aÞffiffiffiffiffiffiffiffiffiffiffi
e1tl2t
p

ĵnðk1taÞĥ0nðk2t~aÞ �
ffiffiffiffiffiffiffiffiffiffiffi
e2tl1t
p

ĥnðk2t~aÞ̂j0nðk1taÞ
; ð9:53Þ

TTM
12 ¼

ie2t

ffiffiffiffiffiffiffiffiffiffiffiffiffi
l2t=e1t

p
ffiffiffiffiffiffiffiffiffiffiffi
e1tl2t
p

ĵnðk1taÞĥ0nðk2t~aÞ �
ffiffiffiffiffiffiffiffiffiffiffi
e2tl1t
p

ĥnðk2t~aÞ̂j0nðk1taÞ
; ð9:54Þ

and

TTM
21 ¼

ie1t

ffiffiffiffiffiffiffiffiffiffiffiffiffi
l1t=e2t

p
ffiffiffiffiffiffiffiffiffiffiffi
e1tl2t
p

ĵnðk1taÞĥ0nðk2t~aÞ �
ffiffiffiffiffiffiffiffiffiffi
e2tl1
p

ĥnðk2t~aÞ̂j0nðk1taÞ
: ð9:55Þ

We will also need the coefficients R23 and T23, which we can obtain by simply
changing subscripts 1 and 2 of R12 and T12 to 2 and 3, respectively. To obtain the
coefficients for TE modes, we can invoke duality by swapping e and l.

We now derive the dipole expansion coefficients for a dipole with moment ẑI‘
corresponding to each m, n. Evaluating the coefficients for TM and TE modes that

precede each 1
r b̂nðk1rÞPjmjn ðcos hÞeim/ yields:

aTM
1 ¼ bTM

1 ¼ Amnð�ĥÞ � r0 � r0 � r̂0b̂nðk1r0ÞPjmjn ðcos h0Þe�im/0

¼ � Amn
k1

r0
n cos h0

sin h0
b̂0nðk1r0ÞPjmjn ðcos h0Þe�im/0

þ Amn
k1

r0
ðmþ nÞ

sin h0
b̂0nðk1r0ÞPjmjn�1ðcos h0Þe�im/0

ð9:56Þ

and

aTE
1 ¼ bTE

1 ¼ ixl1Amnð�ĥÞ � r0 � r̂0b̂nðk1r0ÞPjmjn ðcos h0Þe�im/0

¼ ixl1Amn
im

r0 sin h0
b̂nðk1r0ÞPjmjn ðcos h0Þe�im/0 ;

ð9:57Þ
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where

Amn ¼
i

4p
I‘

k1

ð2nþ 1Þðn� jmjÞ!
nðnþ 1Þðnþ jmjÞ! : ð9:58Þ

We have now completely formulated the problem for the potentials and fields. In
the next section, we will apply this formulation to several different cases.

9.3 Results and Discussions

In this section, we will show the computed results based on the formulation
described in the previous section. Subsequently, these computations are used to
illustrate various aspects regarding the effects of enhanced virtual apertures. In
particular, we are interested in the effects of loss on resolution in the farfield. We

will primarily be studying the ĥ-directed electric field in the xy plane. The other
field components at other observation points can be obtained in a similar fashion.

In the xy plane, h ¼ p=2. For each m and n, the electric field in the ĥ direction is:

Eh ¼ aTM i

xet

kt

r
½�ðmþ nÞ�b̂0nðkt~rÞPjmjn�1ðcos hÞeim/

þ aTE im

r
b̂0nðkt~rÞPjmjn ðcos hÞeim/ :

ð9:59Þ

In comparison, the corresponding exact expression for the ĥ-directed electric field
in the xy plane due to a ẑ-oriented dipole at the origin in free space is [6]:

Eh ¼ �ixl0I‘
eikr

4pr
1þ i

kr
þ ð i

kr
Þ2

� �
: ð9:60Þ

Then, based on Eq. 9.60, we can calculate the reference value of the expected
electric field corresponding to the lossless case.

9.3.1 4-Dipole Array in Free Space

We first consider the configuration as shown in Fig. 9.6. In the corresponding
virtual space, there is a 4-dipole array in free space. The dipoles are oriented in the
ẑ direction, and each has an in-phase dipole moment with magnitude I‘ ¼ 1. The
dipoles are separated from each other by k=2 and are arranged along the x axis. In
the transformed space, with a ¼ 0:25k, b ¼ 0:5k, and c ¼ 1k, the effective
physical aperture is reduced from c to b, or by a factor of 2. The compression ratio
a=c is 0:25. In the ideal case with no loss, we expect the two cases to produce
identical fields for r [ c.
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For numerical stability, we use the value of d ¼ 10�15 to represent the lossless
case. In Fig. 9.7, we show the field value jRefEzgj in the xy plane using Eq. 9.60.
The range is between �6k for both axes. The main beams at / ¼ �p=2 as well as
the sidelobes are clearly observed. In Fig. 9.8, we show the field value jRefEzgj in
the xy plane using Eq. 9.59 for r [ b. Visually, they look similar in both cases, but,
as shown in Fig. 9.9, the fields are in fact different for b\r\c. Because of the
extremely low-loss and the well-matched condition created by the transformation,
high field values not unlike that of surface resonances are observed at points near
r ¼ b. The field value for r [ c converges to the reference value rapidly, as shown
in Fig. 9.10.

In Fig. 9.11, we plot the magnitude of the electric field component Eh at
r ¼ 100k, corresponding to the farfield value. The pattern is effectively identical to

Fig. 9.6 A 4-dipole array in free space with k=2 spacing. In the transformed space, a ¼ 0:25k,
b ¼ 0:5k, and c ¼ 1k. In the lossless case, the regions for r [ c are equivalent
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the reference one. This can also be seen from Fig. 9.12, where we plot the mag-
nitude of the coefficient TTM

n as a function of n. This is the value of ~T13 shown in
Sect. 9.2 for TM modes given n. The coefficients TTE

n have the same values as TTM
n

due to the symmetry between e2 and l2. In the lossless case, TTM
n ¼ 0:25, and it

remains the same for all n, suggesting that there is no loss of angular resolution,
and the original radiation pattern is preserved. Thus, a physical aperture with
diameter k has formed a virtual aperture with diameter 2k.
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9.3.2 4-Dipole Array with Ground Plane

Consider the configuration as shown in Fig. 9.13. It is similar to the one in Fig. 9.6,
except that here the dipole elements are placed k=4 above a PEC ground plane. In the
transformed space, a ¼ 0:25k, b ¼ 0:5k, and c ¼ 1k. The compression ratio is
maintained to be 0:25. Image theory is used here to calculate the fields where we put
four dipoles with amplitudes I‘ ¼ �1 at y ¼ �0:0625k so that they form mirror
images of the physical dipoles. The region of interest ranges only from / ¼ 0 to p=2,
and the maximum electric field strength is expected to be double that of the free-space
case. In Fig. 9.14 we plot the farfield radiation pattern of Eh in the xy plane. The
radiation pattern from the virtual antenna formed by a smaller core-shell structure is
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equivalent to that from a physical antenna with a larger dimension. The mainlobe
amplitude and the sidelobe positions agree with the reference case.

Since c can be arbitrarily large, it would seem that we can theoretically use this
method to build a structure with a smaller dimension and achieve an aperture with
arbitrarily large directivity. However, there are several effects we need to consider,
including coupling and loss. By virtue of the equivalence due to the transforma-
tion, dipole coupling is no worse than the situation in the virtual space, despite the
spacing between the elements being physically much closer. However, loss will
introduce substantial modifications to the radiated power and beamwidth. This
effect is shown in the same figure, in which increasing the loss causes a reduction
in directivity and an expanded beamwidth. The magnitude of the beam also
decreases significantly as the loss tangent goes up. The loss also introduces both
mismatches as well as ohmic loss into the system.
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Fig. 9.13 A 4-dipole array
with k=2 element spacing
positioned k=4 above a PEC
ground plane. In the
transformed space,
a ¼ 0:25k; b ¼ 0:5k, and
c ¼ 1k. Image theory is used
to calculate the fields
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In Fig. 9.15, we plot the magnitude of the coefficient TTM
n as a function of n for

different loss values. It is observed that for a low loss tangent of d ¼ 10�4, the
transmission coefficients remain the same as before up to n ¼ 12. As the loss
increases, jTTM

n j decreases more rapidly. For example, when d ¼ 10�2, the rolloff
occurs at n ¼ 6, contributing to the decrease of farfield resolution.

In Fig. 9.16, we plot the farfield radiation pattern of Eh in the xy plane for
c ¼ 2k instead of 1k. Hence, the compression ratio changes from 0:25 to 0:125.
The decay of performance is now even more rapid than in the previous case. For
the same d as before, we now have degraded beamwidth and magnitude. This is
also evident from the plot of the transmission coefficients in Fig. 9.17, where the
rolloff occurs for smaller n.
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9.3.3 8-Dipole Array with Ground Plane

Maintaining the same compression ratio of a=c ¼ 0:125 and element spacing in
the virtual space as in the 4-dipole configuration, we now change the number of
dipoles to 8, keeping the same spacing in the virtual space. In Fig. 9.18, the gray
dots indicate the dipole positions in the virtual space and the black dots correspond
to the transformed ones. When we had 4 dipoles for the same compression ratio,
we were not taking advantage of the gain in virtual aperture size. Here, we are now
taking advantage of the virtual aperture size with a gain factor of 4, from a
physical aperture of 1k to a virtual aperture of 4k. In Fig. 9.19, it is seen that when
we have d ¼ 10�4, the performance is discernibly different from the reference
case. We observe a more dramatic change in the radiation patterns for each cor-
responding increase in d. The same trend for jTTM

n j is illustrated in Fig. 9.20.
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9.3.4 Virtual Aperture and Farfield Resolution

Clearly, there is a relationship between the transmission coefficients TTM=TE
n , the

beamwidth, and the loss tangent d. In this subsection, we will investigate this issue.
For each previous case where the compression ratio is 0:125, we can numerically
solve for the null-to-null beamwidth of Eh by starting from the normal direction ŷ
and scanning for a / that corresponds to the first minimum field value. The results
are shown in Figs. 9.21 and 9.22. The horizontal axes correspond to the loss
tangent in a log10 scale and the vertical axis is the null-to-null beamwidth in
degrees. In Fig. 9.21, for the 4-dipole case subject to a loss tangent smaller than
10�3, the beamwidth converges to 60�, corresponding to the lossless case. It
gradually diverges to approximately 80� as the loss tangent reaches 10�1. In
Fig. 9.22, for the 8-dipole case, even when the loss tangent is 10�5, the beamwidth
does not converge to the value of the lossless case. It also gradually diverges to
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Fig. 9.18 An 8-dipole array
positioned k=4 above a PEC
ground plane with k=2
element spacing. In the
transformed space,
a ¼ 0:25k, b ¼ 0:5k, and
c ¼ 2k. Image theory is used
to calculate the fields
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approximately 80� as the loss tangent approaches 10�1. However, here the overall
angle deviation is larger. For the same range in d, the angle now changes by 50�

rather than 20�. Even though the traces of the plots are not linear with respect to
log10 d, the expansion of the beam clearly relates more closely to the log of d rather
than just d itself.

In addition to observing the changes in beamwidth, we can also look at how the
coefficients TTM=TE

n change with n. TTM=TE
n are the TM/TE transmission coeffi-

cients from region 1 to region 3 for each n. Their complex values are different for
each n in the presence of loss. In Figs. 9.23 and 9.24, we show the 3D plots of
jTTM

n j as a function of n and d, where a ¼ 0:25k, b ¼ 0:5k, and c ¼ 1k or 2k. The
three axes correspond to n, log10 d, and jTTM

n j. When the compression ratio is 0:25,
TTM

n ¼ a=c ¼ 0:25 for the lossless case, and it is 0:125 for a=c ¼ 0:125.
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In the first plot (Fig. 9.23), with a compression ratio of 0:25, the flat region of
jTTM

n j is rather large and a cliff-like structure is observed. The edge starts
approximately from n ¼ 8 on the n axis to log10 d ¼ �5 on the d axis. In the
second plot (Fig. 9.24), with a compression ratio of 0:125, the flat region of jTTM

n j
is smaller and a cliff-like structure is observed again. The edge starts approxi-
mately from n ¼ 8 on the n axis to log10 d ¼ �10 on the d axis. These two plots
show quantitatively how the transmission coefficients vary with n and d.

For comparison, consider a sphere with characteristic dimension kr, where k is
the wavenumber and r is the radius of the sphere. The maximum number of modes
supported is related to kr. Take Fig. 9.25 for example, where we are plotting the
same parameters as in Fig. 9.23, except that we use an isotropic medium for region
2, with e2 ¼ e0ð1þ idÞ, and l2 ¼ l0ð1þ idÞ. Effectively, the sphere has a radius
of a ¼ 0:25k despite the shell. We keep the medium in region 1 to be the same as
the previous case with a=c ¼ 0:25; thus, k1a ¼ 2p. It is seen that jTTM

n j drops
extremely fast with respect to n. When the loss tangent d is high, say at around
10�1, we still see a significant drop in amplitude, but we no longer see a diagonal
cliff-like shape. This is one reason why by simply putting a radiating source inside
a sphere with high dielectric medium alone will not support high angular reso-
lution beyond a certain level regulated by the cutoffs of the transmission
coefficients.

Besides studying the effects of the transmission coefficients numerically, we
can also look at it analytically. Recall that for each n, the transmission coefficient
~T13 can be written as:
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~T13 ¼
T12T23

1� R21R23
: ð9:61Þ

In the above equation, T12; T23; R21; and R23 themselves are functions of the
constitutive and geometrical parameters. Note each one contains the Riccati-
Bessel functions and their derivatives. We can look at the arguments of the
Riccati-Bessel functions involved, which are k1a; k3b; k2t~a, and k2t

~b. It is
straightforward to show that k1a ¼ k0c and k2t~a ¼ k0cð1� idÞ. Also, k3b ¼ k0b

and k2t
~b ¼ k0bð1� idÞ. Other than the arguments of the Riccati-Bessel functions,

the factors
ffiffiffiffiffiffiffiffiffiffi
e2tl1
p

and
ffiffiffiffiffiffiffiffiffi
e3l2
p

are the same as
ffiffiffiffiffiffiffiffiffiffi
e1l2t
p

and
ffiffiffiffiffiffiffiffiffiffi
e2tl3
p

, respectively.
Therefore, R21 ¼ R23 ¼ 0 and T12T23 ¼ a=c for the lossless case.

Because the arguments within each denominator of the single layer coefficients
are the same for the lossless case, when loss is present the denominators of
R21; R23; T12; T23 all perturb around their lossless Wronskian value of ‘‘i’’.
Whereas the nominators of T12 and T23 remain close to a=c under perturbation, the
nominators of R21 and R23 are extremely sensitive to d. Based on this, it can be
shown that within the scope of this chapter, the contour of the following equation
yields a rough estimate on the cutoffs of the transmission coefficients:

ĵnðR01Þ̂j0nðR1Þ � ĵnðR1Þ̂j0nðR01Þ
	 


ĥnðR02Þĥ0nðR2Þ � ĥnðR2Þĥ0nðR02Þ
	 
�� �� ¼ 1 ; ð9:62Þ

where R1 ¼ k1a;R01 ¼ k1að1� idÞ;R2 ¼ k3b, and R02 ¼ k3bð1� idÞ. It should be
noted that for planar slabs with the real parts of the constitutive parameters as
(�e0; �l0) and similar loss tangent relationships as in the cases shown here, the
spatial resolution in terms of the maximum tangential wavenumber before trans-
mission cutoff is governed by a simple expression: ð1=dÞ lnð2=dÞ, where d is the
loss tangent and d is the thickness of the slab [14, 15]. In both the planar and
spherical cases, the rapid deterioration of the spatial and angular resolution is
related to the log of d. The difference is that in the virtual aperture case considered
here, the geometry is spherical and the angular harmonics are discrete rather than
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Fig. 9.26 Interpolated
contour plot of Eq. 9.62 as a
function of n and d. c ¼ 1k.
The upper right region
corresponds to the cutoffs of
the transmission coefficients
and loss of resolution
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continuous like the tangential wavenumber of a slab. Consequently, one cannot
directly solve Eq. 9.62. However, one can plot the corresponding contour via
interpolation. The contour plots for the two virtual aperture cases discussed in this
subsection are shown in Figs. 9.26 and 9.27. The contours correspond to the edges
of the cliff-like shapes in the previous 3D plots. It is seen that the contours provide
reasonable estimates for the cutoffs of the transmission coefficients and hence the
farfield resolution.

9.4 Conclusion

In this chapter, we proposed a spherical core-shell structure which can achieve
arbitrarily large directivity. The structure was predicted and obtained from the
proper coordinate transformations. A large virtual aperture can be projected to free
space with a small physical dimension, subsequently leading to a large directivity.
We investigated the problem by finding the transformed constitutive tensors and
solving the equivalent problem in the core-shell configuration. Using the Ricatti-
Bessel functions, we can represent the field components with Debye potentials and
subsequently solve for the fields in all regions. We applied the formulation to
several cases of dipole arrays within the shell, corresponding to both free-space
and half-space problems in the virtual space. Both the near field and farfield
phenomena were investigated. The relationship between the beamwidths and
transmission coefficients for different loss values has been studied and an esti-
mation for the cutoffs of the transmission coefficients was provided. Overall, the
loss is linked directly to the farfield resolution in terms of the available angular
harmonics. It is found that the deterioration of beamwidth changes rapidly with the
increase of loss tangent in the shell medium. Even though one can theoretically
construct an antenna aperture with arbitrarily high directivity in a small package,
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based on the specific transformation used here, there is a practical limit as to how
strongly a large aperture can be compressed into a small one. It can be reasoned
that if a moderate loss tangent value can be reached, a virtual aperture gain factor
of at least two should be achievable.

Acknowledgments This work is in part supported by the Air Force Office of Scientific
Research.

References

1. Zhang JJ, Luo Y, Chen HS, Wu BI (2008) Manipulating the directivity of antennas with
metamaterial. Optics Express 16:10962–10967

2. Pendry JB, Schurig D, Smith DR (2006) Controlling electromagnetic fields. Science
312:1780–1782

3. Leonhardt U, Philbin TG (2006) General relativity in electrical engineering. New J Phys
8:247

4. Chu LJ (1948) Physical limitations of omni-directional antennas. J Appl Phys 19:1163–1175
5. Zhang BL, Wu BI, Chen HS (2009) High directive antenna with virtual aperture. In:

Proceedings 2009 IEEE APS International, Symposium, pp 3506–3509
6. Kong JA (2008) Electromagnetic wave theory. EMW, Cambridge
7. Kildishev AV, Cai W, Chettiar UK, Shalaev VM (2008) Transformation optics: approaching

broadband electromagnetic cloaking. New J Phys 10:115209
8. Chew WC (1995) Waves and fields in inhomogeneous media. IEEE Press, Piscataway
9. Stratton JA (2007) Electromagnetic theory. IEEE Press, Piscataway

10. Chen HS, Wu BI, Zhang BL, Kong JA (2007) Electromagnetic wave interactions with a
metamaterial cloak. Phys Rev Lett 99:063903

11. Zhang BL, Chen HS, Wu BI, Kong JA (2008) Extraordinary surface voltage effect in the
invisibility cloak with an active device inside. Phys Rev Lett 100:063904

12. Abramowitz M, Stegun I (1965) Handbook of mathematical functions. Dover, New York
13. Zhang BL (2009) Electromagnetics of transformation media. Dissertation, MIT
14. Wu BI, Grzegorczyk TM, Zhang Y, Kong JA (2003) Guided modes with imaginary

transverse wavenumber in a slab waveguide with negative permittivity and permeability.
J Appl Phys 93:9386–9389

15. Lu J, Grzegorczyk TM, Wu BI, Pacheco J, Chen M, Kong JA (2005) Effect of poles on
subwavelength focusing by an LHM slab. Microwave Opt Technol Lett 45:49–53

9 Transformation Electromagnetics for Antenna Applications 287



Chapter 10
Invisibility Cloak at Optical Frequencies

Shuang Zhang

Abstract The invisibility cloak is an intensively studied topic in the fields of
electromagnetism and optics. Since the first theoretical formulation of invisibility,
growing attention has been paid to this rapidly growing field, both in theory and
experiments. In this chapter, we review the recent progress in the invisibility cloak
and transformation optics at optical frequencies.

10.1 Introduction

It is well known that a transparent object becomes invisible when it is placed in a
liquid with the same refractive index. This is because the index matching condition
ensures that light does not undergo reflection or refraction at the interface between
the transparent object and the surrounding medium. With no changes to the rays of
light, the object is not visible in the medium. On the other hand, rendering objects
with arbitrary optical properties (transparent, opaque) invisible, has been quite a
challenge. This involves tricking light to bend around the objects without inter-
acting with them. Bending of light at the interface between two materials with
different optical densities, or refractive indices, is the most common optical phe-
nomenon in nature. This principle has been utilized to design various optical
elements to control light, including lenses and prisms. Traditionally, the trajectory
of light is calculated for a given geometry and configuration of the optical ele-
ments. Transformation optics [1–3], a newly emerging branch of optics, deals with
the reverse problem, where the desired trajectory of light is prescribed and then the
distribution of the optical materials is formulated. Transformation optics is an
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extremely powerful tool to design optical elements, and in most cases, materials
with spatially varying optical properties are required.

Invisibility cloaks have been realized recently with the help of transformation
optics [4–19], which enables one to control light at will, given that the prescribed
optical properties can be found in nature or engineered using micro- and nano-
fabrication techniques. It is important that the cloaks work for all incident angles,
at least in a two-dimensional (2D) setting. Although an invisibility cloak based on
retro-reflective projection technology was claimed in 2003, involving capturing
images from one side using a camera and projecting to the other side by a beam
splitter, it only works for light incident from a specific direction [20]. With simpler
configurations, such as a combination of lenses and/or prisms, it is possible to
squeeze light to avoid going through a certain spatial region. However, it does not
work for all incident angles. Transformation optics allows for the design of
invisibility cloaks operating at all angles because it is based on a one-to-one spatial
mapping from a virtual space to the real optical space. Indeed, the significance of
transformation optics goes beyond that of the invisibility cloak, as it points to a
new venue of designing various functional optical devices, ranging from optical
beam benders and beam expanders [21] to multi-functional devices such as optical
Janus devices [22].

Several years in the past have witnessed rapid progress in the field of trans-
formation optics and invisibility. In particular, much effort has been spent on
scaling down the invisibility cloaks to operate at optical frequencies. Two theo-
retical innovations played important roles in the realization of invisibility cloaks at
visible frequencies: nonmagnetic invisibility cloaks [23] and the carpet invisibility
cloak [3]. These two theoretical frameworks have allowed great simplification of
the design of invisibility cloaks. In addition, advanced nanofabrication technolo-
gies, such as electron beam lithography and focused ion beam lithography, have
been instrumental to the experimental implementation of these theoretical
concepts.

10.2 Nonmagnetic Optical Invisibility Cloak

As simple and elegant as the theory of transformation optics seems to be, the
realization of an invisibility cloak is not straightforward, as invisibility cloaks, in
their ideal forms, need to be made from anisotropic materials with both permit-
tivity and permeability expressed as tensors. Moreover, at least six tensor elements
along the local principal directions need to be carefully designed at each spatial
point. This is a formidable task, even with metamaterials, as the operation of most
metamaterials reported to-date is limited to a certain polarization for light prop-
agating in a 2D plane. An ideal invisibility cloak, based on a rigorous optical
transformation, requires optical materials with suitable electric permittivity and
magnetic permeability tensors. This poses a great challenge to the metamaterial
design for achieving the required material properties. Fortunately, in practice, this
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requirement can be relaxed if one wants to design an invisibility cloak for a
reduced dimensionality and for a specific polarization state of the incident elec-
tromagnetic waves.

10.2.1 Invisibility Cloak Without Magnetic Materials

Shortly after the first theoretical formulation of the principle of invisibility cloaks
[1, 2], Schurig et al. [4] showed the first demonstration of an invisibility cloak in
the microwave regime . This experimentally realized cloak was a compromise
between the simplification of the electromagnetic parameters and the cloaking
performance. The reduced scheme only focuses on controlling two of the six
tensor elements of the electromagnetic parameters for the cloaking material. The
tradeoff is that the cloak only works for a single polarization, and there was
scattering at the interface of cloaks as there was an impedance mismatch between
the cloaking shell and the surrounding free space. Nonetheless, the electromag-
netic wave follows exactly the same trajectories as if it were a perfect cloak.

The first invisibility cloak demonstrated at microwave frequencies requires
magnetic responses in the constituent metamaterials. While strong artificial
magnetism with low loss can be achieved at low frequencies such as radio,
microwave, and terahertz frequencies where the metals are close to perfect electric
conductors [24–27], strong artificial magnetism is difficult to attain at optical
frequencies due to the electron inertia and higher ohmic losses in metals [28–32].
Fortunately, it has been shown that magnetism is not a necessary condition for
realizing an invisibility cloak.

In a 2D configuration, the relevant optical parameters for wave propagation are
ez, lh, lr for the transverse electric (TE) polarization, and er, eh, lz for the trans-
verse magnetic (TM) polarization. For the TM polarization, the nonzero fields are
Ex, Ey, and Hz, and Maxwell’s equations can be written as,

oEy

ox
� oEx

oy
¼ �l0lz

oHz

ot
ð10:1Þ

ex
oHz

oy
� ey

oHz

ox
¼ e0ex�y

oE

ot
ð10:2Þ

where ex�y is the subdomain tensor of permittivity in the x–y plane, i.e.,

ex�y ¼
exx exy

exy eyy

� �
. Taking the derivative of Eq. (10.2) with respect to time, and

plugging the result into Eq. (10.1), we have,

ex
o

oy

oEy

ox
� oEx

oy

� �
� ey

o

ox

oEy

ox
� oEx

oy

� �
¼ � 1

c2
lzex�y

o2E

ot2
ð10:3Þ
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Equation (10.3) shows that the only optical parameter that controls the flow of
light for the TM polarization in the medium is lzex�y, representing the anisotropic
refractive index tensor in the x–y plane.

In 2007, Cai et al. [23] proposed a nonmagnetic cylindrical invisibility cloak.
The schematic diagram of the invisibility cloak is shown in Fig. 10.1. The design
of the cloak is based on a linear transformation from a virtual space consisting of a
cylinder of radius b filled with e = 1 and l = 1 (Fig. 10.1, left), to a physical
space consisting of a coaxial shell with inner radius a and outer radius b (Fig. 10.1,
right). Mathematically, the transformation from the virtual space (r0, h0, z0) to the
physical space (r, h, z) is expressed as,

r ¼ aþ b� a

b
r0; h ¼ h0; z ¼ z0 ð10:4Þ

The transformation leads to the following spatially varying electromagnetic
properties in the cloak shell region in the physical space [4],

er ¼ lr ¼
r � a

r
; eh ¼ lh ¼

r

r � a
;

ez ¼ lz ¼
b

b� a

� �2r � a

r

ð10:5Þ

Equation 10.5 shows that both permittivity and permeability in the cloaking
region have to be designed carefully to achieve perfect invisibility. Furthermore, at
r = a, all tensor elements of the permittivity and permeability approach either zero
or infinity, which present great challenges for experimental implementation at
optical frequencies. Cai et al. showed that the invisibility cloak could be reduced to
a nonmagnetic cloak that maintains the same light trajectory as the ideal one, with
the optical parameters given by,

er ¼
b

b� a

� �2 r � a

r

� �2
; eh ¼

b

b� a

� �2

; lz ¼ 1 ð10:6Þ

The reduced nonmagnetic invisibility cloak, described by Eq. 10.6, poses fewer
requirements on the electromagnetic parameters than the ideal one. First, magnetic
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'

Fig. 10.1 Illustration of optical transformation for a cylindrical invisibility cloak
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responses are not required in the design of the cloak. Although magnetic responses
have been demonstrated at optical frequencies, the optical loss introduced by the
magnetic resonance is very large, and therefore hinders the applications of optical
magnetism to an invisibility cloak. Second, as shown by Eq. 10.6, among the three
relevant parameters for the TM polarization, two parameters (eh, lz) are constant
(i.e., spatially homogeneous), which dramatically simplifies the implementation of
the metamaterials in the cloaking shell. However, it should be noted that the sim-
plification of the invisibility cloak brought by the reduced design comes at two costs:
(1) the nonmagnetic invisibility cloak works for only a single polarization and (2) the
impedance is mismatched at the outer boundary of the cloak, leading to significant
scattering at the interface between the cloak and the surrounding medium.

The nonmagnetic invisibility cloak can be implemented by using anisotropic
metamaterials that consist of elliptical metallic particles [23], as shown by
Fig. 10.2. By carefully designing the geometry of the metallic particles at each
layer, the condition of invisibility given by Eq. (10.5) can be satisfied. The per-
formance of the invisibility cloak has been numerically demonstrated. As shown
by Fig 10.3a, the nonmagnetic invisibility cloak is capable of bending light around
the object (the metallic cylinder in the center). For comparison, a cylinder without
the cloak strongly scatters light (Fig. 10.3b). This serves as numerical evidence of
the efficacy of the nonmagnetic invisibility cloak in controlling the trajectory of
light. Note that in the simulation of the invisibility cloak, the ohmic loss of the
metamaterials has been ignored. In reality, the metal loss will significantly affect
the performance of the invisibility cloak, as light will be strongly attenuated after
propagating through the shell of the cloak. In addition, the impedance mismatch at
the interface between the cloak shell and surrounding medium (air) leads to
scattering, as evidenced by the strong modulation of the field intensity outside the
invisibility cloak.

Dielectric medium

Metallic Rod

Fig. 10.2 Schematic diagram of the metamaterial design for realizing a cylindrical nonmagnetic
invisibility cloak at optical frequencies. The metamaterial consists of plasmonic nanorods
oriented along the radial direction. The geometries of the particles are inhomogeneous along the
radial direction to satisfy the cloaking condition set by Eq. 10.5. Courtesy of W. Cai and adapted
from Cai et al. [23]
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10.2.2 Nonlinear Transformation to Minimize Scattering

In order to minimize the reflection at the outer interface, Cai et al. further proposed
a nonlinear optical transformation that leads to impedance matching at the inter-
face between the cloak and the surrounding medium [33]. In a cylindrical invis-
ibility cloaking system as shown in Fig. 10.1, the transformation from the virtual
space to the physical space can be written in a more general form,

r ¼ gðr0Þ; h ¼ h0; z ¼ z0 ð10:7Þ

where the function g(•) is monotonically increasing with g(0) = a and
g(b) = b. The corresponding electromagnetic parameters inside an ideal invisi-
bility cloak shell region are given as,

er ¼ lr ¼
r0

r
g0ðr0Þ; eh ¼ lh ¼

r

r0g0ðr0Þ ;

ez ¼ lz ¼
r0

rg0ðr0Þ

ð10:8Þ

It is straightforward to prove from Eq. (10.8) that the impedance for TM and TE

polarized waves at the outer shell, given by ZTM ¼
ffiffiffiffiffiffiffiffiffiffiffi
lz=eh

p
and ZTE ¼

ffiffiffiffiffiffiffiffiffiffiffi
lh=ez

p
respectively, are both equal to unity at the outer shell (r = b), confirming that the
impedance is perfectly matched to the surrounding medium. The nonmagnetic
cloaking design for the TM polarization is introduced by setting lz to 1 and
meanwhile keeping the products erlz and ehlz unchanged. The electromagnetic
parameters of the nonmagnetic invisibility cloak are described by,

er ¼
r0

r

� �2

; eh ¼
1

g0ðr0Þ

� �2

; lz ¼ 1: ð10:9Þ

k

E

(a) (b)

Fig. 10.3 Numerical simulation of the nonmagnetic invisibility cloak operating at optical
frequencies. a Scattering of light by a PEC cylinder surrounded by the cylindrical invisibility
cloak. b Scattering by the PEC cylinder without the cloak, as a control study. Courtesy of W. Cai
and adapted from Cai et al. [23]
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By imposing the impedance matching condition at the outer boundary of the
cloaking shell, that is, by setting the impedance ZTM ¼

ffiffiffiffiffiffiffiffiffiffiffi
lz=eh

p
¼ g0ðr0Þ ¼ 1 at

r = b, the electromagnetic parameters (er, eh, lz) at the outer boundary are all
unity, ensuring that the electromagnetic properties are continuous across the outer
interface between air and the cloak. This will lead to a significant reduction of
scattering in comparison to the nonmagnetic invisibility cloak with a linear
transformation.

Numerical simulations were performed to compare the effect of an ideal cloak,
a nonmagnetic cloak with linear transformation, and a nonmagnetic cloak with a
nonlinear transformation for achieving impedance matching at the outer boundary,
with the results shown in Fig. 10.4. An ideal invisibility cloak is capable of
completely eliminating the scattering, as shown by Fig. 10.4b. On the other hand,
despite that a nonmagnetic invisibility cloak with a linear transformation preserves
the light trajectory, it causes significant scattering due to the impedance mismatch
(Fig. 10.4c). The nonmagnetic invisibility cloak with a nonlinear transformation to

Fig. 10.4 The field distribution of light scattered by a metallic cylinder with and without an
invisibility cloak. a Light scattered by a bare cylinder. b An ideal cloak that totally eliminates
scattering. c A nonmagnetic invisibility cloak with a linear transformation, which exhibits
significant scattering because of the impedance mismatch at the outer boundary of cloak. d A
nonmagnetic invisibility cloak that has a nonlinear transformation such that the impedance match
is satisfied at the interface between the cloak and the surrounding medium. As a result, the
scattering is dramatically reduced compared to c. Reprinted with permission from Cai et al. [33]
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match the impedance reduces the scattering dramatically (Fig. 10.4d). Thus, the
numerical results confirm the efficacy of this nonlinear transform scheme to
improve the performance of an invisibility cloak with reduced parameters.

10.3 Carpet Invisibility Cloak

10.3.1 Concept of the Carpet Invisibility Cloak

Although the nonmagnetic cylindrical invisibility cloak eliminates the requirement
of magnetism, the dielectric parameters in the cloak still require extreme optical
parameters, which can only be obtained by using resonant metallic-dielectric
nanostructures. Consequently, high loss and narrow bandwidth seem to be inevi-
table, which limit the usefulness of the invisibility cloak for practical applications.
In 2008, Li and Pendry proposed a new cloaking scheme, dubbed ‘carpet invisi-
bility’, which simultaneously solves the problem of narrow band operation and the
loss issue, and paves the way toward proof-of-concept demonstrations of invisi-
bility cloaks at optical frequencies. The carpet invisibility cloak is capable of
rendering an object invisible on a reflective surface. An illustrative schematic of
the carpet invisibility cloak is shown in Fig. 10.5. When an object is placed on a
reflective surface, such as a flat mirror, it is clearly visible as it scatters light into
the observers’ eyes. A reflective curved cover can be placed over the object to hide
it, however, the cover itself is visible as it distorts the reflection of the light. On top
of the cover, a carefully designed optical material can transform the curved
reflective cover into a flat mirror with infinitesimal thickness. As a result, the
curved cover does not scatter light anymore, as it is simply part of the flat
reflective surface to outside observers. Anything hidden underneath the curved
cover is thus made invisible.

x1

x2

x3 3 1

2

(a) (b)

Fig. 10.5 Schematic showing the principle of the carpet invisibility cloak. Physical space
a where an object on a ground surface is covered by an invisibility cloak which optically
transforms the curved inner surface into a flat one in the virtual space b. Reprinted with
permission from Li and Pendry [3]

296 S. Zhang



In cylindrical or spherical invisibility cloaks, the extreme optical parameters are
introduced by the singularity involved in transforming a single point, or a single
line to a surface of finite area. In contrast, the carpet invisibility cloak works by
optically transforming a flat surface of finite size into a curved one, therefore the
transformation does not introduce a singularity in the optical parameters of the
cloak. Consequently, only moderate material parameters are required to construct
the invisibility cloak. Intuitively, this can be viewed as a spatial domain of finite
volume being flattened into an infinitely thin mirror, which cannot be seen if
placed on top of another mirror surface.

10.3.2 Quasi-Conformal Mapping

Ideally, the optical properties of the materials in carpet invisibility cloaks need to
be anisotropic, i.e., at each local point inside the carpet cloak, the refractive indices
are different along the principle directions. This, in general, complicates the
metamaterial design for realizing the carpet invisibility cloak. Li and Pendry
proposed a quasi-conformal mapping method to eliminate the requirement of
anisotropy. Consider the mapping in a 2D configuration from a virtual space (n1,
n2, n3) shown in Fig. 10.5b to a physical space (x1, x2, x3) in Fig. 10.5a,

x1 ¼ x1ðn1; n2Þ; x2 ¼ x2ðn1; n2Þ; x3 ¼ n3:

The electromagnetic parameters in the cloak region in the physical space are
given by,

e ¼ eref

KKT

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
detðKKTÞ

q ; l ¼ KKT

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
detðKKTÞ

q ð10:10Þ

where eref is the permittivity in the virtual space, e and l are the permittivity tensor
and permeability tensor in the physical system, respectively, K = q(x1,x2,x3) /
q(n1, n2, n3) is the Jacobian matrix, and KKT can be explicitly written as,

KKT ¼

ox1
on1

� �2
þ ox2

on1

� �2
ox1
on1

ox1
on2
þ ox2

on1

ox2
on2

0

ox1
on1

ox1
on2
þ ox2

on1

ox2
on2

ox1
on2

� �2
þ ox2

on2

� �2
0

0 0 1

0
BB@

1
CCA: ð10:11Þ

Let g be the 2 9 2 subspace tensor of KKT in the (x1, x2) plane, from Eq.
(10.11) it is obvious that det(g) = det(KKT). The permittivity and permeability

tensors can be diagonalized to obtain their principle values (eT, eL, eref=
ffiffiffiffiffiffiffiffiffiffiffiffiffi
detðgÞ

p
)

and (lT, lL,1=
ffiffiffiffiffiffiffiffiffiffiffiffiffi
detðgÞ

p
). Taking the permeability tensor as an example, the

eigenvalue equation is given as,

10 Invisibility Cloak at Optical Frequencies 297



k2 � TrðgÞffiffiffiffiffiffiffiffiffiffiffiffiffi
detðgÞ

p kþ 1 ¼ 0:

The two roots of the eigenvalue equation satisfy:

lTlL ¼ 1

lT þ lL ¼
TrðgÞffiffiffiffiffiffiffiffiffiffiffiffiffi
detðgÞ

p :
ð10:12Þ

For TE polarization, the anisotropy of the invisibility cloak arises from the
difference between lT and lL. The main idea of a quasi-conformal mapping is to
find a suitable design that minimizes the differences between them, and then both
of them are replaced by the average permeability l = 1. In this way, the refractive
index is isotropic for light propagating in the plane, and the cloak does not require
magnetism. The target function to minimize, as proposed by Li et al., is the
Modified-Liao functional given by Knupp and Steinberg [34],

/ ¼ 1
A

ZZ
dn1dn2

TrðgÞ2

detðgÞ : ð10:13Þ

A carpet invisibility cloak designed using a conformal mapping was numeri-
cally demonstrated by Li et al. [3], with performance shown in Fig. 10.6. By
carefully designing the index profile inside the cloaking region (the dashed box),
the light incident onto a bump at the bottom surface is reflected without distortion
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Fig. 10.6 a A numerical
simulation shows that the
invisibility cloak effectively
transforms the curved surface
into a flat one, and as such an
input Gaussian beam is not
scattered. b A control
simulation shows that without
the cloak, the beam is
strongly disturbed by the
presence of the curved
surface. Reprinted with
permission from Li and
Pendry [3]
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or scattering, as evidenced by the Gaussian output beam profile (Fig. 10.6a),
whereas without the carpet cloak, a Gaussian beam is strongly scattered upon
incidence onto the bump (Fig. 10.6b).

10.3.3 Nanofabricated Optical Invisibility Cloaks in 2D
Configurations

As discussed in Sect. 10.3.2, the carpet invisibility cloak enables broadband
operation, as the electromagnetic parameters of the constituent materials of the
cloak only show a mild spatial variation, and therefore resonances are not required.
Thus, it is possible to use dielectric materials to construct an invisibility cloak with
both broadband operation and low optical loss. This mitigation of the stringent
requirements on the material parameters of an invisibility cloak has led to the
proof-of-concept demonstrations of invisibility cloaks at optical frequencies by
several groups recently [8, 9, 11, 13–17] .

The first demonstrations of optical invisibility cloaks were independently
accomplished by Valentine et al. and Gabrielli et al. [8, 9]. In both works, the
invisibility cloaks were demonstrated in a 2D waveguide configuration, as shown
in Fig. 10.7. The carpet cloaks were fabricated on silicon-on-insulator (SOI)
wafers using either focused ion beam lithography [8], or electron beam lithography
[9], two of the most common top–down lithography techniques capable of pro-
ducing arbitrary patterns with spatial resolutions in the nanometer scale. The SEM
images of the invisibility cloaks are shown in Fig. 10.7a and b. In the experiment,
light was confined along the vertical direction in the high dielectric layer of
silicon, sandwiched between air and silicon dioxide. In Fig. 10.7a, the background
region, which consists of a 2D array of holes with uniform density and diameter,
serves as the uniform background medium. According to the requirement of the
quasi-conformal mapping in the initially proposed carpet cloak [3], the refractive
index profile is spatially inhomogeneous and therefore needs to be carefully
engineered at each spatial point. This is enabled by an all-dielectric metamaterial
design, where the density of the nanostructured holes controls the local effective
index of the waveguide. As the design is based on a quasi-conformal mapping, no
anisotropy is required. The cloaks have lateral dimensions on the order of tens of
micrometers. The cloaked regions, which are marked by the curved bumps, have
dimensions of a few micrometers. To minimize scattering of light by the holes, the
spacing of the holes needed to be much less than the operating wavelength.

In the demonstration of an invisibility cloak by Valentine et al. light was
coupled from free space to the waveguide mode by a grating coupler. Figure 10.8
shows the performance of the invisibility cloak at infrared wavelengths. Without
the invisibility cloak (Fig. 10.8a), the incident beam was scattered by the bump
into several spots when it reached the out-coupling gratings. This served as a
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control experiment to show that, despite the small size of the bump (comparable to
the wavelength), the reflected beam was strongly disturbed. Remarkably, with the
carpet cloak covering the bump, the reflected beam showed a single Gaussian
beam profile, which verified that the bump was optically transformed into a flat
ground plane by the nanofabricated carpet invisibility cloak.

As the cloaking material is made from nonresonant dielectric structures, the
dispersion is significantly less than for metamaterials made from metallo-dielectric
composites. Consequently, broadband operation of the dielectric invisibility cloak
is observed for wavelengths in the range between 1,400 and 1,800 nm, where the
beam profile at the location of the out-coupling grating exhibited patterns similar
to a Gaussian profile. However, at shorter wavelengths, the effective medium
theory breaks down as the wavelength of light inside the waveguide approaches
the lattice size of the holes, and the refractive index of the structured surface is not
well defined as nonlocal effects become significant.

(a)

(b)

Fig. 10.7 Experimental
demonstrations of carpet
invisibility cloaks that
operate at near-infrared
frequencies. a A carpet
invisibility cloak fabricated
on a silicon-on-insulator
wafer consisting of deep
subwavelength sized holes
with controlled densities. The
cloak is fabricated using
focused ion beam
lithography. Courtesy from J.
Valentine and adapted from
[8]. b A carpet invisibility
cloak nanofabricated by
electron beam lithography.
Courtesy from L. Gabrielli
and adapted from [9]
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10.3.4 Nanofabricated 3D Invisibility Cloaks

Extending the invisibility cloak from 2D waveguide configurations to three
dimensions has practical significance as we live in a three dimensional world.
At optical frequencies, this has been enabled by a three-dimensional (3D) nano-
fabrication technique—direct laser writing [35, 36]. The direct laser writing
technique works by tightly focusing a laser beam into a space filled with photo-
resist. At the focused spot, the resin of the photoresist turns from liquid to solid. By
continuously scanning the focused spot in the photoresist, 3D structures with a
resolution in the scale of a few hundred nanometers can be formed. Direct laser
writing has been employed recently to fabricate 3D metamaterials such as bian-
isotropic and chiral metamaterials operating at infrared frequencies [37, 38]. The

(a)

(b)

(c)

Fig. 10.8 Experimental demonstration of optical invisibility on a nanofabricated carpet
invisibility cloak. The experimental results and simulations are shown in the left and right
columns, respectively. a A control experimental configuration, where light was reflected by a flat
mirror without scattering. b In the presence of a curved bump on the mirror surface, the incident
light was strongly scattered. c With a nanostructured carpet invisibility cloak covering the bump,
the scattering was eliminated, serving as evidence that the carpet cloak optically transformed the
bump into a flat surface. Courtesy from J. Valentine and adapted from Valentine et al. [8]
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first 3D invisibility cloak was demonstrated in 2010 by Wegener et al. [11]. The
structure consists of woodpile structure, a well-studied structure for 3D photonic
crystals over the past decade [39, 40]. In the invisibility cloak demonstration, the
wavelength of light is much larger than the lattice constant, therefore the effective
medium theory can be applied. By controlling the filling ratio of polymer at each
spatial location, the refractive index can be continuously tuned to match the
desired spatial profile required for the carpet invisibility cloak. The cloaking effect
was directly observed in reflection under a microscope by comparing the profiles
of the beams reflected by a bump, with and without the invisibility cloak, under the
microscope. Without the cloak, highly nonuniform intensity profiles are observed,
due to the strong scattering of the gold bump. On the other hand, with the 3D cloak
covering the bump, the scattering largely disappear, leaving an almost uniform
intensity profile for the reflected beam.

10.4 Macroscopic Invisibility Cloaks for Visible Light

As most invisibility cloaks require inhomogeneous material properties, top–down
nanofabrication techniques, such as electron beam lithography, focused ion beam
lithography, and direct laser beam writing, have been primarily employed for the
nanofabrication of invisibility cloaks at optical frequencies [8, 9, 11]. However,
these techniques are time-consuming and have limited invisibility cloaks to hide
objects in the scale of a few micrometers to tens of micrometers (comparable to the
wavelengths of light). For practical applications, it is desirable to realize macro-
scopic invisibility cloaks that are capable of concealing objects with size much
larger than the wavelength of light. A number of theoretical works have shown the
possibility of realizing invisibility cloaks by using homogeneous, anisotropic
materials [41, 42]. Inspired by these theoretical predictions, two groups have
independently demonstrated macroscopic invisibility cloaks using a naturally
birefringent crystal, calcite [13, 14]. These demonstrations mark a significant
advancement in the field of optics, as it was the first time that objects that can be
seen with naked eyes were made invisible. As the crystals are highly transparent,
the invisibility effect is not obscured by the loss that is normally present in
metamaterials.

10.4.1 Cloak Design and Characterization

The key to the homogeneous invisibility cloaks is a linear transformation between
two polygonal spatial domains. A triangular invisibility cloak is the simplest
implementation of this idea. A schematic showing the design of a triangular
invisibility cloak is shown in Fig. 10.9. In the transformation, we mathematically
map a virtual spatial domain with a triangular cross section of height H2 filled with
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an isotropic material of permittivity e and l (l = 1) (Fig. 10.9a) to a quadrilateral
region in the physical space with anisotropic electromagnetic properties e’ and l’
(blue region in Fig. 10.9b). The small green triangle of height H1 and half-width
d in Fig. 10.9b is excluded in the mapping, and consequently it represents the
cloaked region where light cannot get access and objects can be made invisible.
The transformation is mathematically expressed as:

x0 ¼ x; y0 ¼ H2 � H1

H2
yþ d � xsgnðxÞ

d
H1; z0 ¼ z ð10:14Þ

where (x’, y’, z’) and (x, y, z) are the coordinates of the physical space and
virtual space, respectively. The electromagnetic parameters of the invisibility
cloak, derived through transformation optics, are given as:

e0 ¼ eM̂; l0 ¼ M̂ ð10:15Þ

with

M̂ ¼

H2
H2�H1

� H1H2
ðH2�H1Þd sgnðxÞ 0

� H1H2
ðH2�H1Þd sgnðxÞ H2�H1

H2
þ H2

H2�H1

H1
d

� �2
0

0 0 H2
H2�H1

0
B@

1
CA: ð10:16Þ

The electromagnetic parameters given by Eqs. 10.15 and 10.16 are homoge-
neous and anisotropic. This greatly simplifies the design of the carpet invisibility
cloak. In order to further eliminate the requirement for magnetism, a nonmagnetic
design for TM polarization that maintains the same light trajectory as the ideal
invisibility cloak is given as

1 x

y

0 d

H2

-d 0 d

1

H2

x’

y'

-d

Optical axis 2cm 30o
30o

53o18’95o06’H

(a) (b) (c)
Fig. 10.9 Illustration of the optical transformation and cloaking design. In the transformation, a

triangular cross section in a virtual space a filled with isotropic materials is mapped to a
quadrilateral (blue region in b) with uniform and anisotropic optical properties. The cloaked
region is defined by the small green triangle. c A photograph of the triangular cloak, which
consists of two calcite prisms glued together, with the geometrical parameters indicated in the
figure. Reprinted with permission from Chen et al.[13]
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e0x�y ¼ e
ð H2

H2�H1
Þ2 � H1H2

2

ðH2�H1Þ2d
sgnðxÞ

� H1H2
2

ðH2�H1Þ2d
sgnðxÞ 1þ H2

H2�H1

� �2
H1
d

� �2

0
B@

1
CA ð10:17Þ

l0z ¼ 1 ð10:18Þ

With the electromagnetic parameters described by Eqs. (10.17) and (10.18), it is
obvious that homogeneous naturally birefringent crystals can be used for realizing
the triangular carpet invisibility cloak. The geometrical parameters of the cloak,
the optical axis orientation c, and the permittivity of the virtual space, e are related
to each other by:

H1

d
¼ � ðn

2
e � n2

0Þsinccosc

n2
0cos2cþ n2

esin2c
ð10:19Þ

H1

H2
¼ 1� n0ne

n2
0cos2cþ n2

esin2c
ð10:20Þ

e ¼ n2
0n2

e

n2
0cos2cþ n2

esin2c
ð10:21Þ

In nature, there exist many crystals that exhibit birefringence at optical fre-
quencies. Among them, calcite is a uniaxial crystal with significant birefringence,
with refractive indices of ordinary (no) and extraordinary light (ne) of approxi-
mately 1.66 and 1.49 at visible wavelengths.

The triangular invisibility cloak can be constructed by two pieces of calcite crystal
prisms glued together with the protruding bottom surface serving as a deformed
mirror, underneath which objects can be made invisible, as shown in Fig. 10.9c. The
geometrical parameters of the calcite cloak are calculated using Eqs. 10.19–10.21.
The cloaked triangular region is approximately 1.2 mm high, which is several orders
of magnitude larger than the optical wavelengths. The refractive index of the virtual
space is 1.532 according to Eq. 10.21, which is the refractive index of the back-
ground medium wherein the invisibility cloak can operate.

A ray tracing calculation is performed to check the performance of the calcite
invisibility cloak, with results shown in Fig. 10.10. With the invisibility cloak, a
beam of light with TM polarization incident onto the triangular cloak is reflected
without distortion at two different incident angles (Fig. 10.10 a, b). On the other
hand, for a beam with TE polarization, there is no cloaking effect, and therefore it
serves as a control case to study the scattering of light by the bump in the absence
of an invisibility cloak. As shown by Fig. 10.10c and d, a beam of TE polarization
is split into two directions by the triangular protruding facets.

The performance of the calcite cloak is first characterized in air using a green
laser at a 532 nm wavelength, as shown by Fig. 10.11a, left. In the experiment, a
mask is placed in front of the laser head, such that the emitted laser beam exhibits
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the pattern of an arrow (Fig. 10.11a, right). A linear polarizer is used to switch the
polarization of the incident beam between TE and TM. The reflected beam is
subsequently captured by a CCD camera. As a reference, the image of the laser
beam reflected by the flat mirror is shown in Fig. 10.11b.

For the TE polarization, as there is no cloaking effect, the bottom surface of the
cloak splits the incident laser beam into two beams. The beam splitting is
experimentally observed as shown in Fig. 10.11c. The angle between the two
reflected beams is over 30�, which is consistent with the ray tracing calculation.
For the TM polarization, the reflected beam shows no distortion at all
(Fig. 10.11d), in contrast to the case with TE polarization. The invisibility
cloaking effect is observed at different incident angles, as shown in Fig. 10.11e–g.
In the figures, the central image corresponds to the TM polarization and the two
projected arrow segments away from the center of the image correspond to the TE
polarization. The calcite cloak is also characterized for red light with wavelengths
ranging from 630 to 680 nm with a spectral peak at k = 650 nm. The invisibility

Fig. 10.10 Ray tracing calculation of light reflected by the triangular calcite cloak at 532 nm. a,
b Light incident upon a cloaked bump at incident angles of a 45� and b 15�. c, d Without
cloaking, the bump strongly scatters the light into different directions. Reprinted with permission
from Chen et al. [13]
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cloak performs reasonably well at these wavelengths, as shown in Fig. 10.11h. It
should be noted that a small gap appears in the central image (TM polarization)
due to the optical dispersion of the calcite crystal.

(a)

(b) (e)

(f)

(g)

(c)

(d)

(h)

(i)

Fig. 10.11 Optical characterization of the cloak using green and red laser beams. a (left)
Schematic of the experimental setup. (right) The original pattern of the laser beam. b The pattern
of the laser beam as reflected by a flat surface. c, d. The projected image of the laser beam
reflected by the calcite cloak for the TE and TM polarizations, respectively e, f, g the projected
images for mixed TE and TM polarizations at incidence angles of 39.5�, 64.5�, and 88�,
respectively. h, i. The photographs of a red laser beam with mixed TE and TM polarizations
projected on the screen after being reflected by h calcite cloak and i a flat surface, respectively, at
an incident angle of 64.5�. Reprinted with permission from Chen et al. [13]
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To show broadband operation, the calcite cloak is further characterized by
imaging the reflection of white-color alphabet letters by the cloak system, with
results shown in Fig. 10.12. A schematic of the measurement is shown in
Fig. 10.12a. Light with the TE polarization (Fig. 10.12b) undergoes a large
splitting caused by the mirror deformation, as a result, the reflected image consists
of letters from two largely separated locations (‘C’, ‘D’, ‘R’ to ‘U’). In contrast,
light with the TM polarization exhibits almost perfect reflection as evidenced by
the imaging of five consecutive letters (from ‘H’ to ‘L’) from the same location
(Fig. 10.12c). Only a slight rainbow effect can be observed at the edge of the
letters arising from the dispersion of the calcite crystal. The experiment with white
color objects unambiguously demonstrates the broadband operation of the calcite
invisibility cloak.

Calcite Cloak

polarizer
Camera

(a)

(b) (c)

Fig. 10.12 Reflection of white alphabet letters by the cloak. a Schematic of the optical setup. b,
c The reflected images captured by the camera for the TE and TM polarizations, respectively.
Note that a rainbow appears at the edge of each letter for the TM polarization due to the optical
dispersion of the calcite crystal. Reprinted with permission from [13]
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10.4.2 Operation of a Macroscopic Invisibility Cloak
in Liquid

The triangular invisibility cloak made from calcite crystals can optically transform
a protruding reflective surface into a flat one and thus render any object underneath
the protruding surface invisible. However, in air, the cloak itself is clearly visible
as the cloak is designed for a specific background refractive index given by
Eq. 10.21, which is greater than 1. Thus, in order to make the calcite cloak
invisible, it needs to be immersed in a liquid with the same refractive index as that
of the virtual space in the optical transformation.

The experimental setup for the demonstration of an invisibility cloak immersed
in liquid is shown in Fig. 10.13a. The liquid is an index matching fluid, whose
refractive index can be adjusted by controlling the temperature to match the
invisibility cloaking condition. The calcite cloak is placed on top of a flat mirror. A
black sheet of paper with white colored printed text of horizontally flipped
‘‘University of Birmingham’’ and ‘‘Imperial College of London’’ was held above
the liquid surface. A camera was used to capture the reflected image of the text. As

Fig. 10.13 a The experimental setup for the invisibility cloak demonstration immersed in an
index matching liquid. The cloaking effect is observed by looking at the reflection of a printed
paper through the carpet cloak. b For the TM polarization, the reflection shows an undistorted
image. c For the TE polarization, as there is no cloaking effect, the image is distorted
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shown by Fig. 10.13b and c, part of the image is reflected through the calcite
crystals and the rest is directly reflected by the flat mirror. For the TM polarization,
the reflection through the calcite cloak fits nicely with the rest of the image that is
directly reflected by the mirror. This indicates that the calcite cloak not only
transforms the bottom protruding surface into a flat one, but also preserves the
position of the reflected beam relative to that reflected by the flat mirror. On the
other hand, with the TE polarization which does not experience the cloaking effect,
the bottom bulging surface scatters light and scrambles the sequence of the letters.

In the calcite invisibility cloak, the light transmits through three interfaces, the
surrounding medium/calcite, the interface between the two calcite crystals with
different crystal orientations, and the calcite/surrounding medium. Interestingly, no
reflection exists at the interface between the two constituent calcite crystals despite
their crystal orientations being different. This is consistent with a previous study
that shows that, for two contacting anisotropic crystals with their optical axes
symmetric about the interface, there is no reflection at the interface regardless of
the direction of light [43]. On the other hand, because we have adopted a sim-
plified form of cloaking design which eliminates the requirement of magnetism, a
small impedance mismatch is introduced between the surrounding optical medium
and the cloak, which results in a small amount of reflection at their interface.
Nonetheless, this reflection can be eliminated if the interface is nanostructured in
such a way that the permittivity undergoes an adiabatic transition from the calcite
crystal and the surrounding medium, and the cloak itself would become com-
pletely invisible.

10.4.3 Compact Homogeneous Invisibility Cloak

One main issue that hinders practical applications of invisibility cloaks is the large
size of the cloak relative to the object to be hidden. In most of the demonstrations
of carpet invisibility cloaks [8, 9, 11, 13, 14], the ratio between the size of the
cloak and the size of the cloaked region is above 20. Let us take the triangular
invisibility cloak as an example. Starting from Eq. (10.20), it can be shown that the
ratio between the cloaked region and the overall size of the cloak in a triangular
invisibility cloak has an upper limit of,

H1

H2

� �

max

¼ 1� minðne; noÞ
maxðne; noÞ

� Dn

maxðne; noÞ
ð10:22Þ

The ratio is limited by the small birefringence of natural crystals—the relative
difference between ne and no is in the order of 10 %, indicating that the cloaked
region has to be at least 10 times smaller than the invisibility cloak. With me-
tamaterials, it is possible to achieve a significantly stronger birefringence. One
example is a 1D dielectric grating, as shown in Fig. 10.14. For a grating period
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much less than the wavelength of light, the grating is effectively an anisotropic
material with the permittivity tensor given as,

ex ¼ ey ¼ pe1 þ ð1� pÞe2

1
ez
¼ p

e1
þ ð1� pÞ

e2

ð10:23Þ

where e1 and e2 are the permittivities of medium 1 and 2, respectively, and p = d1/
(d1 ? d2) is the filling ratio of medium 1 in the grating. It is straightforward to
show that the anisotropy, defined as the ratio between the dielectric tensor
elements along the z and the x(y) direction, is given by

A ¼ p2 þ ð1� pÞ2 þ pð1� pÞðe1

e2
þ e2

e1
Þ � pð1� pÞðe1

e2
þ e2

e1
� 2Þ ð10:24Þ

The maximum anisotropy, which occurs at p = 0.5, is given as,

Amax ¼
e1
e2
þ e2

e1
� 2

4
ð10:25Þ

The corresponding ordinary and extraordinary refractive indices are given by,

no ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e1 þ e2

2

r
; ne ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2e1e2

e1 þ e2

r
ð10:25Þ

Equation (10.25) shows that a large anisotropy can be obtained by forming a
grating using two materials with a large contrast in their permittivities. At infrared
frequencies, semiconductors, such as silicon and GaAs, have very large dielectric
constants over 10. Take silicon as an example, the dielectric constant at near-
infrared frequencies is around 11.9. The maximum anisotropy of a grating made
from silicon and air is around 2.5, and the ordinary and extraordinary indices are
2.54 and 1.36 respectively, corresponding to a maximum ratio of 0.46 (or roughly
1:2) between the cloaked region and the cloak.

A carpet invisibility cloak made from uniform silicon gratings was experi-
mentally demonstrated by Zhang et al. [17]. Similar to several previous works [8,
9], the experiment was carried out in a 2D configuration on a SOI wafer. The

Fig. 10.14 Schematic of a
composite material consisting
of a periodic arrangement of
two different materials with
widths of d1 and d2,
respectively
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silicon carpet cloak was fabricated by electron-beam lithography and reactive ion
etching processes on an SOI wafer. Light is confined in the vertical direction due
to the low indices of air and silicon dioxide on the two sides of the 250 nm silicon
layer. Figure 10.15b shows an SEM image of the cloaking device. The bottom
width and height of the triangular silicon cloak are 10 and 8 lm, respectively. The
triangular region where objects can be concealed has a bottom width of 10 lm and
a height of 1.84 lm. The incident beam is guided by a tapered input waveguide
towards the cloak. The output beam is coupled to free space propagation by a
grating coupler, and its image is captured by an infrared camera. The schematic
and SEM images of the silicon invisibility cloak are given in Fig. 10.15. The pitch
of the silicon gratings is 140 nm, and the filling factor of silicon is 0.5. Impor-
tantly, the ratio between the cloaked region and the cloak is about 1:4, significantly
larger than all the previous experimental demonstrations of invisibility cloaks.

Fig. 10.15 Experimental realization of a compact invisibility cloak made from uniform silicon
gratings. a Schematic of the carpet cloak made of a silicon grating and the experimental
configuration. Light is incident onto the cloak through the input waveguide and reflected by the
gold mirror at the bottom of the silicon cloak. The reflected beam is converted to free space
propagation by the out-coupling grating. b. SEM image of a nanofabricated carpet cloak. The
insets show the zoomed view of the silicon carpet cloak. Reprinted with permission from Zhang
et al.[17]
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In the measurement, light with the TM polarization from a tunable laser
(1,480–1,580 nm) was used to characterize the performance of the silicon invis-
ibility cloak. Figure 10.16 shows the measured scattering of light by a triangular
bump, with and without the silicon carpet cloak. With the cloak, the triangular
bump scatters light into a single Gaussian spot at the output grating, which is
almost identical to that reflected by a flat mirror in Fig. 10.16a. While without the
silicon cloak, the triangular bump split the light into two peaks at the output
grating. The measurement shows the superior performance of the compact carpet
invisibility cloak.

Fig. 10.16 Experimental characterization of the silicon invisibility cloak. Experimental results
for a Gaussian beam reflected from a flat surface (a), a triangular surface (b), and the same
triangular surface covered by a silicon carpet cloak. The left column shows the intensity of the
beam at the output grating coupler. The right column shows the plot of intensity along the output
grating at 1,500 nm. Reprinted with permission from Zhang et al. [17]
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Chapter 11
Experimental Characterization
of Electromagnetic Cloaking Devices
at Microwaves

Pekka Alitalo and Sergei A. Tretyakov

Abstract Electromagnetic cloaking has attracted much interest in recent years.
In this chapter, we will describe experimental methods that can be applied to the
analysis of electromagnetic cloaks in the microwave regime. Each method is
explained and accompanied with real-life examples. At the end of the chapter, we
also discuss experimental techniques for characterization of individual small
particles (‘‘artificial molecules’’) which are useful in the design of various cloaks
or low-scattering objects.

11.1 Introduction

In this chapter, we will give an overview of experimental demonstrations and
characterization methods that can be readily applied to most of the known real-
izable electromagnetic cloaking devices in the microwave frequency range.
We begin by introducing the concept of ‘‘electromagnetic cloaking’’, defining it by
a general physical criterion in terms of the scattered electric and/or magnetic fields
in the far-zone of the scatterer. In the rest of this chapter, we will describe
experimental methods that can be used to either demonstrate the cloaking phe-
nomenon or characterize the cloaking efficiency. By demonstration we mean an
experimental illustration of the cloaking effect. This does not necessarily yield a
well-defined numerical value that would measure the cloaking quality. By char-
acterization we mean a direct or indirect measurement of the total scattering cross
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section or width. A typical example of the former case is the measurement of the
near-field distribution inside and/or outside the cloaked object. This allows illus-
tration of the cloaking effect without giving an exact value to characterize the
quality of the scattering reduction.

The rest of this chapter is organized as follows: In Sect. 11.2 we discuss at a
very general level what is meant by electromagnetic cloaking and briefly review
some of the important practical techniques to achieve it. Section 11.3 gives
mathematical descriptions of various definitions that can be used to characterize
the cloaking effect, such as the total scattering cross section and width. The rest of
the sections present experimental and numerical results for various microwave
cloaking devices, so that each section considers one type of measurement setup.
Section 11.4 deals with the parallel-plate waveguide and Sect. 11.5 with rectan-
gular waveguide measurements. Sections 11.6 and 11.7 consider free-space
measurements: Section 11.6 concentrates on bistatic scattering measurements in
free space and Sect. 11.7 focuses on the demonstration of the cloaking effect by
antenna radiation pattern measurements. Section 11.8 discusses measurements of
polarizabilities of small particles. Such measurements may be essential in the
design and fabrication of individual resonating particles (artificial ‘‘molecules’’)
that make up a cloaking device or in the design of stand-alone low-scattering
(‘‘invisible’’) particles.

11.2 Electromagnetic Cloaking

The concepts of ‘‘electromagnetic cloaking’’ and ‘‘invisibility’’ of objects have
recently attracted much interest from the scientific community. In this context,
cloaking refers to a significant reduction of the total power scattered by this object.
In other words, a cloaking device can reduce the effective scattering cross section
of an arbitrary or a specific object not only in one direction but in all directions
where scattering occurs. For example, cloaking can be achieved by placing an
object inside a ‘‘cloaking’’ device. The ‘‘cloak’’ prevents the incident field from
interacting with the object inside. The possibility of making scattering objects
undetectable to probing electromagnetic fields may have countless applications in
the areas of radar, measurement, and telecommunication technologies. With the
emergence of the metamaterial concept, practical realizations of cloaking devices
have appeared and the interest in cloaking technologies is on the rise.

The majority of the work related to electromagnetic cloaking and invisibility
are based on different types of field transformations [1, 2]. Although transforma-
tion designs and their realizations may vary quite significantly, we will refer to all
these designs simply as ‘‘transformation-electromagnetic cloaks’’. The basic idea
in these works is to make the impinging electromagnetic wave go around a
scattering object, so that in the ideal case the total scattering cross section of the
cloaked object approaches zero. To achieve this, the space around the scattering
object is transformed. Thus, the rays of electromagnetic waves travel through the
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cloak on a straight line in electromagnetic space, but on a curved line (around the
object that is hidden) in physical space. Several transformations along with
approximations and simplifications have been studied during recent years, e.g., [3–
15]. Simplifications of these transformations have allowed for practical realization.
In most suggested practical realizations of this type of cloaking, the material
comprising the cloak is anisotropic and the material parameters depend on the
radial position within the cloak. Such material parameters are extremely difficult to
realize in practice, especially within wide frequency bands.

Another approach to scattering reduction of arbitrary or specific objects is the
so-called scattering cancellation or plasmonic cloaking [16–18]. This technique
employs a material cover in which the induced dipole moments have the sign
opposite to the dipole moments induced in the object to be cloaked. As a whole
this system can be designed so that the total induced dipole moment is close to
zero. The benefit of the technique is that cloaking of dielectric objects can be
achieved with relatively simple materials, and these materials can be isotropic.
This approach has been widely studied with most efforts concentrated on device
operation in the optical regime and efforts focused on various sensor applica-
tions [19–25]. The main drawbacks of this technique are that the suppression of
only the dipolar scattering makes the cloaking of electrically large scatterers
difficult (higher-order modes become significant and their scattering should be
compensated as well) and that cloaking of impenetrable objects (such as con-
ducting ones) requires materials that are difficult to realize.

In 2008, the so-called ‘‘transmission-line cloaking’’ was introduced as an
alternative to the previous two cloaking techniques to allow cloaking without the
need to realize any exotic material parameters [26–28]. As the electromagnetic
wave is allowed to travel through the cloaked object, an efficient and broadband
cloaking effect is easier to realize, as compared to, e.g., the two previous methods.
However, the range of objects/geometries that can be cloaked is very limited, since
the transmission-line network must be placed inside the object that is being
cloaked [28]. Essentially, what can be cloaked are arrays of separate particles or
three-dimensional mesh-like structures [28].

Since the transmission-line cloak cannot be used to hide a bulky object such as
a metal sphere or cylinder of moderate electrical size, another waveguiding cloak
was introduced in 2009. This ‘‘metal-plate cloak’’ uses conical conducting surfaces
to guide the electromagnetic wave around a cloaked region [29]. Although in this
case the wave must go around the cloaked object, this technique should not be
confused with the transformation-electromagnetics cloak: The metal-plate cloak
does not employ anisotropic materials which are generally required in the trans-
formation-electromagnetics concept; instead, the conical plates form a waveguide
which allows the wave to travel through the cloak with very small reflections.
Due to the waveguiding nature of the structure, it is not expected to work well
when hiding electrically large objects: In [30] it was shown that increasing the
diameter of the cloaked conducting cylinder to about one wavelength is possible,
but the cloaking efficiency drops as the object is made electrically larger. Of
course, in theory, the transformation-electromagnetics cloak can be designed to
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hide an object of any electrical size. It is important to note that there are cloaks of
similar shape like the metal-plate cloak, but their design is based on the trans-
formation-electromagnetics approach and they operate for the orthogonal
polarization [31].

Even in addition to all the previous techniques, there exist several other
approaches or techniques that can be called or at least related to the concept of
‘‘electromagnetic cloaking’’ [32–35]. Here we do not go into specifics of all these
cloaking techniques. Instead the reader is encouraged to revert to recent review
papers on the topic [17, 27, 28, 36, 37].

11.3 Characterization of Scattering

The intensity of waves scattered by an object determines the ‘‘visibility’’ of this
object when it is being detected by the use of electromagnetic waves. The most
commonly used measure to characterize the scattering intensity in a specific
direction is the scattering cross section of the object. The scattering cross section r
tells us how strongly the object scatters electromagnetic waves into a certain
direction in the far-zone if it is excited by a given incident field. The definition of r
in the frequency domain for a finite-size scatterer reads

r ¼ lim
R!1

4pR2 jEscaj2

jEincj
2 ¼ lim

R!1
4pR2 jHscaj2

jHincj
2 ; ð11:1Þ

where R is the distance from the object to the observation point. The scattered
electric and magnetic fields Esca and Hsca are calculated or measured at distance R
from the object, and Einc and Hinc are the incident fields at the position of the
object. The scattering cross section is determined by the electromagnetic proper-
ties of the object at the test frequency, the direction from which the object is
illuminated, the scattering direction, and by the properties of the incident wave
(e.g., polarization). The radar cross section (or RCS, or back-scattering cross
section, or monostatic cross section) is a special case of this parameter for the
situation when the scattered fields are calculated or measured in the direction from
where the incident wave comes.

From (11.1) we can see that if the scattering cross section is zero, the scattered
fields in the far zone are zero, and the presence of the object cannot be detected if
the observer is located in that specific direction. In stealth applications, minimi-
zation of the radar cross section is usually the goal, but in order to hide an object
shape completely, the scattering in all directions should be minimized. Thus, a
more appropriate scattering parameter in case of cloaking is the total scattering
cross section, defined as

rtot ¼
1

4p

Z
r dX ¼ Psca

winc
; ð11:2Þ
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where the integration of r is performed over the whole solid angle around the
scatterer. Psca is the total scattered power and winc is the intensity of the incident
wave (the magnitude of the Poynting vector of the incident wave) at the position of
the object.

In the case of infinite cylindrical objects, instead of using the scattering cross
section, we can use the scattering width rW , which refers to the scattering cross
section per unit length of the cylinder. This parameter is defined as

rW ¼ lim
q!1

2pq
jEscaj2

jEincj
2 ; ð11:3Þ

where q and / are the polar coordinates with the origin inside the scattering
cylinder (cylinder cross section does not have to be circular). The corresponding
parameter describing the total scattering is the total scattering width, defined as

rWtot ¼
1

2p

Z2p

0

rW d/: ð11:4Þ

Electromagnetic cloaking is defined in general as significant reduction of the total
scattering cross section of an object, or in the case of an electrically tall object
excited by a normally incident plane wave, it is defined as significant reduction of
the total scattering width of an object. If the total scattering cross section or width
is zero, this means that the total power scattered by the object in the far zone is
zero, and in this sense, the object is truly ‘‘invisible’’. If the total scattering cross
section is equal to zero, this implies that the scattered field amplitude is zero in any
direction. In particular, cloaked objects create no shadows because the scattered
field is zero behind the objects. Thus, the total field there is equal to the incident
field. From the forward-scattering theorem (see, e.g., [50]), we can conclude that
perfectly cloaked objects (together with their respective cloaks) do not absorb any
power—they are lossless structures. However, in the adopted definition, cloaked
objects (or cloaks themselves) can be in principle detected in the near-field zone of
the object because the definition in terms of the scattering cross section contains
measure of only far-zone fields.

From the characterization point of view, estimation of cloak performance
requires effective computation or accurate measurement of the total scattering
cross section (or width) of the structure. A practical figure of merit for the cloak
operation is the normalized total scattering cross section or width, where the
reference object is the ‘‘bare’’ object without the cloak. In addition, one can
analyze the distribution of the total fields in the presence and absence of the cloak
which helps in visualizing the cloak performance.

In general, cloaking devices are designed in such a way that they aim to make
an illusion that the cloak itself, as well as the volume inside the cloak, is simply
free space (or whatever is the background medium). If this is achieved, the cloak
and the object it tries to hide will have a very small total scattering cross section
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(or width). If this value is then normalized to the total scattering cross section of
the bare, uncloaked object, the normalized total scattering cross section will
approach zero. However, from (11.1) to (11.4) we see that the total scattering cross
section or width is always defined only for a certain incident field. This means that
for a specific incident wave type (plane wave, cylindrical wave, etc.) and for a
specific polarization (horizontal or vertical linear polarization, circular polariza-
tion, etc.) the cloak produces a very small normalized total scattering cross section
or width. It may behave very differently in the case of another incident wave.
Usually, the type of wave is not so important, but the polarization is important.
In fact, all of the experimental cloaks considered in this chapter essentially work
for only a single linear polarization. Therefore, the limitations of specific designs
should always be kept in mind when considering possible real-life applications of
cloaks.

It is very important to have a consistent way of expressing the polarization of
the wave incident on the studied scatterer. In literature the definitions vary: Some
authors prefer to express the polarization with respect to the surface of the scatterer
(transverse electric—TE and transverse magnetic—TM, these are convenient in
the study of cylindrical objects illuminated normally, as the scattering problem is
two-dimensional). Some authors use the more general expression which is suitable
also in three-dimensional scattering problems and arbitrary illumination angles
(for example: TEz, TMz). An example of the use of these definitions would be an
incident wave illuminating a cylindrical object with normal incidence, so that the
electric field is parallel to the cylinder’s axis. According to the first definition, this
would be called the TE incidence. This is because the electric field in this case is
always transverse to the normal of the object’s surface. With the latter definition,
this same example would be called the TMz incidence if the cylinder’s axis is the
z-axis, since the magnetic field is always transverse to the z-axis. In the rest of this
chapter, we define the polarization of the incident wave with respect to the surface
of the scatterer, since in all the considered example cases, the cloaks and cloaked
objects are long cylindrical objects illuminated normally. The two main incidence
cases are also illustrated in Fig. 11.1.

(a) (b)Fig. 11.1 Definitions of TE
and TM incidences adopted
in this Chapter, for the case of
an incident wave illuminating
a cylindrical scattering
object. a TE incidence. b TM
incidence
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11.4 Parallel-Plate Waveguide Measurements

11.4.1 Demonstration of Cloaking with Parallel-Plate
Waveguides

The first experimental demonstrations of electromagnetic cloaking using the
transformation-electromagnetics approach were conducted with a parallel-plate
waveguide setup [3]. This setup is convenient due to its limited size and low
complexity as compared to a free space measurement setup (see Sect. 11.6).
Essentially, the setup volume is limited by two parallel conducting surfaces, but it
is intended to model infinite free space utilizing reflections from these two sur-
faces. Indeed, for an excitation wave with a vertically directed electric field and
therefore, orthogonal to the conducting planes, the setup emulates a section of
space which is infinitely periodical in the vertical direction. Thus, this is a very
convenient way to study a device/structure which is homogeneous or periodical in
the vertical direction like the cloak in [3].

The cloak design, whose operation was first demonstrated in [3] and later
accurately characterized in [11], is based on utilizing small resonant particles
(split ring resonators or SRRs) to create an artificial magnetic response. Namely,
the inclusion dimensions vary with the radial distance inside the cloak as illus-
trated in Fig. 11.2. It is important to note that close to the inner part of the cloak
the radial component of the relative permeability is smaller than unity and actually
approaches zero at the inner boundary of the cloak. By properly designing the
resonators and placing them radially around the cloaked region, one can create an
anisotropic permeability that satisfies a simplified (approximate) cloaking condi-
tion [3]. In the first experiment [3] the cloaked metal cylinder has the diameter

Fig. 11.2 a A transformation-electromagnetics cloak for TE incidence [3]. The object that is
cloaked is a metal cylinder with diameter 1:42k0 at 8.5 GHz. (This figure was reproduced with
permission from the Amerian Association for the Advancement of Science.) b Illustration of the
parallel-plate waveguide setup used in [3, 11]. The bottom plate’s position is swept mechanically
to map the field inside the waveguide (this figure was reproduced with permission from the
Institute of Physics Publishing)
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50 mm, while the outer diameter of the cloak is 117 mm. The design frequency is
8.5 GHz.

Excitation of the parallel-plate waveguide, i.e., creation of the incident wave,
can be made in several ways by placing a source of electromagnetic radiation
inside the waveguide. For example, open ends of rectangular waveguides, anten-
nas, or small probes can be used for this purpose. To analyze the fields traveling
inside the parallel-plate waveguide, one has to somehow measure these fields
without influencing these very fields that are being measured. Another issue is that
usually one needs to make a mapping of the field profile, i.e., the fields need to be
measured in many positions inside the waveguide. One solution is to place a small
probe (which should very weakly interact with the fields) inside the parallel-plate
waveguide, and then mechanically sweep the position of this probe in order to
fully map the fields. In practice this can be done, e.g., by fixing the probe at a
certain position on the top or the bottom of the waveguide and then sweeping the
position of one of the planar conductors [3] (see Fig. 11.2). To prevent scattering
from the edges of the parallel-plate waveguide, absorbing materials can be used,
preferably in the arrangement shown in Fig. 11.2. This arrangement minimizes
reflections from the air/absorber boundary and maximizes absorption. The mea-
surement itself can be carried out, for example, with a vector network analyzer
(VNA) that measures the complex transmission between the source and the probe.

Figure 11.3 shows the results of three measurements conducted with the setup
of Fig. 11.2: the incident field (in the empty waveguide) and the total field at two
different frequencies with the cloaked object placed inside the waveguide [11].
Here the cloak design is similar to the one shown in Fig. 11.2. The metal cylinder
that will be cloaked has the same size, but in this case, the optimal cloaking
frequency is 10 GHz. As can be seen from Fig. 11.3, the incident wave is not a
plane wave. A perfect plane wave would be difficult to produce in such a limited
space inside the parallel-plate waveguide. However, for the illustration of the

Fig. 11.3 Snapshots of measured field distributions inside the parallel-plate waveguide [11].
a Empty waveguide, f ¼ 10 GHz. b Cloaked object inside the waveguide, f ¼ 9 GHz.
c Cloaked object inside the waveguide, f ¼ 10 GHz. The diameter of the metal cylinder which
is cloaked is 1:67k0 at 10 GHz (this figure was reproduced with permission from the Institute of
Physics Publishing)
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cloaking effect and for the calculation of the total scattering widthrW , one can use
any type of exciting wave. One should of course take into account that the cloak’s
operation may be different for different incident wave types (plane wave, cylin-
drical wave, etc.). At the optimal cloaking frequency of 10 GHz, the cloaking
device is shown to reproduce (to a certain extent) the field profile which would be
expected based on the transformation-electromagnetics design [3]. However, still
a clear shadow is seen behind the cloaked object, demonstrating that the cloaking
effect is rather limited. These results cannot give a well-defined value for char-
acterization of the cloaking effect. They can only be used to illustrate the field and
wave propagation profiles. On the other hand, the wavefronts inside the cloak
nicely follow the calculated and simulated cases of the ideal and approximate
transformation-electromagnetics cloak designs [3]. Thus, the measurements in [3,
11] give a convincing demonstration of the power and practical realizability of the
transformation-electromagnetics concept.

Another solution to realize the parallel-plate waveguide measurement is to
make one of the conducting plates weakly penetrable to the fields: This way the
setup still behaves effectively like a parallel-plate waveguide with conducting
walls, but a very small portion of the field extends out from the waveguide, and
this field can then be measured with a probe placed outside the waveguide. The
latter solution is somewhat simpler to realize since only the probe antenna needs to
be moved, instead of the whole plate of the waveguide. Examples of experiments
with such waveguides can be found, e.g., in [38, 39]. In [38] it was demonstrated
that an incident electromagnetic wave can be effectively coupled to a transmission-
line network. Inside the transmission-line network, the wave travels like in a
homogeneous medium which allows for the cloaking of objects that are placed
inside the network where fields, for the most part, do not penetrate. This was
actually the first experimental demonstration of the transmission-line cloak idea
that was originally proposed in [26]. On the other hand in [39], a transformation-
electromagnetics cloak comprised of resonant canonical spiral inclusions was
experimentally tested and field mappings similar to Fig. 11.3 were obtained. The
same measurement technique with a weakly penetrable waveguide wall was earlier
used in experimental investigations of microwave superlenses [40, 41].

11.4.2 Characterization of Cloaks with Parallel-Plate
Waveguides

In order to characterize the cloaking phenomenon with a parallel-plate waveguide
setup, one should first find the relation between the incident fields and the far-field
scattered fields [either electric fields or magnetic fields, see (11.1)–(11.4)]. Since a
parallel-plate waveguide setup is rarely large enough to allow direct measurements
of the fields in the far-zone of the scattering object, one has to rely on measure-
ments in the near-field zone and then make a transformation of the near-field to the
far-field analytically.
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In practice, one can conduct the measurements at discrete points around a circle
that encompasses the cloak, and then expand the measured fields to their corre-
sponding far-field quantities [11]. It should be noted that in order to find the far-
field scattering width corresponding to each measurement point, one needs to
measure the total field (field with the scattering object in the waveguide) as well as
the incident field (field in the empty waveguide). Such measurements were con-
ducted for the same transformation-electromagnetics cloak discussed in
Sect. 11.4.1 [11], and the resulting total scattering widths of uncloaked and
cloaked objects are given in Fig. 11.4 as functions of the frequency. The maximum
reduction of the total scattering width obtained with the cloak is reported to be
about 24 % near the design frequency of 10 GHz.

Yet another example of a parallel-plate waveguide measurement is the plas-
monic cloak characterized in Ref [18]. In that case, the cloak’s operation was
based on the scattering cancelation idea, i.e., the cloak was effectively a material
cover with the relative permittivity smaller than unity, and it was placed around a
dielectric cylinder (the object to be cloaked). This artificial material cover is
realized by radially positioned metal fins embedded in acetone (see Fig. 11.5). The
dimensions of the fins and the permittivity of the embedding medium are designed
to produce an effective relative permittivity of the whole cover which is smaller
than unity and has the desired value at the design frequency. The diameter of the
cloaked cylinder, which has a relative permittivity of 6, is 38 mm, while the outer
diameter of the cloak is 62.6 mm. The design frequency of operation is around
2 GHz.

In this case the authors used a somewhat different approach to retrieve the
scattering cross sections from the measurements. The upper plate of the waveguide
was made of a perforated metal sheet to allow for placement of the measurement
probe inside the waveguide at specific points (see Fig. 11.5). The vertical com-
ponent of the electric field was then measured at 52 points (in fact, four mea-
surements were carried out around each of these points [18]) where the points
were distributed on the edges of a square enclosing the cloak. From the spatial
derivatives of the measured electric field (Ez), one can find the corresponding

Fig. 11.4 Total scattering
widths of uncloaked and
cloaked objects [11]. The
object that is cloaked is a
metal cylinder with diameter
1:67k0 at 10 GHz (this figure
was reproduced with
permission from the Institute
of Physics Publishing)
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magnetic fields (Hx, Hy) and from these three components, the x- and y-compo-
nents of the real part of the Poynting vector. By integrating the outward component
of the Poynting vector around the square and dividing this by the result of the
incident field (empty waveguide), one obtains the total scattering width of the
measured object.

A practical way of illustrating the cloaking effect is to plot the normalized total
scattering width as a function of frequency. This is just the total scattering width of
the cloaked object divided by the total scattering width of the uncloaked object.
This is also how the authors of [18] presented the results of their measurements
(see Fig. 11.6). Although there is some difference in the locations of the minima
corresponding to analytical, numerical, and experimental results, all the results
indicate a strong reduction of scattering (about 75 %) close to the design frequency
of 2 GHz.

Fig. 11.5 a Illustration of the plasmonic cloak (enclosing the cloaked object) for TE incidence,
placed inside the parallel-plate waveguide setup [18]. The object to be cloaked is a dielectric
cylinder with diameter approximately k0=4 at 2 GHz. b Photograph of the same (this figure was
reproduced with permission from the American Physical Society)

Fig. 11.6 Analytical,
numerical, and measured
normalized total scattering
widths corresponding to the
plasmonic cloak [18] (this
figure was reproduced with
permission from the
American Physical Society)
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11.5 Rectangular Waveguide Measurements

The parallel-plate waveguide is a very convenient way to measure the total scat-
tering widths of infinitely high or periodic objects. However, the use of this
approach requires electrically large setups, since the transversal size of the
waveguide must be large enough to avoid unwanted reflections from the edges of
the waveguide or from the edges of the absorbers. Especially at low microwave
frequencies, the size of a parallel-plate waveguide may become too large and the
weight too heavy for the measurements to be practical in a standard laboratory
environment. Moreover, speedy measurements with the parallel-plate waveguide
require an automated measurement setup including computer-controlled motors,
since the probe needs to measure the fields in hundreds or even thousands of
points.

A more practical way of measuring a cloaking device is to place the device
inside a rectangular waveguide. This method requires only a vector network
analyzer and a metallic rectangular waveguide with appropriate transitions to, e.g.,
coaxial cables, which are all standard laboratory equipment. Again, as in the case
of the parallel-plate waveguide, the measurement can be done for the polarization
with a vertical, linearly polarized electric field, and the measurement is emulating
an infinitely periodic structure due to the boundary conditions on the top and
bottom waveguide walls. However, unlike in the parallel-plate waveguide, here the
modes of the waves inside the waveguide are more restricted due to the metallic
side walls, and this in fact causes the measurement to emulate a case where the
object placed inside the waveguide is also periodical in the horizontal direction.
In the following examples, we have used only the fundamental mode (TE10 mode)
of the rectangular waveguide. The idea behind the actual measurement is very
simple: We compare the transmission through an empty waveguide to the cases of
uncloaked and cloaked objects inside the same waveguide. This offers a nice and
fast demonstration of cloaking, since the magnitudes and phases of the transmis-
sion coefficient are easy to compare.

In [42] a rectangular waveguide is used to demonstrate experimentally the
cloaking capability of a transmission-line cloak. See Fig. 11.7 for the geometry of
the cloak. The cloaked object in this case is a two-dimensional array of electrically
thin metal rods, through which the electromagnetic wave is allowed to flow by the
use of the cloak [27, 28]. The outer diameter of this cloaked object is approxi-
mately 25 mm, which is equal to one quarter of the wavelength at the design
frequency of 3 GHz. The outer diameter of the cloak is about 70 mm. The cloak
was designed for TE plane waves (electric field parallel to the z-axis in Fig. 11.7)
incident from free space, and its operation in this case was verified with numerical
simulations of the normalized total scattering width [42].

The waveguide used is a modified WR-340 waveguide with a width of
86.36 mm and the height equal to a multiple of the height of a single cloak layer
(the cloak is periodic along the vertical direction). The height of the waveguide
was chosen to be equal to four times the height of a single cloak layer which
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resulted in a total height of 36.8 mm. The waveguide has a passband centered at
around 3 GHz. A photograph of the waveguide with the cloaked object inside it is
shown in Fig. 11.7.

It is very important to note that although the cloak was designed for a plane wave
incidence in free space, the cloaking effect is achieved also in the waveguide, where
the wave is essentially a superposition of two obliquely incident plane waves (the
incidence angle varies with the frequency, as one can notice by studying the relation
between the free space wavenumber and the wavenumber of the TE10 mode of the
waveguide). Also, as explained above, the measurement emulates a case of an
infinitely long array of cloaks placed along the transversal (y-) direction. The reason
for the cloaking effect in these two different scenarios (free space and waveguide) is
due to the fact that the cloak is operating well for all incidence angles in the
horizontal (xy-) plane and its operation is not strongly affected by other similar
cloaks placed in its near field. This may not be the case for all cloaks, so one should
be careful when making conclusions about a free-standing cloak in free space based
on rectangular waveguide measurements.

By using a VNA to measure the scattering parameters (S-parameters) of the
waveguide section with an empty waveguide, uncloaked object inside the wave-
guide, and cloaked object inside the waveguide, we can determine how well the
cloak can ‘‘hide’’ the object from the TE10 mode travelling in the waveguide. This
is of course only a demonstration of the cloaking effect, as we only compare the
different cases to each other to illustrate the cloaking effect.

In [42] the waveguide measurement was conducted for the transmission-line
cloak of Fig. 11.7, and the results were extended and further analyzed in [27, 43].

(a) (b) (c)

Fig. 11.7 a Geometry and dimensions of the transmission-line cloak for TE incidence [42].
(This figure was reproduced with permission from the American Institute of Physics.)
b Photograph of the rectangular waveguide (with its top removed) [42]. The inset shows a
magnification of the cloak, enclosing the object that is cloaked (a two-dimensional array of long
metal rods, with the outer diameter of the array being approximately k0=4 at 3 GHz.) (this figure
was reproduced with permission from the American Institute of Physics.) c A more complicated,
fully three-dimensional object which is also possible to cloak with the same structure
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A more complicated, fully three-dimensional cloaked object, namely, the one
shown on the right in Fig. 11.7, was also measured with the same waveguide
in [27]. Here we compare the measured magnitude of the transmission coefficient
(jS21j) of the empty waveguide to the cases of cloaked and uncloaked objects
placed in the center of the waveguide to the numerical results of each. In the
simulations, we take into account the Rohacell insulating material, which is used
to separate the transmission-line strips from each other, the losses of copper in the
cloak, and the object to be cloaked [44]. The numerical results are obtained with
Ansys HFSS [45]. These comparisons were previously presented in [44], where
the simulation setups are described in detail. The results for the S21 magnitude are
presented in Fig. 11.8 and demonstrate a good agreement between measured and
simulated results. Refer to [28, 43] for the measured phase of S21, as well as a
comparison between the two different cloaked objects.

Another broadband and simple cloak design, the metal-plate cloak, was later
introduced and also measured with the same rectangular waveguide as in [29].
Although it has an even simpler structure than the transmission-line cloak, this one
is able to hide a solid cylindrical volume just like the previously shown trans-
formation-electromagnetics cloak. However, as the cloaking phenomenon is not
based on transformation-electromagnetics but on a waveguiding phenomenon
enabled by periodically stacked conical waveguides, this cloaking technique is
limited in the (electrical) diameter of the cloaked cylindrical volume. The metal
cylinder cloaked in [29] has the diameter of 30 mm, while the design frequency is
around 3 GHz. The outer diameter of the cloak is 70 mm. Later it was numeri-
cally [30] and experimentally [46] shown that the diameter can be extended to
about one wavelength by slightly compromising the cloaking efficiency. The basic
geometry of the metal-plate cloak is shown in Fig. 11.9. Again, in this case, the
cloak is designed to operate for a linearly polarized wave with the electric field
oriented vertically (along the z-axis in Fig. 11.9).
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In [29] the height of a single cloak layer was chosen to be 9.2 mm, so that we
could place four layers of the metal-plate cloak inside the waveguide and around a
solid metal cylinder with diameter 30 mm. To compare the measured results with
numerical ones, we simulate the WR-340 waveguide with four layers of the cloak
inside it, taking into account the Rohacell insulating material and losses of copper
in the cloak and cylinder [44]. The results for the S21 magnitude for the empty
waveguide and for the cloaked object are presented in Fig. 11.10. The transmis-
sion-line cloak and metal plate cloak are similar in that we can observe a signif-
icant increase in transmission when comparing the uncloaked and cloaked cases.
See [29] for the measured phase of S21.

Fig. 11.9 Geometry of the metal-plate cloak for TE incidence [29, 30]. a Top view. b Side
view. c Perspective view (only one half, cut along the xz symmetry plane, of a single cloak period
is shown). The object that is cloaked is a metal cylinder with diameter 0:3k0 at 3 GHz (this figure
was reproduced with permission from the American Physical Society)
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11.6 Free-Space Measurements

11.6.1 Demonstration of Cloaking in Free Space

A transformation-electromagnetics cloak based on a different realization than the
one discussed in Sect. 11.4 was experimentally studied in [47]. Here the illumi-
nating wave is TM polarized, i.e., the magnetic field is parallel to the metal
cylinder’s (object to be cloaked) axis. Due to the different polarization, it should be
the radial component of the relative permittivity that is varying with the radial
position [47]. Again split ring resonators (SRRs) are used as the resonant particles
to comprise the metamaterial, but in this case, only their electric response is
utilized, i.e., the magnetic field does not penetrate the loops of the SRRs and
therefore does not excite the magnetic dipole. The geometry of the unit cell and a
photograph of the cloak structure are shown in Fig. 11.11. The inner and outer
radii of the cloak are 60 mm and 150 mm; respectively, while at the operating
frequency of 11 GHz the wavelength is 27.3 mm.

The device was measured in a free-space setup comprising of an illuminating
horn antenna, the cloaked/uncloaked object, and a measurement probe (a loop
which measures the magnetic field strength). A VNA is connected to both the horn
antenna and the probe, and it is used to measure the complex transmission between
the two. The setup is surrounded by absorbers to avoid reflections from the sur-
roundings. See Fig. 11.12 for an illustration of the setup. With this setup, one can
obtain essentially similar field mappings as shown in Fig. 11.3. Refer to [47] for
numerical and experimental results of such field mappings concerning the cloak of
Fig. 11.11. With such measurement data, it would also be possible to characterize
the cloaking effect (that is, to obtain the normalized total scattering cross section or
width) in the same manner as discussed in Sect. 11.4.2 and in [11, 18].

Fig. 11.11 a Unit cell of the metamaterial [47]. b Photograph of the partly assembled cloak for
TM incidence [47]. The cloaked metal cylinder has the diameter of 4:4k0 at 11 GHz (this figure
was reproduced with permission from the American Physical Society)
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11.6.2 Characterization of Scattering Cross Sections
with Bistatic Measurements in Free Space

Characterization of cloaking in practice means that the total scattering cross
sections or widths of uncloaked and cloaked objects are obtained from experi-
mental data. In Sect. 11.4.2 this was achieved by calculating the far-field quantities
from the measured near-fields around the scatterer. An alternative, more
straightforward way is of course simply to measure the scattered electric or
magnetic fields of (11.1), (11.3) directly in the far-field, and then integrate the
results over the solid angle as in (11.2) to obtain the total scattering cross section,
or one could integrate over the angle in the horizontal plane (11.4) to obtain the
total scattering width. Measuring the scattered electric or magnetic fields in the far-
field of the scatterer requires a bistatic measurement setup with one antenna

Fig. 11.12 Illustration of the
free space measurement setup
used in [47] (this figure was
reproduced with permission
from the American Physical
Society)

Fig. 11.13 Photographs of
the plasmonic cloak studied
in [48]. The object that is
cloaked is a dielectric
cylinder with diameter
25 mm, which equals to k0=4
at the frequency of 3 GHz
(this figure was reproduced
with permission from the
Institute of Physics
Publishing)
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creating the incident wave and another antenna measuring the fields at various
angles around the scatterer. As in all the previous examples, a VNA can be used to
measure the complex transmission coefficient between the two antennas.

In order to find, for example, the scattered electric field in a certain direction,
two measurements are required: One with the incident field alone (without any
scattering object), and another one with the scattering object. The latter mea-
surement gives the total field with the scatterer from which one can then subtract
the previous result, i.e., the incident field, in order to determine the scattered field.

In [48] such measurements were conducted for the plasmonic cloak shown in
Fig. 11.13. In this case the cloaked object is a dielectric cylinder with a relative
permittivity of 3 and a diameter of 25 mm, while the design frequency is 3 GHz
(the free-space wavelength equals 100 mm). In this case the optimal cloak, i.e., the
required dielectric material cover placed over the cylinder, is found to be a
material with a relative permittivity of �13:6 [48]. As in [18] this negative-per-
mittivity metamaterial is also realized with radially positioned metal plates
embedded in a usual dielectric. The outer diameter of the cloak is 32.5 mm.

Paper [48] presents experimental results for the scattering cross sections
(see (11.1)) of uncloaked and cloaked objects for various scattering angles and for
various angles of incidence. All these results are not discussed here; instead, we
concentrate on the TE incidence (normally incident wave with electric field par-
allel to the axis of the cloak) and the measured scattering cross sections in
backward and forward directions. With the notations of Fig. 11.1, backscattering
occurs in the direction / ¼ 180� while forward scattering occurs in the direction
/ ¼ 0�. See Fig. 11.14 for the measured results. As the scattering measurements
were conducted in [48] using a rather large angular step (30�), it is not possible to
accurately integrate the measured scattering cross sections over the angle in order
to find the total scattering cross section (nor width). However, in [48] numerical
results for the total scattering cross section (for TE incidence) are given, resulting

Fig. 11.14 Scattering cross sections for uncloaked and cloaked objects (plasmonic cloak),
measured in free space [48]. a Backscattering cross section. b Forward scattering cross section
(this figure was reproduced with permission from the Institute of Physics Publishing)
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in good agreement with the data shown in Fig. 11.14. In addition to far-field
scattering cross section measurements, the operation of the cloak was verified also
using near-field measurements [48].

11.6.3 Characterization of Total Scattering Widths
with Bistatic Measurements in Free Space

As discussed in Sect. 11.6.2, in order to experimentally characterize the total
scattering cross sections or width, it is required that the scattered fields are mea-
sured in a large enough range of angles with a small enough step in the angle to
make sure that the results are integrable over the angle with enough accuracy. Of
course, in reality the measured scattered fields are only summed up together, so
this is only an approximation of the integration of (11.2), (11.4). In practice the
measurement setup must therefore include an automated sweep of the position of
at least one of the antennas in order to make such a measurement feasible.

Such bistatic measurements have been carried out at the Microwaves and Radar
Institute of the German Aerospace Center (DLR) in Germany. The setup used
comprises of two X-band horn antennas equipped with dielectric focusing lenses.
One of the antennas (transmitter, Tx) is stationary, while the other (receiver, Rx)
can be swept around the measured object in the horizontal (xy-) plane by a rotating
arm. The distances of the antennas from the measured object are kept constant, so
that the focal point of the lenses is at the position of the object. A VNA is used to
measure the reflection coefficients as well as the transmission coefficients between
the antennas. See Fig. 11.15 for a photograph of the setup.

Because the cloaked and uncloaked objects are symmetrical with respect to the
xz-plane, it is enough to measure the scattered fields in an angular range of 180�,
i.e., between 0� and 180� for the determination of the total scattering widths.

Fig. 11.15 Photograph of the bistatic X-band measurement setup at DLR
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However, due to the finite sizes of the antennas and especially the bulky lenses, a
full 180� measurement is not possible: The measurement can in practice be done
only in the angular range of / ¼ 22�180� (note that here, in contrast to the
notations in the previous sections, / ¼ 0� is the backscattering direction and / ¼
180� is the forward scattering direction [46, 49], see the coordinate axes in
Fig. 11.15). Therefore, we compare the experimental results to two sets of
numerical results obtained with Ansys HFSS in which the integration is done over
the full angular range as well as the limited range. For more details of the setup
see [46, 49]. As will be shown later in this section, the limited angular range is not
a problem, since it has a very small effect on the normalized total scattering widths
in the case of the tested cloaked and uncloaked objects, for which most of the
scattering occurs in the forward direction. See also the bistatic measured and
simulated field intensities as functions of the angle /, which also verify this
conclusion [46, 49].

Two microwave cloaks have been measured with this setup in the X-band
(8.2–12.4 GHz): A transmission-line cloak [49] and a metal-plate cloak [46]. The
transmission-line cloak geometry is similar to the one shown in Fig. 11.7, except
that the transition layer that enables the coupling between the surrounding free
space and the volumetric transmission-line network is now made of solid conical
layers. See Fig. 11.16 for the geometry and Fig. 11.17 for photographs of the
uncloaked and cloaked objects. In this case, the cloaked object is similar to the one
shown on the right in Fig. 11.7, but the dimensions are of course scaled down due
to the higher operational frequency. Now the diameter of the cloaked metal object
is 12.6 mm while the outer diameter of the cloak is 60 mm. Both the uncloaked
and cloaked objects are periodical along the vertical direction, with the actual
device comprising of 20 layers, resulting in a total height of 132 mm. The design
frequency is 10 GHz.

The measured normalized total scattering width of this cloak is shown on the right
in Fig. 11.17, where the experimental results are also compared to numerical ones.
It is clearly shown that even with the slightly limited angular range one can accurately
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Fig. 11.16 Geometry of the transmission-line cloak for TE incidence in [49]. a Top view (cut
along the xz symmetry plane). b Perspective view (cut along the xz symmetry plane), the
insulating sheets between the transmission-line strips as well as the cloak and cloaked object are
not shown for clarity

334 P. Alitalo and S. A. Tretyakov



describe the normalized total scattering width, since the scattering in the forward
direction dominates the total scattering [46, 49]. There is some deviation between the
numerical and experimental values, which is explained in part by the problems of
accuracy in measuring very small scattered fields (such as that of a cloak) and in part
by the problems in accurate positioning of the adjacent transmission-line layers in
manual assembly, which is explained in more detail in [49]. However, close to the
frequency of 9 GHz, the experimental results are in good agreement with the
numerical ones, in which both show about a 95 % reduction in the total scattering
width. At higher frequencies the experimental results show a slightly smaller
reduction in scattering than the numerical results predict.

The metal-plate cloak studied in [46] has the geometry of Fig. 11.9, but
compared to Sect. 11.5, some of the dimensions are changed due to the increased
frequency. Also, to allow for cloaking of an electrically larger cylinder, the
inclination of the cones is very different. The design used in [46] was numerically
studied first in [30]. In this case the cloaked cylinder is indeed larger: The diameter
of the metal cylinder is 30 mm, while the outer diameter of the cloak is 61 mm.
The cloak is periodical along the vertical axis, with the actual device comprising of
20 layers, resulting in the total height of 184 mm (this also equals to the height of
the uncloaked metal cylinder). For this cloak the design frequency is 10 GHz. See
Fig. 11.18 for a photograph of the cloak.

In this case the bistatic measurement is much more accurate compared to the
transmission-line cloak above, since both the uncloaked and cloaked objects
scatter more. This is partly due to the larger electrical size of the uncloaked object
and partly due to the less impressive cloaking effect. As shown on the right in
Fig. 11.18, the experimental results are in good agreement with the numerical
ones, demonstrating the reduction in total scattering width of about 70 % at
10 GHz.

(a) (b) (c)

Fig. 11.17 a Photograph of a part of the uncloaked object [49]. The uncloaked object has
diameter 0:42k0 at 10 GHz. b Photograph of the cloaked object [49]. The white layers are
dielectric material (relative permittivity of which is close to (1) that is used for support to make
the structure more rigid. c Measured and simulated normalized total scattering width
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In addition to the integration of the scattered fields as in (11.2), (11.4), it is also
possible to use the so-called forward scattering theorem (or, ‘‘optical theorem’’, see,
e.g., [50]), to find the total scattering cross section or width. In this case it is only
required to measure the complex scattered field in the forward direction. This of
course makes the measurement procedure much simpler, as the scattering in only one
direction needs to be measured. This theorem was used in the case of the metal-plate
cloak in [46], where the method itself as well as the used equations are presented in
detail. The resulting normalized total scattering width is plotted for comparison in the
same figure as the result of the integration of the bistatic field measurements (see
Fig. 11.18). As was discussed in detail in [46], the result based on the forward
scattering theorem is much less accurate than the one based on the integration of the
scattered field intensity. This is due to the fact that if the cloak is a weak scatterer, the
error in the measured field value is the highest in the forward direction.

The forward scattering theorem has also been used much earlier in the exper-
imental characterization of scattering reduction devices. For example, the reduc-
tion of scattering from antenna struts by the use of hard surfaces was
experimentally studied already in 1996 [32].

11.7 Antenna Radiation Pattern Measurements

Measurement of an antenna radiation pattern is a well-known and a fairly simple
measurement. It can be done with a much simpler setup than, e.g., the bistatic
measurements discussed in the previous section. A common way to measure an

(a) (b)

Fig. 11.18 a Photograph of the metal-plate cloak for TE incidence, enclosing the object that is
cloaked [46]. This object is a metal cylinder with diameter k0 at 10 GHz. b Measured and
simulated normalized total scattering width [46]
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antenna’s radiation pattern (in one plane) is to rotate the antenna under test (AUT)
around its own axis, while measuring the transmission between the AUT and a
stationary antenna with a VNA. Of course the two antennas need to be in each
other’s far-field. Such antenna measurement facilities can be found in most well-
equipped microwave laboratories.

Using this simple method and readily available measurement setups together
with well-established measurement procedures, the antenna blockage caused by a
transmission-line cloak was numerically and experimentally studied in [51]. This
is again only a demonstration of the cloaking effect, and the main idea is to
compare an antenna’s radiation patterns in free space with the cases of an
uncloaked and a cloaked object placed in front of the antenna. If the cloak is
operating as it should, the blockage (change in the antenna’s radiation pattern as
compared to the free space case) caused by the cloaked object should be strongly
mitigated as compared to the uncloaked case.

The geometry of the cloak itself is similar to Fig. 11.16 with the exception that
the transition from free space to the cloak is made with cones of solid metal instead
of thin metal sheets [51]. Also, the dimensions are scaled in order to achieve the
optimal cloaking effect at the frequency of 3 GHz. In the final design, the diameter
of the cloaked metal object (similar to that of Fig. 11.17) is 39 mm while the outer
diameter of the cloak is 180 mm. The realized cloak is made up from 20 layers,
resulting in the total height of 240 mm (see Fig. 11.19 for a photograph of the
cloak, enclosing the cloaked object). For details of other dimensions, refer to [51].

To demonstrate the cloaking effect, the H-plane radiation pattern of a com-
mercially available Schwarzbeck BBHA 9120A horn antenna was measured in an
anechoic chamber in three cases: (1) the antenna alone, (2) the antenna with the
uncloaked object in front of it, and (3) the antenna with the cloaked object in front

(a) (b)

Fig. 11.19 a Photograph of the transmission-line cloak (enclosing the object to be cloaked) for
TE incidence [51]. The diameter of the object that is cloaked is 0:39k0 at 3 GHz. b Photograph of
the AUT placed inside an anechoic chamber, with the cloaked object in front of it [51]
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of it. See Fig. 11.19 for a photograph of the last case. As shown in the photograph,
the cloak is placed very close to the AUT in its near-field region. The distance
from the center of the cloak to the aperture of the AUT is 100 mm.

The AUT is placed in a large anechoic chamber on a computer-controlled
rotating stand. Then, a stationary antenna is placed in the far-field of the AUT.
By rotating the AUT (and of course the cloaked/uncloaked objects with the AUT)
and simultaneously measuring the transmission between the two antennas, we can
obtain the radiation patterns in all three cases. These are presented in Fig. 11.20
for the frequency 3 GHz along with the corresponding numerical results. See [51]
for results at other frequencies (demonstrating the bandwidth of cloaking).
As shown in Fig. 11.20, the uncloaked object causes severe blockage to the
antenna, practically destroying the radiation pattern. This is expected since we
placed a tall metallic object just in front of the antenna aperture. The pattern with
the cloaked object in front of the antenna on the other hand corresponds very well
to the case of the antenna alone in free space, thus providing a nice demonstration
of the cloaking phenomenon.

11.8 Polarizability Measurements

Many approaches to cloaking rely on the design and realization of artificial
electromagnetic materials built from engineered particles, which are also known as
electrically small ‘‘artificial molecules’’. Also, there is interest in possibilities to
reduce scattering from electrically small particles (making particles ‘‘invisible’’).
Such particles should not be confused with ‘‘cloaks’’, as they obviously cannot
hide any other object from the electromagnetic waves. Instead, such invisible
objects could be found useful, for example, as low-scattering sensors or in the
design of weakly scattering structures.

Fig. 11.20 Measured and
simulated radiation patterns
of the AUT in different
scenarios at the frequency
3 GHz [51]. All the patterns
are normalized to the free
space case in the main
radiation direction
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Experimental electromagnetic characterization of small particles means mea-
suring their response to certain electromagnetic excitation and extracting the
values of the particle polarizabilities from the measured results. In this section, we
will review methods for electromagnetic characterization of small particles.

11.8.1 Particle Characterization with Free-Space
Measurements

Let us first discuss how the particle polarizability can be estimated from free-space
measurements of fields scattered from a small particle. Since the particle is
assumed to be electrically small, in most cases it is enough to model the scattering
processes with the use of only the lowest-order current moments: the electric
dipole moment p and the magnetic dipole moment m. In the most general case of
linear response, the relations between the induced moments and the exciting fields
take the following form:

p ¼ aee
¼ �Eincþ aem

¼ �Hinc ð11:5Þ

m ¼ amm
¼ �Hincþ ame

¼ �Einc : ð11:6Þ

These relations are called bianisotropic relations. They assume that the particle
response can be anisotropic (the induced moment is not necessarily parallel to the
incident field), and they include magnetoelectric coupling due to spatial dispersion
(electrically finite size of the particle) and possibly non-reciprocity of the particle
[52]. Probably the most natural way to estimate the polarizabilities experimentally
is to measure the scattering cross section for various excitations and find a con-
nection between the measured values and the polarizabilities. In the case of a
simple particle, for instance, an electric-dipole particle which has only one non-
trivial polarizability component, scalar aee, it is enough to measure the usual radar
or scattering cross section (11.1), because for a dipole particle the amplitude of the
scattered field in the far zone is given by

jEscaj ¼
xgk

R
jpj ¼ xgk

R
jaeejjEincj; ð11:7Þ

where g is the wave impedance and k the wave number. Substitution into 11.1
immediately gives

jaeej ¼
2
ffiffiffi
p
p

xgk

ffiffiffi
r
p

: ð11:8Þ
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In order to find the phase of the polarizability, we need to know not only the
scattered power (which defines the scattering cross section) but also the phase of
the scattered field and rewrite this relation in terms of the complex scattering
amplitude.

For more complex particles characterized by dyadic polarizabilities several test
excitations are necessary. Following [53] we will consider an example of a
canonical chiral particle with reciprocal magnetoelectric coupling. In the design of
cloaks, these particles allow to realize artificial materials with nearly equal per-
mittivity and permeability [39], which is one of the essential requirements for
transformation-electromagnetics cloaks [2]. As an illustrative example let us
consider a uniaxial chiral particle which is characterized by the relations

p ¼½aðzzÞ
ee z0z0 þ aðtÞee It� � Einc þ aemz0z0 � Hinc

m ¼ aðzzÞ
mm z0z0 � Hinc � aemz0z0 � Einc:

ð11:9Þ

Here It is the transverse unit dyadic (It ¼ I � z0z0) and the corresponding term
describes the electric polarization of the spiral by electric fields polarized
orthogonally to the axis of the spiral (the unit vector z0).

Probing this particle with a plane wave with the electric field polarized along z,
the co-polarized response is defined solely by the electric polarizability component

aðzzÞ
ee :

rco
e ¼

1
4p
ðxkgÞ2jaðzzÞ

ee j
2: ð11:10Þ

This is because the magnetic moment induced in the particle due to the magne-
toelectric coupling is directed along the same axis z, and the field created by this
moment in the far zone is orthogonally polarized with respect to the incident field.
Measuring the cross-polarized field scattered by the same particle we can deter-
mine the chirality parameter aem. To this end we define the cross-polarized scat-
tering cross section by

rcr
e ¼ lim

R!1
4pR2 jEsca;tj2

jEinc;zj2
: ð11:11Þ

Here the indices z and t mark the longitudinal (along z) and transverse components
of the fields. Substituting the field scattered by the induced magnetic dipole we
find that

rcr
e ¼

1
4p
ðxkÞ2jaemj2: ð11:12Þ

Probing the same particle with a plane wave whose magnetic field is polarized
along the spiral axis, the scattering cross section will depend on the magnetic
polarizability
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rco
h ¼

1
4p
ðxkÞ2 aðzzÞ

mm

g
� aðtÞee g

�����

�����
2

: ð11:13Þ

but also contain a term proportional to aðtÞee . Often these two polarizabilities res-
onate at different frequencies, which allows one to separate the responses due to
the two polarization mechanisms. At low frequencies (well below the resonance of

the magnetic polarizability aðzzÞ
mm ), the contribution of aðtÞee dominates, because aðzzÞ

mm

decays as x2 with decreasing frequency while aðtÞee tends to approach a finite static
limit [52, 53]. If both terms are significant, more complicated experimental
arrangements are required in order to measure the two terms separately. For
example, illumination of the particle by two plane waves coming from different
directions.

11.8.2 Particle Characterization with Waveguide
Measurements

Alternatively, polarizabilities of small particles can be measured in a waveguide
set-up, where the measurable quantity is the reflection coefficient from the particle
in the matched waveguide. Transmission coefficient measurements can be utilized
as well. Here we will discuss how the electric and magnetic polarizabilities of a
small particle can be extracted from the measured reflection coefficient. As an
example, let us position a particle with the polarization response modeled by
(11.9) in the center of the cross-section area of a rectangular waveguide supporting
the fundamental TE10 mode. The particle axis is oriented along the wide wall of
the waveguide, so that the modal magnetic field couples well to the particle. In this
configuration the chirality parameter does not affect the reflection coefficient,
because the horizontal electric moment induced by the horizontal magnetic field of
the waveguide mode couples only to evanescent modes of the waveguide. Con-
sidering for simplicity the case when the electric polarization in the vertical

direction (measured by aðtÞee ) is negligible, we can find the parameter aðzzÞ
mm from the

measured reflection coefficient.
The main difference with the free-space testing set-up is that the field exciting

the particle cannot be assumed to be equal to the field of the incident plane wave.
This is because the particle is inside the waveguide and experiences influence from
the fields reflected from the walls. In other words, the exciting (‘‘local’’) field is the
sum of the incident field and the field created by the particle in the waveguide.
In order to find the relation between particle polarizabilities and the measured
reflection coefficient we will consider (for the start) a small isotropic magneto-
dielectric particle (parameters e and l) and make use of the Lorentz lemma (e.g.,
[54]). The geometry of the problem is illustrated in Fig. 11.21. In the Lorentz
lemma we choose the first set of fields to be the fields E, H in the waveguide when

11 Experimental Characterization 341



the particle is present, and set 2 will be the fields in the empty waveguide E0, H0

(excited by the same source at the same frequency x). Integrating the differential
Lorentz lemma over the volume between cross-sections S1 and S2 we get

�
Z

S1

ðE � H0 � E0 � HÞ � z0 dSþ
Z

S2

ðE � H0 � E0 � HÞ � z0 dS

¼ jx
Z

V
½ðl� l0ÞH � H0 þ ðe� e0ÞE � E0� dV :

ð11:14Þ

Let us assume that the waveguide supports only one propagating mode and that the
cross-sections S1;2 are far enough from the particle, so that the higher-order modes
are negligible there. We denote by Et0 the transverse electric field of the empty
waveguide at S1 (t denotes the transverse component with respect to z0) and write
them in terms of the reflection (R) and transmission (T) coefficients. At S1 we have

Et0jS1
¼ Et0; EtjS1

¼ Et0ð1þ RÞ ð11:15Þ

Ht0jS1
¼ 1

Z0
ðz0 � Et0Þ; HtjS1

¼ Ht0ð1� RÞ ð11:16Þ

and at S2

Et0jS2
¼ Et0e�jb0l; EtjS2

¼ Et0T ð11:17Þ

Ht0jS2
¼ 1

Z0
ðz0 � Et0Þe�jb0l; HtjS2

¼ Ht0jS1
T : ð11:18Þ

Fig. 11.21 Arbitrary cross-
section closed waveguide
with a small particle inside

342 P. Alitalo and S. A. Tretyakov



Here b0 and Z0 are the propagation constant and characteristic impedance of the
fundamental mode, and R and T are the fundamental-mode reflection and trans-
mission coefficients. Substitution into (11.14) determines the reflection coefficient:

R ¼ � jxZ0

2N0

Z

V
½ðl� l0ÞH � H0 þ ðe� e0ÞE � E0� dV ; ð11:19Þ

where N0 ¼
R

S1
Et0 � Et0 dS.

Next we consider an example of a small dielectric sphere, in which case the
internal field inside the sphere reads E ¼ 3e0

eþ2e0
Eloc, where Eloc is the local field in

the waveguide at the position of the sphere. The assumption of the sphere being
‘‘small’’ means that the local field can be assumed to be approximately uniform
over the volume of the sphere. To understand the nature of the local field in this
case we can use the image principle and model the effects of the waveguide walls
on the field created by the sphere by its mirror images in the walls. The local field
is the sum of the incident field and the fields of all the images of the sphere in the
walls (in this infinite array of images the original sphere is not included). Thus, the
local field can be written as the sum of the incident field and the interaction field,
which is proportional to the dipole moment of the sphere: Eint ¼ Cp. The inter-
action constant C for this case has been calculated in [55, 56] (see also references
therein). The interaction field contains three components: the fundamental-mode
reflected field created by the sphere, reactive field due to higher-order modes
existing near the inhomogeneity, and the field scattered by the inhomogeneity of
the array of the mirror images of the spheres (recall that the sphere at the origin is
missing in this infinite array). For applications in practical measurements the local
field can be approximated as the sum of the incident field and the fundamental-
mode component of the field scattered by the sphere: Eloc ¼ E0ð1þ RÞ (R is the
reflection coefficient), neglecting the reactive field near the sphere and the single-
dipole scattering term. In terms of the theory of reflection from periodical arrays of
particles this basically means approximating the local field by the averaged field in
array plane. Reactive interaction fields can be usually neglected, because these
fields lead only to a small shift in the measured resonance frequency as compared
to that for the same object in free space. Neglecting the field scattered by the
inhomogeneity of the array of the mirror images means that the polarizability
extracted from the measurement does not contain the term which corresponds to
scattering losses from the object under test.

Substituting the internal field into (11.19) and taking into account that the

quasi-static polarizability of a small dielectric sphere equals aee ¼ 3e0ðe�e0Þ
eþ2e0

V (V is

the sphere volume), we can find the polarizability from the experimentally known
reflection coefficient:

aee ¼
1

E2
t0

2jN0Rejb0l

xZ0ð1þ RÞ : ð11:20Þ
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The scattering losses term can be restored in the final result by adding the cor-
responding value to the inverse polarizability (see, e.g., [57]):

1
aee
! 1

aee
þ j

k3
0

6pe0
: ð11:21Þ

If the VNA (or any other device used to measure R) is calibrated so that the phase
reference plane is at the position of the particle, the exponential factor disappears:

aee ¼
1

E2
t0

2jN0

xZ0

R

1þ R
ð11:22Þ

and there is no need to know the electrical length from the measuring cell port to
the sample. Finally, we note that in the expression of the particle polarizability, the
result will not change if the particle is in fact not a dielectric sphere but any other
particle with the polarizability aee. Thus, we can use it to extract the polarizability
from the measured reflection coefficient for any small electrically polarizable
particle. For magnetically polarizable particles, using duality we get

amm ¼
1

E2
t0

2jN0Z0

x
R

1� R
: ð11:23Þ

If both aee and amm are not zero, one measurement is not enough to determine both
parameters.

The particle is usually positioned at the center of the cross section, and the
eigenwave functions are usually normalized so that Et0 ¼ 1 at this point. Then, for
rectangular waveguides, denoting the waveguide sizes as a and b (a [ b), we have

N0 ¼ b

Za

0

sin2 p
a

x dx ¼ ab

2
ð11:24Þ

and the mode impedance for the fundamental mode is

Z0 ¼
ffiffiffiffiffiffiffiffiffiffiffi
l0=e0

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðxc=xÞ2

q ; ð11:25Þ

where xc ¼ pc=a is the cut-off frequency of the fundamental mode. Refer to [58]
as an example of the practical use of this technique for measuring the polarizability
of an artificial resonant magnetic particle, metasolenoid.

Measurements of bianisotropic particles in a waveguide setup are based on the
effect of mode coupling or coupling to another waveguide. If the coupling
amplitude is proportional to the electromagnetic coupling coefficient, the coeffi-
cient can be found from measurement of the transmission coefficient from one
mode to the other or from one waveguide to the other. An example of such
experiment is described in [59], where coupling from a rectangular waveguide to a
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coaxial cable probe was measured to find the non-reciprocal magneto-electric
coupling coefficient.
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Chapter 12
Broadening of Cloaking Bandwidth
by Passive and Active Techniques

Silvio Hrabar, Zvonimir Sipus and Iva Malcic

Abstract This chapter deals with the most serious drawback of transformation
electromagnetic-based cloaking devices: narrow operating bandwidth (BW). It is
shown that the maximal operating BW of every passive cloak is limited by the
basic background physics (so-called energy-dispersion constraints). It is also
shown possible to optimize the cloak parameters in order to achieve either the
maximal BW or the maximal invisibility gain (IG). Finally, it is shown possible to
go around the dispersion-energy constraints by inclusion of non-Foster active
components, and to achieve a very broad operating BW that fairly exceeds the BW
of passive cloaks.

12.1 Introduction

The realization of structures that do not scatter electromagnetic fields, i.e., struc-
tures that appear ‘invisible’ for EM waves, is not a new concept. The possibility of
a plane wave passing without distortions through a structure with an anisotropic
filling was first investigated theoretically in the 1960s [1]. The basis of the work
was the invariance property of Maxwell’s equations with respect to the transfor-
mation of space metric and permeability and permittivity tensors of the medium. In
[2–3] it was shown that for certain combinations of permittivities in a two-layer
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dielectric ellipsoid, the scattered field is zero. The analysis revealed that at least
one of the layers should have relative permittivity smaller than one (with
0 \ er \ 1). This property is a result of local negative polarizability, which is
inherent to plasma, plasmonic materials, and plasma-like epsilon-near-zero (ENZ)
metamaterials.

Plasmonic and plasma-like metamaterials (and their counterparts, mu-near-zero
metamaterials (MNZ), in which 0 \lr \ 1) are also used in plasmonic cloaking.
Plasmonic cloaking is, in the simplest case, based on cancelation of scattering from
a shell that encloses an object (target) and the scattering from the object itself [4].

Probably the most commonly reported cloaking approach is based on Trans-
formation Electromagnetics (TO) [5]. This approach controls the propagation
paths of electromagnetic waves within an anisotropic cylindrical (or spherical)
shell, with an object placed in the center. More precisely, a special (meta)-material
was used to render a volume effectively invisible to incident radiation, i.e., to
squeeze space from a volume into a cylindrical (or spherical) shell surrounding the
concealment volume. The coordinate transformations used do not influence the
form of Maxwell’s equations, but they affect permittivity and permeability tensors
(e and l, respectively), making the needed (meta)-materials spatially varying and
anisotropic. It is important to notice that some parts of the cloak must have local
ENZ or MNZ properties. When viewed externally, the concealed volume and the
cloak both appear to have propagation properties of free space, i.e., they appear
invisible to electromagnetic waves.

The basic principles of both plasmonic and transformational electromagnetic
cloaks have already been demonstrated theoretically and experimentally in
numerous studies [4–6]. However, the achieved ‘cloaking bandwidth (CBW)’ (the
bandwidth (BW) in which the scattering cross-section of the cloaked target is
lower that the scattering cross-section of a bare target) is rather narrow. Some
representative BWs vary from only 0.24 % in the case of anisotropic cloaking [7]
up to 10 % for plasmonic cloaking [4]. Clearly, these BWs are too narrow for most
practical applications. The inherent narrowband operation is probably the most
serious problem for possible future applications of cloaking technology.

It should be noted that for some of the proposed cloak designs there is no need
to use metamaterial structures. For example, hard surfaces have been used in the
design of supporting struts of reflector antenna feeds [8], and parallel-plate
waveguide structures have been used to reduce scattering from dielectric or
metallic obstacles [9, 10]. Several other concepts for obtaining invisible scatterers
were proposed, like minimum scattering antennas and active scatterers [11, 12].

The purpose of this chapter is to analyze the physical background of inherent
narrowband cloaking of an anisotropic cloak and propose the methods of BW
enhancement.
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12.2 Basics of Anisotropic Transformation
Electromagnetics Cloak

The commonly used (simplified) explanation of a TO 2D cloak [5, 7] is sketched in
Fig. 12.1.

It depicts a plane wave impinging on an object covered by an ideal cloak. The
ideal cloak is a lossless cylindrical shell constructed in such a way that it does not
allow the existence of a scattered field. Therefore, the distribution of the EM fields
on an arbitrary plane behind the object (both amplitude and phase) must be equal
to the distribution that would exist on the same plane if there were no object. The
cloak should actually ‘bend’ the flow of EM energy around the object, maintaining
the unchanged amplitude and phase distributions on the observation plane. Each
‘ray’ should travel along a path that is obviously longer than the path in free space,
which means that the phase velocity (vp) must be greater than the speed of light
(c) (so-called ‘superluminal propagation’). In other words, this type of cloak must
employ anisotropic materials that, within some spatial regions, have either local
relative effective permittivity (er) or local relative effective permeability (lr)
greater than zero, but smaller than one, i.e., an ENZ material with 0 \ er \ 1 or a
MNZ material with 0 \ lr \ 1. The mathematical background of the transfor-
mation cloak is briefly explained in the next paragraph.

12.2.1 Fully Anisotropic Cloak

A circular-cylindrical cloak oriented with the axis in z-direction as shown in
Fig. 12.2 is considered.

Fig. 12.1 EM wave
propagation inside the cloak
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The inner and outer radii of the cloak are denoted with a and b, respectively.
The permeability and permittivity tensors in the cylindrical coordinate system are
given by:

l ¼ l0

lqq 0 0
0 l// 0
0 0 lzz

2
4

3
5; ð12:1Þ

e ¼ e0

eqq 0 0
0 e// 0
0 0 ezz

2
4

3
5: ð12:2Þ

For the cloak design, a coordinate transformation which compresses free space
from a cylindrical region 0 \ q\ b into a concentric cylindrical shell a \q0\ b is
applied. Actually, the design of a cloaking structure is based on the transformation
of space (or, loosely speaking, transformation of a Cartesian coordinate system into
a new curvilinear system). Maxwell’s equations are invariant under spatial trans-
formations, i.e., they take the same form in the transformed coordinate system:

r0 � E0 ¼ �jxl0H0; r0 �H0 ¼ jxe0E0: ð12:3Þ

Here E0 and H0 are electric and magnetic fields in transformed space. The
permeability and permittivity tensors l0 and e0 are related to the tensors l and e in
the original space via simple equations:

l0 ¼ Al AT

det A
; e0 ¼ AeAT

det A
; ð12:4Þ

where A is the Jacobian matrix of the spatial transformation

A ¼
ox0=ox ox0=oy ox0=oz
oy0=ox oy0=oy oy0=oz
oz0=ox oz0=oy oz0=oz

2
4

3
5: ð12:5Þ

Fig. 12.2 A sketch of the anisotropic cloak. a A general case with hypothetical continuous
material. b Multilayer realization
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In the considered case the circular annular cloak is obtained by using the
following transformation:

q0 ¼ aþ b� a

b
q; /0 ¼ /; z0 ¼ z; ð12:6Þ

and the Jacobian matrix is given by

A ¼

b�a
b 0 0

0 q0

q 0

0 0 1

2
64

3
75 ð12:7Þ

This transformation allows the design of a 2D cylindrical electromagnetic
invisibility cloak by compressing all the fields from the region q\ b into the region
a \q\ b so that the permittivity and permeability of the medium located within
the cloaking shell are free to take any value without contributing to electromagnetic
scattering. For a \ q\ b the permittivity and permeability values are [13]:

eqq ¼ lqq ¼ q�a
q

e// ¼ l// ¼ q
q�a

ezz ¼ lzz ¼ b
b�a

� �2q�a
q

ð12:8Þ

It should be noted that all the components of the tensors are functions of radius,
which implies a very complicated metamaterial design. This is referred to as an
ideal anisotropic cloak and it is insensitive to the polarization of an incoming
wave. Realization of such a cloak has not yet been reported. The fabrication of a
metamaterial with continuous spatial variation of effective parameters is not fea-
sible at the present state of art. Hence, it is common practice to use a stepwise
approximation of the continuous variation of constitutive parameters by use of
n different metamaterial layers (each of them with some prescribed values of
effective parameters; Fig. 12.2) Several cloak designs intended to work when
illuminated with a normal incident plane wave of specific polarization [5, 14] are
described in the next two paragraphs.

12.2.2 Simplified TM Cloak

The metamaterial cloak reported in [5], is intended for use with the TMz polari-
zation. It is clear that only ezz, lqq and l// components are relevant in this case.
Therefore, it is possible to vary the values of permeability and permittivity tensors
as long as the products ezz�lqq and ezz� l// are kept the same. In addition, a
significantly simplified design can be achieved by fixing the values of ezz and l//

12 Broadening of Cloaking Bandwidth 353



(ezz is determined by the supporting dielectric material and l// is simply equal to
1), and letting only lqq vary along the radial direction:

lqq ¼
q� a

q

� �2

; l// ¼ 1; ezz ¼
b

b� a

� �2

: ð12:9Þ

The first cloak based on this principle [5] was implemented using an inclusion-
based metamaterial (Sect. 12.3.3) in a 10 GHz microwave band. The cloak was
put into a scattering chamber and measurements of the distribution of the vertical
component of the electric field around the cloak were performed. The obtained
results showed a noticeable decrease of the scattered field. Although the level of
the scattered field was not quantified, it was the first successful realization of the
TO cloaking principle.

12.2.3 Simplified TE Cloak

Similarly to the realization of a so-called TMz cloak, a TEz version of the TO cloak
was suggested theoretically for applications in the optical regime [14]. In the TEz

cloak only the components lzz, eqq and e// are relevant, making it possible to
simplify the metamaterial design by allowing only eqq to vary in the radial
direction:

eqq ¼
b

b� a

� �2 q� a

q

� �2

; e// ¼
b

b� a

� �2

; lzz ¼ 1: ð12:10Þ

Again, the products eqq�lzz and e// � lzz are kept the same. The first practical
realization in the microwave frequency range was presented in Kanté et al. [6, 15].
Table 12.1 gives the comparison of the permittivity and permeability values of
fully anisotropic, TMz and TEz cloaks.

Table 12.1 The values of permittivity and permeability tensors of the considered cloaks (a and
b represent the inner and outer radius of the cloak, and q is the radial coordinate)

Ideal anisotropic cloak [13] TM cloak [5] TE cloak [14]

eqq ¼ lqq ¼ q�a
q lqq ¼ q�a

q

� �2
eqq ¼ b

b�a

� �2 q�a
q

� �2

e// ¼ l// ¼ q
q�a l// ¼ 1 e// ¼ b

b�a

� �2

ezz ¼ lzz ¼ b
b�a

� �2q�a
q ezz ¼ b

b�a

� �2 lzz ¼ 1
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12.3 Cloaking Phenomenon Frequency Dependence

12.3.1 Influence of Material Dispersion on Cloaking
Bandwidth

Ordinary materials (with er [ 0 and lr [ 0) are usually considered to be frequency
independent (dispersionless) across the entire RF spectrum. It would be very
convenient to have a similar behavior in the case of ENZ and MNZ metamaterials
used in cloaking technology (Fig. 12.3a). Unfortunately, the values of the con-
stitutive parameters of ENZ or MNZ metamaterials change significantly with
frequency. This change is, in general, described by the Lorentz dispersion model
(Fig. 12.3b).

It is intuitively clear that the Lorentz dispersion curve (Fig. 12.3b) should
describe a resonant process that occurs in ENZ and MNZ metamaterials. Due to
this resonant process, the losses and the operating BW are inevitably mutually
dependent. This can also be seen from the mathematical description of the Lorentz
model [16]:

leffðeeffÞ ¼ 1�
x2

ser � x2
par

x2 � x2
par þ jc x

2p

: ð12:11Þ

Here, x is the angular frequency of the signal, xser denotes the angular fre-
quency of the ‘series resonance’, at which, in a lossless case leff = 0 (or eeff = 0)
(‘plasma frequency’). The symbol xpar stands for the angular frequency of the
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(a)  Fig. 12.3 Dispersion
behavior of different
metamaterials. a Behavior of
fictitious lossless and
dispersionless metamaterial,
solid—ENZ or MNZ
metamaterial, dashed—ENG
or MNG metamaterial.
b Behavior of realistic
metamaterial with Lorentz
dispersion. c Behavior of
realistic metamaterial with
Drude dispersion solid—real
part, dashed—imaginary part
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‘parallel resonance’, at which leff (or eeff) diverges, and c represents losses. This is
a general dispersion model, while some metamaterials obey a simplified Lorentz
model, in which xpar = 0 (the Drude dispersion model) [16]:

leffðeeffÞ ¼ 1� x2
ser

x2 þ jc x
2p

: ð12:12Þ

Unfortunately, the direct comparison of the BWs of different metamaterials is not
so straightforward. In the metamaterial community, the term (operating) BW is often
used for the frequency band in which a particular constitutive parameter has the
required sign (for instance the BW of negative permittivity or negative permeability).
This (loosely constructed and certainly imprecise) definition led to the commonly
accepted opinion that transmission-line-based metamaterials are inherently broad-
band. Indeed, the fractional BW, in which the constitutive parameters are negative
(i.e., the backward-wave propagation band) can be as wide as 50 % in the case of
the transmission-line-based metamaterials [17–19]. This is not the case for the split-
ring-resonator (SRR) or complementary split-ring-resonator (CSRR) types of
metamaterials (see Sect. 12.3.3) which have a fractional BW of only a few percent
[17–19]. However, a wide band with required negative (or near-zero) parameters
does not guarantee a wideband operation for every application.

The cloaking application requires fixed (predetermined) values of constitutive
parameters, therefore the change of equivalent permittivity or permeability within
the required band should be minimized (this means dealing with the ‘flatness’ of
the dispersion curve). In this chapter, a term ‘dispersion bandwidth’ (DBW) is
used for the above-mentioned purposes. Since all types of passive metamaterials
are highly dispersive compared to conventional (positive) materials, they are all
inherently narrowband (Fig. 12.3c). It is interesting that this important issue,
although pretty obvious, is widely overlooked. For instance, the DBW can be
defined (completely arbitrarily) by accepting the change of the constitutive
parameters by 15 %. In such a case, the BW of a typical SRR-based MNG
metamaterial would be less than 1 % [16, 20].

The influence of metamaterial dispersion can be estimated by introducing a
very simple parameter- the phase shift D/i along a differential segment of an
arbitrary path i (Fig. 12.1):

D/i ¼ �di
x
c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
erði;xÞlrði;xÞ

p
: ð12:13Þ

Here di is the differential path length and x the angular frequency. The argu-
ments of the material parameters (i, x) emphasize that effective permittivity and
permeability might both depend on spatial coordinates (anisotropy) and frequency
(dispersion). If dispersion is present, a change in the material parameters (l, e)
would cause a change in the phase shift for each path. This change in the phase
shift affects the operation of the cloak. In order to get a rough estimation of the
influence of dispersion on the cloaking, phase shift per unit width of a simple
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metamaterial slab was calculated using (12.13). The results are sketched in
Fig. 12.4.

Two types of materials were used in this calculation. The first slab (green solid
line) was assumed to be made out of ordinary material that obeys the Drude
dispersion model (e.g., wire-based metamaterial [16, 20]). The second slab was
presumably made of a hypothetical dispersionless ‘plasma-like ENZ’ (0 \ er \ 1)
material. It is clear that a dispersionless passive metamaterial does not exist in
reality (in Sect. 12.7 the possibility of constructing it using active non-Foster
elements will be shown). The optimal local permittivity of an anisotropic cloak is
also marked. It can be seen that the change in frequency causes significant devi-
ation of the permittivity from the optimal value. This (unwanted) effect is much
more pronounced in the case of an ordinary plasmonic slab with the Drude dis-
persion. Hence, it appears that the material dispersion is indeed a major limiting
factor on the operating BW of the proposed cloaking devices.

12.3.2 Energy-Dispersion Constraints

In order to understand the dispersion issue, some basic underlying physics of energy
(W) stored within a passive loss-free material should be studied [21, 37, 53]:

W ¼ 1
2
o x � e xð Þ½ �

ox
Ej j2þ 1

2
o x � l xð Þ½ �

ox
Hj j2: ð12:14Þ

Here, E is the electric field and H is the magnetic field. The net energy is a
strictly positive quantity, therefore W [ 0. In addition, a certain amount of energy
is necessary to polarize any material, thus the energy in (12.14) is always greater
than the energy stored in vacuum (W0):
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W [ W0; W0 ¼
1
2
e0 Ej j2þ 1

2
l0 Hj j2: ð12:15Þ

In (12.15) e0 and l0 stand for the free-space permittivity and permeability,
respectively. Equations (12.14) and (12.15) lead to a strong form of well-known
energy-dispersion constraints [21, 37, 53]:

o x � e xð Þ½ �
ox

[ e0;
o x � l xð Þ½ �

ox
[ l0: ð12:16Þ

From (12.16) it can be deduced that (qe/qx) [ 0 and (ql/qx) [ 0 for any
lossless passive material (or any metamaterial, irrespective of its internal struc-
ture). The circuit theory analog to (12.16) is Foster’s reactance theorem [(qX/
qx) [ 0 and (qB/qx) [ 0, X and B being reactance and susceptance, respectively]
[22, 37, 55]. In the case of ‘negative’ and ‘plasma-like’ materials, the constraints
in (12.16) actually show the existence of a resonant phenomenon.

For instance, the electric field energy stored in a material with 0 \ er \ 1
(ENZ) should always be lower than the energy stored in the electric field in
vacuum. The only way to achieve this without violating (12.16) is to redistribute a
fraction of the energy from the electric field into the magnetic field. Due to
causality, the energy redistribution cannot occur instantaneously but it is a
dynamic process that occurs within each period of applied EM field. The amount
of redistributed energy is a function of frequency and it reaches its maximum at
one specific frequency. Thus, the process of energy redistribution is actually a
resonant process that occurs in every passive ENZ (meta)-material causing dis-
persion and narrowband operation.

In the case of natural plasma, this resonant process is related to mechanical
oscillations of free electrons excited by the applied dynamic electric field. A very
similar process takes place in a passive metamaterial, however, on the macro-
scopic level, within some kind of electromagnetic resonator.

12.3.3 Passive ENZ and MNZ Metamaterials Used in Cloak
Realization

Roughly speaking, ENZ and MNZ passive metamaterials used in cloak realization
fall into one of two main groups: transmission-line-based metamaterials and
inclusion-based metamaterials. The background physics of both types of metam-
aterials deals with the resonant energy exchange that causes dispersion. A typical
one-dimensional (1D) implementation of ENZ metamaterial uses a transmission
line periodically loaded with lumped inductances (Fig. 12.5a).

Here, Z and Y stand for the distributed impedance and admittance of the line,
respectively. Apart from the transmission line implementation, this equivalent
circuit describes a well-known wire medium [17]. The resonator in Fig. 12.5a is
actually a tank circuit formed by the line shunt capacitance CDx (C being the
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distributed capacitance and Dx being the line segment length) and a lumped
inductor L2. This circuit obeys the Drude dispersion model (i.e., the Lorentz model
with xp = 0):

er xð Þ ¼ YðxÞ
jxe0

¼
jx C � 1

x2L2Dx

� �

jxe0
¼ 1

e0
C � 1

x2L2Dx

� �	 

: ð12:17Þ

Above the resonant frequency there is ‘‘a lack’’ of energy stored in the electric
field (it is converted into the energy stored in the magnetic field). Within this
narrow band, the expression in square brackets in (12.17) has a value smaller than
one, which shows ENZ behavior (0 \ er \ 1). In the above analysis, an ideal tight
coupling between the inductance and the main transmission line (or with free
space in the case of a wire medium) is assumed. In the case of an inclusion-based
metamaterial (an array of inductively loaded short dipoles [17]), the coupling is
not tight and it can be modeled as coupling via a distributed capacitance
(Fig. 12.5b). Additional capacitance introduces an additional resonance turning the
Drude dispersion model into the Lorentz dispersion model:

er xð Þ ¼ YðxÞ
jxe0

¼ jxC1 1� x2L2C2ð Þ
jxe0 1� x2L2 C1 þ C2ð Þð Þ

1
Dx
¼ 1

e0Dx

C1 1� x2L2C2ð Þ
1� x2L2 C1 þ C2ð Þð Þ

	 


ð12:18Þ

Similarly, in the case of a transmission-line-based MNZ metamaterial the
distributed reactance will be a series LC tank circuit that modifies equivalent
permeability. The equivalent relative permeability can be derived easily:

lr xð Þ ¼ ZðxÞ
jxl0

¼
jx L1 � 1

x2C2Dx

� �

jxl0
¼ 1

l0
L1 �

1
x2C2Dx

� �	 

: ð12:19Þ

Fig. 12.5 Equivalent circuits of a differential section of different passive 1D ENZ metamaterials.
a Passive ENZ metamaterial that obeys Drude dispersion model. b Passive ENZ metamaterial
that obeys Lorentz dispersion model. c Passive MNZ metamaterial that obeys Drude dispersion
model. d Passive MNZ metamaterial that obeys Lorentz dispersion model
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Here, there is again the Drude resonant behavior due to the decrease of the
amount of energy stored in the magnetic field above the resonant frequency. In the
case of non-ideal coupling [the case of an array of capacitively loaded small loops
(SRR)] a parallel LC circuit will be coupled via additional coupling inductance
(Fig. 12.5d). This additional inductance introduces the additional resonance
turning the Drude dispersion model into the Lorentz dispersion model:

lr xð Þ ¼ ZðxÞ
jxl0

¼
jxL3 þ jxL2

1�x2L2C2

� �
1
Dx

jxl0
¼ 1

l0Dx
L3 þ

L2

1� x2L2C2

	 

: ð12:20Þ

It is important to stress that all known passive metamaterials (SRR-based [17],
wire-based [17], CSRR-based [17], transmission-line-based [18, 19], ‘fishnet’-
based [23], etc.) behave in a very similar way. Thus, all known passive metam-
aterials (within some frequency range) show a phenomenon of resonant energy
exchange (Fig. 12.6) and, inevitably, exhibit dispersion. This dispersion will
always limit the CBW.

Some ENZ and MNZ metamaterials commonly used in cloaking technology are
compared in Table 12.2. Since every cloaking device contains at least several
layers of different metamaterials, the CBW will always be smaller than the DBW
of a particular metamaterial.

12.3.4 Quantification of Cloaking Bandwidth

Previous analysis led to the conclusion that cloaking is always frequency depen-
dent due to inherent dispersion. Therefore, 2D radar cross-section (the scattering
width) [24] was introduced as a parameter for the quantitative comparison of
different cloaks. It is defined as a ratio of scattered power per unit length of an
infinite cylindrical object (target):

We Wm

Passive MTM with ε<ε

a volume of space
occupied with passive 
MTM inclusion

Passive MTM with μ<μ

a volume of space
occupied with passive 
MTM inclusion

energy
redistribution

WeWm

energy
redistribution

Fig. 12.6 The basic
principle of passive ENZ and
MNZ metamaterials
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r2Dð/Þ ¼ lim
q!1

2pq
Psð/Þ

Pi

	 

¼ lim

q!1
2pq

Esð/Þj j2

Eij j2

" #
: ð12:21Þ

Here r2D is the scattering width and q is the radial distance defined in Fig. 12.2.
The symbols Ps and Pi stand for scattered and incident power densities (modulus
of associated Poynting vectors) while Es and Ei stand for scattered and incident
electric fields, respectively. Scattering width can be defined for any observation
angle (/), hence (12.21) defines a so-called bistatic scattering width. It is very
convenient for identifying the direction of maximal scattering for a particular
application.

However, in order to achieve ideal cloaking, the scattering width should be zero
for all observation angles. Therefore, total scattering width is defined as:

rT ¼
Z/¼2p

/¼0

r2Dð/Þ d/: ð12:22Þ

In addition, ‘invisibility gain’ (IG) can be defined as a ratio of the scattering
width of a bare object and the scattering width of a cloaked object:

IG ¼ rTobject

rTcloak

: ð12:23Þ

Finally, in order to compare different cloaks it is convenient to define the
‘CBW’, i.e., the BW in which the invisibility gain is higher than one (IG [ 1).

Table 12.2 Comparison of passive metamaterials used in cloaking technology
Type of passive MTM Dispersion

model
Typical
bandwidth

Typical loss Mechanism of NG and
NZ behavior

BW
(%)

DBW
(%)

Wire medium [17] Drude 50 15 Not pronounced
(FOM & 10)

Resonant
energy
redistribution
caused by energy-
dispersion
constraints
(Foster’s theorem)

Resonant
inclusions
[18]

Inductively
loaded dipole
(loop-wire,
CSRR)

Lorentz 5 1 Pronounced
(FOM & 0.5–1)

Capacitivelly loaded
loop (SRR)

Lorentz 5 1

Transmission-
line-based [18, 19]

Drude 50 15 Not pronounced
(FOM & 5–10)

Here, FOM stands for figure of merit defined as a ratio of real and imaginary parts of equivalent permittivity (or
permeability)
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12.4 Analysis of Passive Cylindrical Cloaks

12.4.1 Mathematical Background

The circular-cylindrical cloak from Fig. 12.2 is considered, assuming that the
object to be hidden is a simple PEC cylinder. The incident plane wave propagates
in the positive x-direction (i.e., normal incidence), while the electric field is
assumed to be parallel with the z-axis (TMz polarization; the TEz polarization can
be treated in the same way). In cylindrical coordinates the Ez electric field com-
ponent of the incident wave is given in the form:

Einc
z ðq;/Þ ¼ E0

X1
m¼�1

jmJmðk0qÞe�jm/ ð12:24Þ

where Jm is the m-th order Bessel function of the first kind and k0 is the wave
number (k0 = 2p/k0). The scattered field has the form:

Escat
z ðq;/Þ ¼ E0

X1
m¼�1

RmHð2Þm ðk0qÞe�jm/ ð12:25Þ

Here Rm represents the complex amplitudes of scattered outgoing cylindrical

waves and Hð2Þm is the Hankel function of the second kind of order m. Since the
incident wave propagates perpendicularly to the cylinder axis, there is no variation
of the field in the z-direction (i.e., o

oz ¼ 0). Consequently, the curl Maxwell
equations can be written as:

Hq ¼ � 1
jxlqq

oEz

o/

H/ ¼ � 1
jxl/

oEz

oq

1
q ð o

oq ðrH/Þ � oHq

oq Þ ¼ jxezEz

ð12:26Þ

By combining these equations and assuming a piecewise constant approxima-
tion of radial permeability variation, the following form of Bessel’s differential
equation for the Ez component of the electric field is obtained:

q2 o2Ez

oq2
þ q

oEz

oq
þ ðk2q2 � m2ÞEz ¼ 0 ð12:27Þ

where k ¼ x2l/ez and m2 ¼ m
ffiffiffiffiffiffiffiffiffiffiffiffi
l/=lr

q
: The general solution of (12.27) is:

C1JmðkqÞ þ C2Hð2Þm ðkqÞ; ð12:28Þ

where C1 and C2 represent constants (to be determined from the boundary con-

ditions), while Jm and Hð2Þm are Bessel functions of the first kind and Hankel
functions of the second kind of order m, respectively. For the TEz cloaking
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cylinder the equivalent differential equation is obtained by applying the substitu-
tions Ez ! Hz; e! l and l! e: It should be noted that the resulting order of the
Bessel functions mð Þ for both cloaks is not an integer and it depends on both
permeability and permittivity tensors (l and e).

The results given in this chapter are calculated using the G1DMULT algorithm
[25], which calculates the spectral-domain Green’s functions in the same way for
planar, circular-cylindrical and spherical geometries. The algorithm is based on
dividing the multilayer problem into equivalent subproblems, one for each
dielectric layer. For normal incidence the fields inside each layer of the cylindrical
structure are of the form (e.g., the Ez component):

Ezðq;mÞ ¼ ai
mJmðkiqÞ þ bi

mHð2Þm ðk
iqÞ: ð12:29Þ

Here ki is the wave number in i-th layer, and ai
m and bi

m are the unknown
coefficients to be determined. The equivalent subproblems are interrelated (and the
coefficients ai

m and bi
m are calculated) by enforcing the continuity of tangential

components of electric and magnetic fields over the layer interfaces, in the spectral
domain. More details about G1DMULT can be found in [25].

In order to quantify the level of ‘‘invisibility’’ achieved by metamaterials, total
scattering width (rT) of the cloaked cylinder was calculated (Sect. 12.3.4). It can
be calculated using the following expression [24]:

rT ¼
4
k0

X1
n¼�1

Rnj j2þ Cnj j2
h i

; ð12:30Þ

where Rn and Cn are the co-polarization and cross-polarization contributions,
respectively. For normal incidence Cn coefficients are equal to zero, but for oblique
incidence the presence of the cloak induces cross-polarization components (see
[26] for details). The angular variation of bistatic scattering width rT /ð Þ was
calculated so as to check for any direction with distinctively stronger scattered
field.

The intention was to thoroughly investigate the cloak that was experimentally
realized by Schurig et al. [5]. Therefore, the same dimensions and the working
frequency as in the experimental model case were selected (see Table 12.3).

Table 12.3 Dimensions of the cylindrical cloak

Dimension (cm) Dimension (wavelength)

Inner diameter 2a 5.42 1.44
Outer diameter 2b 11.78 3.34
Thickness of one layer (10-layer case) 0.318 0.09
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12.4.2 Dependence of Scattering Width on Design
Parameters

First the influence of the stepwise approximation of the continuous variation of
constitutive parameters was investigated (Fig. 12.2b). In order to analyze how the
subtlety of the approximation of radial anisotropy influences the total scattering
width, i.e., ‘‘the invisibility’’, the required radial variation of constitutive param-
eters has been approximated by 1–10 step piecewise constant functions.

Due to full anisotropy, the ideal cloak is supposed to work for arbitrary
polarization (material parameters are given in Table 12.1). Hence, complete
analysis is provided for both the cloak excited by the TEz and the cloak excited by
TMz polarized waves. The simulations were performed at the central frequency
(8.5 GHz). The calculated total scattering width and the angular variation of bi-
static scattering width are shown in Figs. 12.7 and 12.8, respectively. It can be

Fig. 12.7 Normalized total scattering width versus number of layers for ideal cloak. a TMz

polarization. b TEz polarization [7]

Fig. 12.8 a Normalized bistatic scattering width (TMz and TEz polarizations) [7]. b Electric field
distribution in the vicinity of the cloaked object (TMz polarization) of the 10-layer realization of
an ideal cloak
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seen that by increasing the number of metamaterial layers, the achieved invisibility
improves. Thus, it can be concluded that the 10-layer approximation of a con-
tinuous anisotropic structure is good enough for practical purposes (even the 5-
layer realization has a very good performance). It can also be noted that the level
of the scattered field is low for both polarizations and, as expected, invisibility was
achieved for both excitations.

For the TMz cloak, the coordinate transformations for metamaterial design have
been simplified, so the metamaterial constitutive parameters were calculated by
Eq. (12.9). Such a simplified cloak should work only for the TMz polarization. The
normalized total scattering width is given in Fig. 12.8, and it can be seen that for
structures with more than 5 layers there is practically no improvement of the
obtained invisibility—the obtained total scattering width reduction is around 3.
The main reason for such a small gain was the reflection of the incident wave from
the cloak surface due to the impedance mismatch. The level of scattered power can
be approximated by

rCloak
T

�
2b

� ���
CLOAK

rPEC
T =2að ÞjPEC

� g� 1
gþ 1

����
����
2

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l//

�
ezz

q
� 1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l//

�
ezz

q
þ 1

�������

�������

2

¼ a

2b� a

� �2
: ð12:31Þ

Here CLOAK and PEC denote the total scattering width of the cloaked and
uncloaked cylinder, respectively. The comparison of the calculated (0.15) and the
approximated value (0.09) suggests that the main reason the Schurig cloak scatters
a large amount of power is the impedance mismatch. The angular variation of the
scattered electric field and the field distribution in the vicinity of the cloaked object
are given in Fig. 12.9 and show that the reflection from the cloak surface causes
ripples in the electric field distribution.

For the cross-polarization excitation (TEz) the radial anisotropy of lr does not
affect the value of calculated total scattering width. This is because the magnetic field

Fig. 12.9 Normalized total
scattering width versus
number of layers for the TMz

cloak (TMz polarization) [7]
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is parallel to the z-axis and thus it is zero in the radial direction. Figure 12.10 shows
the angular variation of bistatic scattering width of the TMz cloak for both polar-
izations. It should be noted that the level of scattered field for the TEz polarization is
much larger than the one calculated for the TMz polarization. Therefore, the TMz

cloak is indeed unsuitable for cross-polarized excitation, as presumed.
The TEz cloak was designed as a completely dual cloak to the TMz cloak

described in the previous section and the metamaterial constitutive parameters
were calculated by Eq. (12.10). The results of the simulations performed for the
TEz cloak are shown in Figs. 12.11 and 12.12. As expected, the results are
complementary to the ones provided for the TMz cloak. The realized reduction of
the total scattering width is again smaller than in the ideal case, i.e., it is around 3
for structures with more than 5 layers. As expected, the cloak is found to be
suitable only for a TEz excitation.

Fig. 12.10 a Normalized bistatic scattering width (TMz and TEz polarizations) [7]. b Electric
field distribution in the vicinity of the cloaked object (TMz polarization) of the 10-layer
realization of a TMz cloak

Fig. 12.11 Normalized total
scattering width versus
number of layers for a TEz

cloak (TEz polarization) [7]
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12.4.3 Dependence of Scattering Width on Frequency

The performed simulations show that for the simplified cloak realizations (TMz

and TEz cloaks) the achieved total scattering width reduction is around 3, though
only for one excitation frequency. In reality, the magnetic permeability and the
electric permittivity of passive metamaterials are always frequency dependent as
explained in Sects. 12.3.1 and 12.3.2 and this dispersion has an effect on the level
of achieved invisibility. The frequency dependence of the magnetic permeability
(realized with split rings, Sect. 12.3.3) is given by the Lorentz dispersion model
(12.11). Here, the measured values of practical SRR-based metamaterials pub-
lished in [17, 27] were used in calculation (by xser = 1.02�xpar). On the other
hand, the frequency dependence of the electric permittivity (realized with an array

Fig. 12.12 a Normalized bistatic scattering width (TMz and TEz polarizations) [7]. b Electric
field distribution in the vicinity of the cloaked object (TEz polarization) of the 10-layer realization
of a TEz cloak

Fig. 12.13 Frequency
dependence of lqq and eqq

used in bandwidth analysis
(Lorentz and Drude model)
[7]
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of thin wires, 12.3.3) is given by the Drude dispersion model. The wire-medium
losses were neglected in the calculations because they are significantly lower than
losses of SRRs. The frequency dependencies of the relative magnetic permeability
and relative electric permittivity (in radial direction) used in the calculations are
shown in Fig. 12.13. For the central frequency f = 8.5 GHz it is assumed that the
radial components of the permittivity and permeability tensors are lqq = 0.14 (for
the TMz cloak) and eqq = 0.48 (for the TEz cloak). These are the values needed for
the cloak realizations with only one layer. It is now obvious that if lqq or eqq

throughout the structure are designed according to (12.9) and (12.10), these values
can be achieved only at a certain frequency. Due to inherent dispersion, the values
of lqq or eqq grow with increasing frequency. Therefore, the achieved level of
invisibility changes too.

The cloaks were designed with 10 layers of metamaterial, which is a good
approximation of a continuous radial change of permittivity or permeability val-
ues, as shown in Sect. 12.2.1. The analysis is provided in a narrow frequency range
around the central frequency (8.5 GHz), for which the lqq or eqq values had been
designed. Figure 12.14 shows the frequency dependence of the invisibility
parameters for the simplified cloaks.

The BW of the cloak is defined as a frequency range (normalized to the central
frequency) in which the total scattering width of the cloaked object is smaller than
of the hidden object (PEC cylinder in this case). In other words, the cloak BW
represents the frequency range in which the invisibility gain is larger than one (see
Eq. (12.23); definitions of the total scattering width and of the invisibility gain are
given in Sect. 12.3.4). It can be seen that invisibility has been achieved only in a
narrow frequency range around the central frequency (8.5 GHz). Therefore, it has
also been found that the metamaterial cloak is not suitable for applications that
require a larger frequency BW (e.g., invisibility to radar signal). Supposing that the
cloak behaves similarly at frequencies lower than the central one, it is found that

Fig. 12.14 Normalized total
scattering width versus
frequency for TMz cloak with
included dispersion (TMz

polarization) [7]
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the approximate BWs of the TMz and TEz cloaks are 0.02 and 0.2 GHz, respec-
tively (0.24 and 2.4 % of the central frequency as shown in Figs. 12.14 and 12.15).
The TEz cloak has a larger BW due to a weaker frequency dependence of con-
stitutive parameters (see Fig. 12.13). The comparison to the reference case (PEC
cylinder without any cloak) is also given.

The BW results of the TMz cloak strongly depend on the ratio between the
frequencies xser (the frequency at which leff = 0 for the lossless case) and xpar

(the frequency at which leff diverges for the lossless case). Since this ratio depends
on the particular realization of the split-ring resonator, the dependence of the cloak
BW on that ratio was investigated. Figure 12.16 illustrates this dependence. It can
be seen that with the ratio xser = 1.5 xpar the obtained BW is 10 times larger, i.e.,
the BW of around 2.4 % for the TMz polarized incident wave. Therefore, it can be

Fig. 12.15 Normalized total
scattering width versus
frequency for TEz cloak with
included dispersion (TEz

polarization) [7]

Fig. 12.16 Normalized total
scattering width as a function
of ratio xser/xpar for TMz

cloak (TMz polarization)
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concluded that if the cloak is made from resonant elements the BW will be quite
narrow, typically several percent.

It should be noted that due to dispersion there is a time delay in the cloaking
effect (important for pulse excitation) and during this transition period a strong
scattered field is observed [28]. Furthermore, the pulses themselves are deformed
due to the presence of the dispersive cloak, and the shape of the pulse depends on
the observation point (i.e., on the position relative to the cloaked object).

The influence of losses of the periodic structure is investigated in Fig. 12.17
where the total and bistatic scattering widths are calculated as functions of losses
(described with the factor c from Eqs. (12.24) and (12.25). It can be seen that if the
value of c is smaller than 0.001 fpar then the difference between the lossy and

Fig. 12.17 Normalized total scattering width (a) and bistatic scattering width (b) as a function of
losses (factor c) for TMz cloak (incident wave is TMz polarized; bistatic scattering width is
calculated at f = 8.5 GHz)

Fig. 12.18 Electric field
distribution in the vicinity of
the cloaked object (TMz

polarization) of the 10-layer
realization of a TMz cloak;
losses are c = 0.01�fpar
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lossless case is negligible (fpar is defined as fpar = xpar/2p). However, for larger
losses the cloak loses its cloaking behavior and starts to behave as an absorber (i.e.,
the forward scattered field is drastically enlarged and the backward scattered field
is reduced). That can be clearly seen in Fig. 12.18 which illustrates the electric
field distribution in the vicinity of the 10-layer realization of the TMz cloaking
cylinder with c = 0.01 fpar. The cloak starts to behave as an absorber resulting in a
strong forward scattered field.

At this point, it is convenient to compare these simulation results to the pub-
lished experimental results. To the best of our knowledge, there is only one
experimentally realized metamaterial-based cloak for which the data about the
obtained invisibility and BW are available [29]. This was a reduced parameter TM
cloak (similar to the original proposal in [5] and it was based on SRR inclusions).
The central frequency was 10 GHz, and the measurements showed the reduction of
total scattering width (of the bare PEC cylinder) within the frequency range
9.91–10.14 GHz. In other words, the obtained invisibility BW was 230 MHz or
2.3 % (which corresponds well to theoretical predictions). The reduction of total
scattering width was 24 % (i.e., the invisibility gain was only 1.32). Possible
causes for such a small invisibility gain were not discussed in [29] (for instance, it
could happen due to losses or imperfections in the experimental realization).

12.5 Enhancement of Bandwidth of Passive Cylindrical
Cloak by Optimization of Design Parameters

Recently, several research groups investigated the optimization of cylindrical cloaks
[30–33]. Primarily cloaks with simplified constitutive parameters were investigated,
i.e., cloaks that can be obtained relatively easily in the microwave frequency region
using periodic structures (in practice such cloaks change constitutive parameters
only in one direction). All the presented results are for Schurig-type cloaks, i.e.,
cloaks that have only the radial component of permeability that varies along the
radial direction. Similar results can be obtained for TEz cloaks with only the radial
component of permittivity being a function of the radial coordinate.

Using the particle swarm optimization (PSO) algorithm [34–35] the relevant
constitutive parameters (lqq and ezz) of each layer of the circular-cylindrical cloak
were optimized, in order to obtain a cloak that does not scatter the electromagnetic
field at the central frequency, i.e., the ‘‘perfect’’ cloak for normal incidence. It
should be noted that such a ‘‘perfect’’ cloak is designed with the assumption of a
lossless metamaterial (c = 0). The calculated relevant constitutive parameters of
the Schurig cloak and the optimized cloak are given in Table 12.4. The considered
number of layers is 10, i.e., both the Schurig cloak and the optimized cloak consist
of the same number of layers. Layer number 1 represents the innermost layer while
layer number 10 is the outermost one. The level of complexity of the construction
of the optimized cloak is the same as in the construction of the Schurig cloak
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(if necessary, the interval of obtainable permeability values can be easily adjusted
in the optimization process if some of lqq values cannot be obtained in the
practical cloak realization). However, the physical insight into wave propagation
through the optimized cloak is lost.

The calculated total scattering width of the optimized cloak, together with the
comparison to the original Schurig cloak, is given in Fig. 12.19. The results are
given in a narrow frequency range above the central frequency (8.5 GHz), since
the cloak behaves quite symmetrically for frequencies below the central frequency.
The invisibility gain is simply obtained by dividing the total scattering widths of
the referent case (PEC only) and the case with the cloak present. It is evident that
by using the optimization process it is possible to design a virtually invisible cloak
with the obtained invisibility gain of about 1,400 (although the physical insight of
the cloak is lost). Note that the BW of the optimized cloak is reduced even more,
compared to the Schurig cloak. While in the Schurig cloak the estimated

Table 12.4 Relevant constitutive parameters of the Schurig cloak and the optimized cloaks

Layer no. Schurig cloak Optimized cloak Optimized cloak (c = 0.0003)
ez ¼ 3:431; l/ ¼ 1:0 ez ¼ 3:858; l/ ¼ 1:0 ez ¼ 3:813; l/ ¼ 1:0
lr lr lr

1 0.003 0.056 0.020
2 0.022 0.025 0.016
3 0.051 0.010 0.020
4 0.085 0.092 0.078
5 0.119 0.587 0.192
6 0.154 0.046 0.068
7 0.187 0.216 0.193
8 0.219 0.999 0.500
9 0.249 0.076 0.093
10 0.278 0.616 0.503

Fig. 12.19 Normalized total
scattering width versus
frequency for the Schurig
cloak and the invisibility
gain—optimized cloak [33].
The constitutive parameters
of both cloaks are given in
Table 12.4
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invisibility BW is approximately 0.2 %, for the optimized cloak the BW is only
about 0.08 % (in both cases xser ¼ 1:02 xpar was assumed). The angular variation
of the bistatic scattering width (r2D) has been calculated at the central frequency
just to check if there is any direction with distinctively stronger scattered field
(Fig. 12.20). As can be seen, the scattered field of the optimized cloak is around
20 dB lower than that of the Schurig cloak.

12.5.1 Influence of Number of Layers

The Schurig cloak consists of 10 metamaterial layers, which is the starting point of
this study on how the number of layers in the cloak, i.e., the subtlety of the

Fig. 12.20 Normalized
bistatic scattering width of
the considered cloak
realizations at the central
frequency (8.5 GHz) [33].
The constitutive parameters
of both cloaks are given in
Table 12.4

Fig. 12.21 Normalized total
scattering width versus
number of layers for a
cloaked cylinder with 1.5 k
diameter [33]. The
parameters of layers where
optimized with PSO at a
single frequency of 8.5 GHz

12 Broadening of Cloaking Bandwidth 373



approximation of radial permeability, relates to the level of invisibility obtained by
optimization. All the results have been obtained by PSO optimization, keeping the
total dimensions of the cloak intact (i.e., the inner and outer radii). From Fig. 12.21
it can be seen that the normalized total scattering width decreases as the number of
layers increases. It is interesting to note that better invisibility performance than
with the Schurig cloak (that has rT=2a ¼ 0:717) can be obtained with only three
metamaterial layers. Also, it should be stressed that the level of achieved invisi-
bility is significantly increased once the tenth layer is added. With 10 layers the
cloak becomes practically invisible, although only at a single frequency.

The influence of the radius of the cylinder that is to be cloaked on the needed
number of cloak layers was investigated. The cylinder considered in the Schurig
case had approximately a 1.5 k diameter. In Fig. 12.22 the cylinder with a 1.0 k
diameter was investigated (at a central frequency 8.5 GHz), while the ratio of the
outer and inner cloak radius was kept the same (i.e., the considered radii are
a = 1.765 cm and b = 3.836 cm). It is interesting to note that with the reduction
of the cloaked cylinder radius the needed number of layers in order to obtain ‘‘the
perfect cloak’’ is also reduced, and in this case only 7 layers are needed to obtain
invisibility gain larger than 1,000.

12.5.2 Influence of Loss and Tolerances

To estimate the influence of losses in the material on the maximum achievable
invisibility gain, the optimization procedure was performed for different c values,
starting from the lossless case and gradually increasing the losses (once more
xser = 1.02 xpar was assumed). As expected, the total scattering width increases
as the losses increase and therefore the obtained invisibility gain decreases
(Fig. 12.23). It has also been found that losses of c ¼ 1 0�3fpar are still acceptable,

Fig. 12.22 Normalized total
scattering width versus
number of layers for a
cloaked cylinder with 1.0 k
diameter. The parameters of
layers were optimized with a
PSO at the single frequency
of 8.5 GHz
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for the invisibility gain of the optimized lossy cloak has fallen to approximately
the same value as the invisibility gain of the lossless Schurig cloak (around 3). In
the same figure the influence of material losses on the BW of the cloak was plotted
(i.e., the frequency range where invisibility gain is larger than 1). It can be seen
that the BW increases with the introduction of losses, while the maximum invis-
ibility gain is reduced.

Furthermore, sensitivity of the optimal solution to construction tolerances has
been tested. To estimate how much the variation (as a result of construction
tolerances) of the values of the radial component of permeability lqq and per-
mittivity tensor ezz influences the obtained total scattering width, a statistical
analysis was performed. Figure 12.24 shows the mean value of the total scattering
width if lqq and ezz are varied randomly by 0–5 % of their initial (ideal) value with
uniform distribution (worst case). Two cases are shown—with and without losses.
It can be seen that the cloak is not too sensitive to parameter tolerances and lossy

Fig. 12.23 Dependence of
obtained total scattering
width and bandwidth on
losses for the invisibility
gain—optimized cloak [33]

Fig. 12.24 Dependence of
obtained total scattering
width on construction
tolerances for the invisibility
gain—optimized cloak [33].
The mean value of total
scattering width is shown
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cloaks are even less sensitive. It can be deduced that cloaks that are quite invisible
can be realized even with reasonably large parameter variances.

12.5.3 Bandwidth: Optimized Cloak

The possibility of enlarging the BW of the cloak while keeping the same level of
the invisibility gain (i.e., the minimum of the total scattering width) as that of the
Schurig cloak was investigated. Two cases have been considered—the optimiza-
tion of the lossless cloak (c = 0) and the optimization of the lossy cloak with small
losses of c = 10-3 fpar, which have been shown to be still acceptable (the assumed
ratio of xser and xper was again xser ¼ 1:02 xpar). The calculated total scattering

Fig. 12.25 Normalized total
scattering width versus
frequency for the Schurig
cloak and the bandwidth
optimized cloak [33].
Lossless cloaks are
considered c ¼ 0ð Þ

Fig. 12.26 Normalized total
scattering width versus
frequency for the Schurig
cloak and the bandwidth
optimized cloak [33]. Lossy
cloaks are considered
c ¼ 10�3 fpar

� �
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widths are shown in Figs. 12.25 and 12.26. The comparison with the Schurig cloak
(lossless and lossy, respectively) is also given. The optimized BW is around 0.4 %
for the lossless case and about 0.58 % for the lossy case. Meanwhile, the Schurig
cloak exhibits BWs of 0.2 % (lossless case) and 0.24 % (lossy case). In other
words, the improvement in the BW compared to the Schurig cloak is between 2
and 2.5 in both considered cases.

In [36] an analytic approach was proposed for determining the parameters of a
cloak with extended BW. It was found that causality requirements impose severe
constraints on the system parameters of the transformation medium, and that a
specific form of ‘‘reduction’’ can help to create a cloak that offers a reduced (non-
zero) cross-section in a finite frequency range. In the described example the
obtained extension of the BW (comparing to the Schurig cloak) was around 2.3.

12.6 Broadband Active Metamaterial Based on Non-Foster
Elements

12.6.1 Basic Idea of Overcoming the Energy-Dispersion
Constraints by Active Metamaterials

In Sect. 12.3 it was shown that every passive ENZ or MNZ metamaterial (thus,
every metamaterial needed for realization of an anisotropic cloak) must be dis-
persive. Is it possible to go around the basic dispersion constraints (12.16) and
construct broadband dispersionless ENZ and MNZ metamaterials? From the cir-
cuit-theory point of view, the dispersion essentially happens because of the dif-
ferent frequency behavior of the capacitive susceptance (+jxC) compared to the
inductive susceptance (-j/xL). Because of this difference, the equivalent capac-
itance (or equivalent permittivity) of the LC tank circuit in Fig. 12.5 is a non-linear
function of frequency (12.17).

In order to avoid this non-linear behavior, a negative capacitance Cn \ 0 and a
negative inductance Ln \ 0, that violate Foster’s theorem (thus qX/qx[ 0) are
introduced [37, 53]. The susceptances of these fictitious ‘negative’ elements read:

Fig. 12.27 Reactance of
positive (solid line) and
negative (dashed line)
reactive elements
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BLn ¼ �j
1

xLn
¼ þj

1
x Lnj j

; B�C ¼ jxCn ¼ �jx Cnj j: ð12:32Þ

The dispersion curves of negative elements are the inverse of their counterparts
for the ordinary elements (Fig. 12.27). Hence, it is expected for the dispersion of
ordinary passive metamaterials to be compensated with the ‘inverse’ dispersion of
non-Foster elements, resulting in broadband ENZ or MNZ behavior. The key
principle is to keep the energy stored in a passive reactive element constant across
the whole operating band. It can be achieved by introducing an additional (fre-
quency dependent) flow of energy from active ‘negative’ elements [37, 53]
(Fig. 12.28). Here, the basic background theory is presented, while the problems of
practical implementation and a short overview of the state of the art are given in
the next section.

The dispersion of an ordinary capacitor can be compensated by the inverse
dispersion of a negative capacitor. To this end, the lumped inductor L2 in the
equivalent circuit of a passive ENZ metamaterial from (Fig. 12.5b) is replaced
with a lumped negative capacitor Cn. The equivalent permittivity of this active
metamaterial (Fig. 12.29) reads [37, 53]:

er xð Þ ¼ YðxÞ
jxe0

¼
jx C � Cnj j

Dx

� �

jxe0
¼ 1

e0
C � Cnj j

Dx

� �	 

: ð12:33Þ

It can be seen that this new equivalent permittivity (12.33) is not at all fre-
quency dependent. Thus, if (|Cn|/Dx) \ C is to be chosen, an entirely dispersionless
ENZ metamaterial could be obtained [37, 53]. What is the background physics of
this counter-intuitive behavior? Essentially, the negative capacitor behaves as a
frequency-dependent active inductor (a source) that supplies additional current to
the positive capacitor. This additional current causes faster charging and therefore
decreases the effective capacitance. Since the dispersion curves of a positive
capacitor and a ‘frequency-dependent inductor’ are exactly inverse, the resultant
behavior is not frequency dependent. Clearly, the CCn circuit is not a tank circuit
at all (in a classical sense). This is just a capacitor with arbitrary low value of
capacitance.

Active MTM with ε<ε

a volume of space
occupied with active 
MTM inclusion

Active MTM with μ<μ

a volume of space
occupied with active
MTM inclusion

additional  
incoming energy

additional  
incoming energy

Fig. 12.28 The basic
principle of an active non-
foster metamaterial
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Of course, the extension of the proposed principle to the design of an active
MNZ metamaterial is straightforward. A classical passive MNZ transmission-line-
based metamaterial (Fig. 12.5) employs periodical loading with series lumped
capacitors. In the active version, series lumped capacitor is replaced with a non-
Foster negative inductor Ln (Fig. 12.29b). Following the previous analysis, one
directly derives the equivalent effective permeability:

lr xð Þ ¼ ZðxÞ
jxl0

¼
jx L1

Dx� Lnj j
� �

jxl0
¼ 1

l0

L1

Dx
� Lnj j

� �	 

: ð12:34Þ

The physical explanation is very similar to the case with a negative capacitor.
The negative inductor acts as an additional energy source-sink lowering the net
‘magnetic’ energy. In fact, the LLn circuit behaves as an inductor with an arbitrary
low value of inductance.

So far, the principles of 1D implementation of active ENZ and MNZ metama-
terials have been shown. The extension of this idea to the 2D case using a well-known
approach from passive transmission-line-based metamaterials is straightforward
[18].

The most general 2D anisotropic case is sketched in Fig. 12.29c. The consti-
tutive tensors of this metamaterial are:

lr eff ¼
lxx 1
1 lyy

	 

; 0� lxx� 1; 0� lyy� 1

er eff ¼
er 1
1 er

	 

; 0� er � 1:

ð12:35Þ

Fig. 12.29 a active 1D ENZ metamaterial. b Active 1D MNZ metamaterial. c Active 2D
anisotropic MENZ metamaterial
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The isotropic version of the aforementioned active metamaterial can be
achieved by a simple selection of identical values of the reactance in the x and
y branches.

So far, it was presumed that the negative lumped capacitors and inductors are
physically realizable devices (the practical realization issues of negative elements
and the results achieved so far are tackled in the next section). On the other hand,
even at this system level there are several important problems. The majority of
transmission-line-based metamaterials are organized in a regular rectangular grid
[18]. So, the 2D anisotropic unit cells from Fig. 12.29c will have uniaxial con-
stitutive tensors in a rectangular co-ordinate system (12.35). The constitutive
tensors of an anisotropic cylindrical cloak are uniaxial in the cylindrical system but
in the rectangular system they contain non-zero off-diagonal entries. Thus, the
transmission line implementation in a rectangular grid should contain some cross-
coupling elements such as transformers. Undoubtedly, this would be impractical
from a technological point of view. One of the solutions could be the diagonal-
ization of constitutive tensors in the cylindrical system which results in simple
networks without cross-coupling elements [38] (the right part of Fig. 12.30).
Diagonalization is done by a discretization of Maxwell’s curl equations in a
cylindrical system and comparing them to the telegrapher’s transmission line
equations (mathematical details are given in [38]). The results of this procedure are
the expressions that show the mapping between the values of lumped elements and
the associated values of permittivity and permeability:

L0r
d
¼ l//

Dq
qD/

;
L0/
d
¼ lrr

qD/
Dq

; C0zd ¼ eqDqD/: ð12:36Þ

Here, Lr
0 and Lh

0 represent the equivalent inductance values in the radial and
angular direction, respectively, Cz

0 is the equivalent capacitance value in the
vertical direction. The symbol d stands for the thickness of the cloak in the vertical
direction, Dr is the thickness of a single unit cell in the radial direction and Dh is
the differential angle between two adjacent cells. It should be taken into consid-
eration that the values of the elements in (12.36) are sometimes not physically

Fig. 12.30 A periodic
cylindrical cloaking structure
based on a TL approach; each
unit cell is much smaller than
the wavelength of the EM
wave propagating through the
metamaterial
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feasible (if the values of the distributed capacitance and inductance are lower than
e0 and l0, respectively, thus in the case of ENZ or MNZ behavior [38]). Hence, in
an ordinary, passive cloak, resonant LC combinations that result in the needed
values of capacitances and inductances must be used. Again, this is a consequence
of the resonant energy exchange described by the dispersion-energy constraints
(Foster’s theorem) (12.16). Although this issue is indeed very basic and extremely
important, it was not discussed in [38]. Using active non-Foster elements, it is
possible to synthesize a network that would behave as dispersionless capacitors
and inductors, values of which are given by (12.36) (these are actually the circuits
in Fig. 12.29). The unit cells of the cloak can be organized into a web-like grid
sketched in Fig. 12.30 [38].

Apart from the diagonalization of constitutive tensors in the cylindrical system,
there are several novel approaches that enable synthesis of transmission line
metamaterials with full tensors in the familiar rectangular system [39, 40]. It
would be very interesting to combine these approaches with non-Foster elements
but such efforts have not been published so far.

Both approaches (diagonalization of constitutive tensors in a cylindrical system
and synthesis of anisotropic unit cells with full tensors) presume a planar reali-
zation, therefore a kind of matching layer should be used (in reality, it is actually
an array of antennas) [41–43] for interfacing the cloak with free space.

Finally, there is a problem with realizing the volumetric cylindrical structure in
Fig. 12.2 with planar metamaterials. A possible solution could be the stacking of
many layers of the planar metamaterials from Fig. 12.30 embedded in parallel
plate waveguides (similarly to the classical approach used in the first plasma-like
artificial structures [44]).

All these problems are challenging, but they belong to the field of classical
electromagnetics of passive structures and their solutions appear to be feasible.
Certainly the most critical issue is the feasibility of a practical implementation of
negative non-Foster elements.

Fig. 12.31 An example of the operating principle of negative non-Foster impedance
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12.6.2 Technological Constraints and State of the Art

Negative ‘non-Foster’ networks are based on the negative impedance converter
(NIC), originally introduced back in the 1950s [45]. Although this idea is indeed
old, there are only a few papers [46–52] in the open literature that report successful
practical implementations of negative capacitors or negative inductors in the RF
and microwave ranges. The main problem is the inherent instability caused by the
fact that all NIC circuits employ amplifiers with positive feedback.

Both the basic idea of impedance inversion and the origin of the stability
problem can be understood by analysis of the simple amplifier-based circuit in
Fig. 12.31.

The impedance that should be inverted (Z) is shown in the Fig. 12.31a). In order
to invert the impedance, one should swap the sign of either the voltage across the
element (V) or the sign of the current flowing through it (I). This can be achieved
by inserting an additional ‘dependent’ voltage source of amplitude 2V in series
with impedance Z (Fig. 12.31b). Since the voltage drop across the impedance is
negative, the current I now flows outward from the circuit causing the inversion of
the impedance Zin:

Zin ¼
V

I
¼ V

V�2V
Z

¼ �V

I
¼ �Z: ð12:37Þ

A possible realization of a dependent source by an ideal amplifier with voltage
gain A =+2 is shown in Fig. 12.31c). This circuit employs positive feedback so,
under specific circumstances, it can turn into an oscillator, i.e., it can become
unstable. Thorough investigation in [53, 54] revealed that the method chosen for
assessing the stability issue is of crucial importance. Traditionally, RF and
microwave engineers analyze the stability in the frequency domain with the help
of ‘stability factors’ [55], based on the input reflection coefficient of a circuit. In
addition, almost all standard RF and microwave circuit simulators use these
stability factors. However, it is very often overlooked that all stability factors
based on reflection coefficient presume that the Nyquist stability criterion is a
priori satisfied, i.e., that the transfer function has no poles in the right half-plane.
If this fact is neglected, it is possible that the analysis of the stability factor
predicts stable operation even for a circuit that is inherently unstable. Actually, it
was recently found [54] that the stability criteria depend not only on the negative
elements but also on the topology of the remaining passive part of the network.
An effective circuit theory method of predicting stability for any network topo-
logy was reported in [54]. Simply stated, in order to achieve stable operation, a
net capacitance (or a net inductance) of the whole circuit (containing both
‘negative’ and ‘positive’ elements) must be positive. Obviously, this is fulfilled
for ENZ and MNZ metamaterials needed in cloaking technology (overall per-
mittivity/permeability i.e., capacitance/inductance are arbitrarily small but always
positive numbers).
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Practical issues regarding negative capacitors and negative inductors are ana-
lyzed in detail in [54]. There are two main issues, the choice of appropriate circuit
topology and appropriate technology. There are many types of classical NICs with
BJT-based circuits [56] and FET-based circuits. All these designs are sensitive to
unwanted phase shifts and parasitic capacitances and inductances. Due to these
problems, there are only a few circuits for which successful realizations have been
reported so far: the Linvill-Yanagisawa design in BJT technology [56], the
Meunier-Kolev design [57] and a very popular design with cross-coupled transis-
tors in FET technology [58, 59]. There are many design details explained in the
recent study [54], but the most important issue is the transit frequency of the active
element (BJT or FET). It was shown that it should be significantly higher than the
required highest operating frequency of the negative capacitor (negative inductor).
As a rule of thumb, one could say that the transit frequency should be at least ten
times higher than the maximal operating frequency. This comes from the very
simple fact that the operation of all NIC circuits is based on either voltage or current
inversion. The inversion requires a phase shift of exactly 180� between the input
and the output of the active device. This phase shift can be achieved only at very
low frequencies, for which the transit time across the active device can be
neglected. This is not the case at higher frequencies, at which the finite transit time
and additional phase shift cannot be neglected. This additional phase shift intro-
duces a real part (usually negative) of the input impedance that deteriorates the
properties of negative capacitance or negative inductance. The publicly available
studies [54] reported a maximal operating frequency of BJT and FET NIC circuits
of approximately 100 MHz in discrete technology and approximately 2 GHz in
integrated technology. Recently, there have been several conference reports about
NIC circuits with maximal achieved frequencies of 400 MHz using BJT technology
and more than 10 GHz using integrated CMOS FET technology. However, design
details of these efforts are not publicly available and they cannot be cross-checked.

Almost all of the above prototypes were designed for use in broadband
matching of small antennas, which has been the most popular application of non-
Foster elements for many years. The first non-Foster-based active dispersionless
ENZ metamaterial was presented in [37] and further improved in [53]. The neg-
ative capacitors were constructed using FET-based circuits that employ Kolev’s
topology [57] (Fig. 12.32a). Two prototypes for operation in the RF band
(50–100 MHz) and the lower microwave band (1–2 GHz) were manufactured and

L

C<0 ε<ε0

C1-C2+

(a) (b) (c)

Fig. 12.32 First published 2D broadband non-Foster metamaterial [37]. a Basic negative
capacitor circuit. b 2D active ENZ unit cell. c A sketch of realized unit cell
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measured. The RF circuit (prototype I) employs four BF999 Si MOS FETs while
the microwave circuit (prototype II) is based on two MGF1412 GaAs FETs.

Two different 2D unit cells of active ENZ metamaterials were assembled. Each
cell comprised two mutually perpendicular electrically short microstrip lines (\k/
20, k being the guiding wavelength) (Fig. 12.32b) forming a cross on a
25 9 25 mm substrate. The prototyped active capacitance circuit was back-to-
back mounted on the ground plane and connected to the junction of the microstrip
lines through a hole. Following (12.33), the parameters of the microstrip lines were
chosen in such a way that the generated negative capacitance partially cancelled
the distributed line capacitance. Consequently, one expects to obtain an equivalent
unit cell permittivity smaller than one. The equivalent permittivities of these unit
cells, extracted from the measured results, are shown in Fig. 12.33.

It can be seen that in both cases, the permittivity is fairly constant within one
octave (50–100 MHz for prototype I and 1–2 GHz for prototype II). These mea-
sured results were also used as input data for an ADSTM simulation of a proposed
active 2D plasmonic cloak [37] and the obtained relative operating BW was 100 %
comparing to a relative BW of 20 % for the passive cloak (in [37], the CBW is
defined by the ‘blockage factor’ that is different than the invisibility gain in
(12.23), but they are roughly comparable). Although the study in [37] dealt only
with a plasmonic cloak, it was the first demonstration of a possible application of
non-Foster elements for broadening the CBW.
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Fig. 12.33 Measured relative permittivity of unit cells of first published 2D broadband non-
Foster metamaterial (solid—real part, dashed—imaginary part) [37]
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Similar efforts toward a practical realization of 2D active MNZ metamaterials
were reported in [60]. It used Kolev’s topology from Fig. 12.32a), in which the
loading capacitor was replaced with a loading inductor. The simulation and
measurements results of the generated negative inductance are shown in
Fig. 12.34. It can be seen that the negative inductance shows almost ideal dis-
persionless (and nearly lossless) behavior in the frequency band from 10 to
50 MHz (more than two octaves). This means that the effective permeability of the
associated 2D unit cell of the MNZ metamaterial should have a very similar
behavior, which was proven in a recent conference report [61].

Examples discussed so far have dealt only with a single active unit cell while in
practical cloaking application there could be thousands of these cells. Thus, there
is the obvious concern regarding possible interactions that could lead to stability
problems. In order to clarify this issue, it was attempted to build a whole 1D active
ENZ metamaterial (active ENZ transmission line). Unfortunately, it was found that
the negative capacitors developed in [37] are sensitive to parasitic phase shifts
caused by finite track lengths in the prototypes. Actually, both prototype I and
prototype II in [37] were ‘hand-crafted’ and it is not surprising that the effective
permittivity varied slightly among the different samples. This unwanted property is
not an obstacle for verification of the basic idea, but it might be a problem in the
design of an active line that comprises many identical unit cells.

In order to improve the repeatability, several negative capacitors were built using
high-speed operational amplifiers operating in very low RF band (\100 MHz), in
which the parasitic capacitances and unwanted phase shifts can be neglected [62].
This prototype was intended to be some kind of a ‘demonstrator’, which, if suc-
cessful, would lead to further microelectronic realizations. The developed negative
capacitor was based on the AD8099, an ultra-fast voltage feedback operational
amplifier (Fig. 12.35a). The circuit generates a negative capacitance, the value of

Fig. 12.34 Simulated and
measured impedance of the
active negative inductor [60]
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which can be adjusted (by varying a capacitance of C1) to an arbitrary value in the
range -20 to -100 pF, in the frequency band from 2 to 40 MHz.

Three negative capacitors were built and the measurement of input reflection
coefficient revealed stable operation with an input capacitance of -60 pF in the
frequency range from 2 to 40 MHz. A simple, air transmission line was manufac-
tured and periodically loaded with three negative capacitors [62] (Fig. 12.35b). The
distance d between the elements was much smaller than the wavelength (approxi-
mately k/20 at the highest frequency, k being the free-space wavelength). Complex
permittivity was extracted from the measurements of scattering matrix using the
standard procedure and a sample of the obtained results is shown in Fig. 12.36.

It can be seen that the real part of the effective permittivity is rather constant (it
varies from 0.27 to 0.37 in the frequency range of more than four octaves (2 –
40 MHz). The change of the imaginary part is more pronounced (it varies from
+0.8 to -0.5), which would certainly limit possible applications in cloaking
technology. However, it should be stressed that the frequency dependence of the
imaginary part is due to technological limitations only (it is primarily caused by

+5V

-5V

(a) (b)

Fig. 12.35 a OpAmp-based RF negative capacitor, b 1D ENZ metamaterial based on
transmission line loaded with three negative capacitors [62]

Fig. 12.36 Measurement
results of active 1D ENZ
metamaterial [62], solid—
real part, dashed—imaginary
part
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the low transit frequency of the operational amplifier used) and not by underlying
physical concepts. The latest prototype presented in [61] used a more advanced
integrated amplifier (gain block) and obtained results showed almost dispersion-
less effective permittivity (within 15 % limit, as defined in Sect. 12.3.1) in the
frequency range of 1:100 (2–200 MHz) with negligible imaginary part (less than
0.05). Obtained BW is considerably wider than the BW of all passive ENZ me-
tamaterials available at present, and it clearly proves the correctness of the pro-
posed concept. It is interesting that these non-Foster metamaterials support both
superluminal phase and group velocity [62]. Although this fact looks counter-
intuitive, it is in a perfect agreement with causality since the group velocity of non-
Foster metamaterial is not equal to the energy velocity [62].

Of course, it is clear that the technology of broadband non-Foster metamaterials
is in its infant phase. Some of the representative experimental efforts that show the
present state of the art are summarized in Table 12.5. At the moment, this tech-
nology is available only at very low RF frequencies (up to 2 GHz). However, it
should not be overlooked that all the prototypes in Table 12.5 were ‘hand-crafted’.
It is certain that significant advances could be expected by the use of microelec-
tronic technology. Some preliminary numerical studies showed that using standard
CMOS integrated technology; it should be possible to increase the highest oper-
ating frequency to above 5 GHz [62].

Table 12.5 Comparison of some practically implemented non-Foster ENZ and MNZ
metamaterials

Reference Type of
developed
metamaterial

Technology Absolute BW with
negligible
dispersion (15 %
change of e and l)

Relative BW with
negligible dispersion
(15 % change
of e and l)

Hrabar et al.
[37]

2D ENZ
(unit cell)

FET (discrete) 50–100 MHz 1:2

Hrabar et al.
[37]

2D ENZ
(unit cell)

FET (discrete) 1–2 GHz 1:2

Ugarte-Munoz
et al. [60]

2D MNZ
(unit cell)

FET (discrete) 10–50 MHz 1:5

Hrabar et al.
[62]

1D ENZ (TL) OpAmp-based
(discrete)

2–40 MHz 1:20

Hrabar [61] 1D ENZ (TL) Gain block
(discrete)

2–200 MHz 1:100

Hrabar [61] 1D MNZ (TL) Gain block
(discrete)

2–200 MHz 1:100
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12.7 Analysis of Active Cylindrical Cloaks Based on Non-
Foster Metamaterial

In the previous section, it was shown that dispersionless non-Foster ENZ and MNZ
metamaterials are indeed feasible. However, maximal operating frequency
reported so far does not exceed 2 GHz.

In this section, a numerical analysis of the BW of an anisotropic cloak based
on-non Foster ENZ and MNZ metamaterials is presented. The calculations are
based both on ideal non-Foster metamaterials without dispersions and on realistic
non-Foster metamaterials. In the realistic case, the measurement data from the best
currently available active metamaterial [61, 62] were used in the calculation. All
the results are presented as a function of relative frequency f/f0 (f0 being the
frequency for which the cloak was designed).

12.7.1 Cloak Based on Ideal Non-Foster Metamaterial

In the first step, a circuit-theory model of transmission-line-based cloak from
Fig. 12.30 was constructed. Following an idea from [38], a commercial circuit
theory simulator (ADSTM) was used for analysis in the frequency domain [63, 64].
The model was designed as a simplified TM cloak (Sect. 12.2.2), intended for
operation at the frequency of 1 GHz. The inner radius of the cloak shell was
a = 15 cm (0.5k) and the outer radius b = 45 cm (1.5k), where k corresponds to
the free-space wavelength. The equivalent thickness of the cloak in the z direction
was chosen to be d = 3 cm (k/10). The model consisted of 40 concentric layers in
the radial direction, of which the inner 7 layers represented the bare conducting
cylinder, the consequent 15 layers represented the cloak and the outer 18 layers
represented the free-space background. Thus, the whole model comprised 3,600

Fig. 12.37 ADSTM simulation of a cloaked conducting cylinder- design based on LC circuits
(the point source is located at the bottom of the computational domain; warmer colors correspond
to higher node voltages). a f/f0 = 0.9, b f/f0 = 1, and c f/f0 = 1.1
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unit cells [65]. The cylindrical grid-like structure was terminated with Bloch
impedances that mimic the infinite background medium, i.e., free space. In the first
group of simulations, ordinary passive unit cell with LC circuits was used, values
of which were calculated using (12.9) and (12.36). The distribution of node
voltages across the whole grid was post-processed and visualized in MATLABTM,
and a sample of the obtained results is shown in Fig. 12.37.

As expected, it was found that the change of frequency of ±10 % seriously
deteriorates cloaking, due to inherent dispersion.

In the second group of simulations, ideal non-Foster negative capacitances and
inductances were implemented in the model emulating ideal dispersionless ENZ
and MNZ metamaterials and no deterioration of cloaking with change of frequency
was observed (Fig. 12.38). This shows that use of non-Foster ENZ and MNZ
metamaterials can indeed broaden the BW of an anisotropic cloak.

Fig. 12.38 ADSTM simulation of a cloaked conducting cylinder-design based on lumped circuits
that contain ideal negative non-Foster capacitors and inductors, (the point source is located at the
bottom of the computational domain; warmer colors correspond to higher node voltages). a f/
f0 = 0.9, b f/f0 = 1, and c f/f0 = 1.1

Fig. 12.39 a Calculated scattering width for fully anisotropic TM cloak with ideal non-Foster
metamaterial. b Calculated scattering width for reduced TM cloak with ideal non-Foster
metamaterial
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After these phenomenological results that prove the basic idea, the detailed
calculation of invisibility gain was performed using an analytical approach already
used in the case of a passive cloak (Sect. 12.4). Ten layers of ideal dispersionless
non-Foster metamaterials were assumed in the calculation and the results are
shown in Fig. 12.39. It can be seen that the obtained BW is extremely large and it
exceeds 1:5 (more than two octaves), both in the case of the fully anisotropic cloak
and the reduced TM cloak.

12.7.2 Cloak Based on Realistic Non-Foster Metamaterial

Finally, the scattering width of an anisotropic cloak with realistic non-Foster
metamaterials was calculated. As expected, the obtained results (Fig. 12.40) were
worse than those in the ideal case but they are still excellent. The CBW of a fully
anisotropic cloak is approximately 1:3 while the BW of the reduced TM cloak is
larger than 1:5. At first sight, it is surprising that the BW of a fully anisotropic
cloak is narrower, but the explanation is rather simple. As it was shown in
Sect. 12.5 this cloak (due to its complex design) is more sensitive to variation of
design parameters (and dispersion). These results clearly show that the use of non-
Foster metamaterials may significantly increase the BW of an anisotropic cloak
(Fig. 12.40).

Fig. 12.40 a Calculated scattering width for fully anisotropic TM cloak with realistic non-Foster
metamaterial. b Calculated scattering width for reduced TM cloak with realistic non-Foster
metamaterial

390 S. Hrabar et al.



12.8 Conclusions

The propagation with a phase velocity that is greater than the speed of light (i.e.,
superluminal propagation) is necessary for the operation of classical transforma-
tion electromagnetic anisotropic cloaks. In other words, it means that ENZ and
MNZ metamaterials must be used in cloak design. Unfortunately, all passive ENZ
and MNZ metamaterials suffer from inherent narrow operating BW, which is a
consequence of the basic energy-dispersion constraints (Foster’s reactance theo-
rem). In addition, practical cloak realizations always include several layers made
of ENZ (MNZ) metamaterials with different constitutive parameters. This is
actually a multifrequency resonant system, which further decreases the CBW.

It has been demonstrated that it is possible to improve the operation of a passive
anisotropic cloak by optimization of design parameters (number of layers and the
values of constitutive parameters of used metamaterials). As expected, it was
shown that it is possible to increase either the invisibility gain (up to a factor of
500) or the invisibility BW (up to a factor of 2.5), but not both simultaneously.
Specifically, it was shown that it is possible to design a TM cloak with reduced
parameters with ideal invisibility properties at one single frequency. It was also
shown possible to obtain ideal invisibility for an optimized cloak with only three
layers. Although the optimization significantly improves the cloaking perfor-
mances, it, of course, cannot beat out the background physics. Therefore, the CBW
is still rather narrow (less than 1 %) as a direct consequence of basic dispersion-
energy constraints.

In addition, it was shown that it is possible to go around basic-energy dispersion
constraints by using a novel approach based on non-Foster metamaterials. At the
present state of the art, non-Foster metamaterials offer extremely broad almost
dispersionless operation (operation BW up to 1:100). These metamaterials are in
their infant phase and they are currently available only in the low RF regime (up to
2 GHz). However, it is expected that the use of microelectronic technology could
increase the maximal frequency up to more than 5 GHz.

Finally, the measured effective parameters of available non-Foster metamate-
rials were used as input data for calculation of the CBW. The obtained results
revealed the BW of up to 1:5 for a cloak based on realistic metamaterials, which
fairly exceeds the performances of a passive cloak.
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Chapter 13
Anisotropic Representation for Spatially
Dispersive Periodic Metamaterial Arrays

Arthur D. Yaghjian, Andrea Alù and Mário G. Silveirinha

Abstract A rigorous anisotropic (as opposed to bianisotropic) representation for
three-dimensional (3D) spatially dispersive periodic arrays of passive inclusions
separated in free space is developed, beginning with the microscopic Maxwell
equations, that yields causal, macroscopic permittivities and inverse permeabilities
for the fundamental Floquet modes of the arrays. (Macroscopic magnetoelectric
coefficients are not required.) Reality conditions, reciprocity relations, passivity
conditions, and causality relations are derived for these spatially dispersive mac-
roscopic permittivity and permeability constitutive parameters. A significant fea-
ture of the formulation is that the macroscopic permittivities and permeabilities
reduce to their anisotropic-continuum definitions in terms of ordinary macroscopic
averages at the low spatial and temporal frequencies. In addition, diamagnetic
metamaterial arrays require no special considerations or modifications to accom-
modate their unusual characteristics. Analytic and numerical examples of 3D
arrays with dielectric-sphere inclusions and two-dimensional (2D) arrays with
circular-cylinder inclusions are given that confirm the theoretical results for the
macroscopic permittivities and permeabilities of these arrays which exhibit elec-
tric and magnetic or diamagnetic macroscopic polarizations. The realization of the
potential innovations provided by transformation electromagnetics depends
strongly upon the development of metamaterials. This chapter aspires to enhance
the understanding of metamaterials and thus to facilitate their development.

A. D. Yaghjian (&)
Electromagnetics Research Consultant, 115 Wright Road, Concord, MA 01742, USA
e-mail: a.yaghjian@comcast.net

A. Alù
Department of Electrical & Computer Engineering, The University of Texas,
Austin, TX 78712, USA
e-mail: alu@mail.utexas.edu

M. G. Silveirinha
Department of Electrical Engineering-Instituto de Telecomunicações,
University of Coimbra, Coimbra, Portugal
e-mail: mario.silveirinha@co.it.pt

D. H. Werner and D.-H. Kwon (eds.), Transformation Electromagnetics
and Metamaterials, DOI: 10.1007/978-1-4471-4996-5_13, � Springer-Verlag London 2014

395



13.1 Introduction

This work was originally motivated by the desire to determine a rigorous and
therefore causal macroscopic permeability for diamagnetic metamaterials (mate-
rials with artificial inclusions rather than molecules). To understand the difficulties
encountered in dealing with diamagnetism, consider a three-dimensional (3D)
cubic periodic array of perfectly electrically conducting (PEC) spheres separated
in free space. When this array is described by a spatially nondispersive dipolar
continuum, it has a macroscopic permittivity �ðxÞ and a macroscopic permeability
lðxÞ, which are functions of frequency x, such that DxðrÞ ¼ �ðxÞExðrÞ and
HxðrÞ ¼ l�1ðxÞBxðrÞ, where Ex and Bx are the primary electric and magnetic
vectors and Dx ¼ �0Ex þ Px and Hx ¼ l�1

0 Bx �Mx are the secondary electric
and magnetic vectors in Maxwell’s macroscopic equations with electric and
magnetic polarization densities, PxðrÞ and MxðrÞ (electric-charge-defined electric
dipole moment per unit volume and electric-current-defined magnetic dipole
moment per unit volume). For simplicity, we can consider transverse electro-
magnetic (TEM) propagation in one of the three principal directions.

Assume that a dipolar homogenization procedure exists for determining a
causal �ðxÞ and l�1ðxÞ for this PEC-sphere array. Since both the electric and
magnetic dipole moments of PEC spheres in a source-free incident field approach
zero as x!1, we also have that �ðxÞ ! �0 and l�1ðxÞ ! l�1

0 as x!1
where �0 and l0 are the permittivity and permeability of free space. Consequently,
the causal functions ½�ðxÞ � �0� and ½l�1ðxÞ � l�1

0 � should obey the Kramers–
Kronig relations written in compact form as [1, p. 98]1

�ðxÞ � �0 ¼
i

p
�
Zþ1

�1

�ðmÞ � �0

x� m
dm ð13:1aÞ

l�1ðxÞ � l�1
0 ¼

i

p
�
Zþ1

�1

l�1ðmÞ � l�1
0

x� m
dm : ð13:1bÞ

1 It can be proven using Lu’s book [2, Eq. (2.16) on p. 23, Eq. (5.11) on p. 57, and the equation
in exercise 4 on p. 28] that sufficient conditions for (13.1) to hold are that �ðxcÞ and l�1ðxcÞ are
analytic and single-valued (that is, holomorphic) functions in the upper half (xi [ 0) of the
complex xc ¼ xþ ixi plane having boundary values equal to �ðxÞ and l�1ðxÞ [that is,
limxi!0 �ðxcÞ ¼ �ðxÞ with xi in the upper half plane, and similarly for l�1ðxcÞ] such that
these boundary values are Hölder continuous, and �ðxcÞ � �0 and l�1ðxcÞ � l�1

0 both
� 1=jxcja, a [ 0, as jxcj ! 1 for xi� 0. These sufficient conditions for the Kramers–Kronig
relations also imply (with ordinary continuity replacing the stronger Hölder continuity) the
corresponding time-domain causality relations by means of the Cauchy theorem for continuous
functions [2, p. 64; 3, p. 347]. For example

Rþ1
�1 ½�ðxÞ � �0�e�ixtdx ¼ 0 for t \ 0.
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Passivity in a spatially nondispersive dipolar continuum also demands that
[1, p. 96]2

xIm½�ðxÞ� � 0 ð13:2aÞ

xIm½lðxÞ�� 0 : ð13:2bÞ

The expressions in (13.1a) and (13.2a), and in (13.1b) and (13.2b), can be
combined to prove that

�ð0Þ� �0 ð13:3aÞ

lð0Þ� l0 ð13:3bÞ

under the assumptions that the imaginary parts of �ðxÞ and lðxÞ are negligible in
the neighborhood of x ¼ 0 and that xd�ðxÞ/dx and xdl�1ðxÞ/dx both ! 0 as
x! 0 [5, Sect. 84; 6]—assumptions satisfied by the �ðxÞ and l�1ðxÞ of the PEC-
sphere array. The inequality for permittivity in (13.3a) is certainly obeyed by the
3D array of PEC spheres. However, the inequality for permeability in (13.3b) is
clearly violated by the PEC sphere array, which is strongly diamagnetic [7, Sect.
9.5, 8, Fig. 8]3 at low frequencies and thus has lð0Þ\l0.

This apparent paradox can be explained by noting that we are assuming that the
array behaves as a spatially nondispersive dipolar continuum for all frequencies x.
In fact, as the frequency increases, the electromagnetic properties of the array can
no longer be described by macroscopic Maxwellian equations for a spatially
nondispersive continuum characterized by dipolar �ðxÞ and lðxÞ that necessarily
satisfy the causality relations in (13.1) or the passivity conditions in (13.2) [10]. In
the case of the PEC spheres, this inadequacy of a spatially nondispersive contin-
uum description of the array at higher frequencies is manifested in part by the
paradoxical conclusion that lð0Þ� l0. In particular, it is impossible for a function

2 The theorem in the Appendix or in [4, Sect. 123] can be invoked to prove that ��1ðxÞ � ��1
0 or

l�1ðxÞ � l�1
0 is causal if �ðxÞ � �0 or lðxÞ � l0 is causal (and vice versa), provided �ðxÞ and

lðxÞ satisfy the passivity conditions in (13.2). Nonetheless, we show the Kramers–Kronig
relations in (13.1b) for l�1ðxÞ � l�1

0 rather than for lðxÞ � l0 because when spatial
dispersion is taken into account later by introducing an arbitrary real plane-wave propagation
vector b, we find that the passivity conditions in (13.2) are coupled and do not necessarily hold
separately where the spatial or temporal dispersion is large. Thus, in general, for spatially
dispersive macroscopic permittivity and permeability, only �ðb;xÞ � �0 and l�1ðb;xÞ � l�1

0
satisfy causality at each fixed b for electric charge-current defined polarizations.
3 The Bohr–van Leeuwen theorem, which states that a classical material composed of free
charges in thermal equilibrium cannot be effected by a magnetic field because the magnetic field
does no work on moving charges [9, Sects. 24–27], is often used to argue that classical
electromagnetics cannot describe diamagnetism. This theorem assumes that all the energy at
thermal equilibrium is in the kinetic and potential energy of the charge carriers. However, by
using a conducting metamaterial inclusion as a model for a molecule, an additional inductive
magnetic-field energy is introduced such that the Bohr–van Leeuwen theorem no longer applies
and one is able to classically describe diamagnetic materials and metamaterials.
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lðxÞ or l�1ðxÞ to satisfy the Kramers–Kronig causality relations [given in (13.1b)
for l�1ðxÞ] and the passivity condition in (13.2b) if lðxÞ or l�1ðxÞ is real and
continuously differentiable near x ¼ 0 and lð0Þ\ l0.4 Moreover, using a bian-
isotropic description of the PEC-sphere array and expanding the induced fields of
the array with higher-order multipole moments, while maintaining a spatially
nondispersive continuum description of the array, allow additional constitutive
parameters but still require a diamagnetic lðxÞ with lð0Þ\ l0 that violates the
Kramers–Kronig causality relations for lðxÞ or l�1ðxÞ.

Consequently, to adequately describe a 3D array in a way that reduces at lower
spatial and temporal frequencies to a continuum description in terms of permit-
tivity and permeability, we proceed to formulate an anisotropic representation for
3D periodic arrays that rigorously takes into account spatial (b) as well as temporal
(x) dispersion. We show that such a formulation automatically produces a mac-
roscopic permittivity and inverse permeability that satisfy causality and are free of
inconsistencies even if the array exhibits diamagnetism.

Most homogenization theories in the past have been formulated for source-free
arrays in which the propagation vectors b are functions of the frequency x [12–
15]. However, to fully characterize the effects of spatial dispersion in plasmas and
crystals, Landau and Lifshitz [5, Chap. 12], Silin and Rukhadze [16], and Agr-
anovich and Ginzburg [17] decompose the fields and sources of a spatially dis-
persive, homogeneous continuum into a spectrum of eiðb�r�xtÞ plane waves, where
b is a real propagation vector and x is a real angular frequency. These authors
combine all electric and magnetic polarization effects (including all multipoles)
into a single electric-magnetic polarization density PLðb;xÞ (based on a single
microscopic electric current density induced by an applied electric current den-
sity).5 They then assign a single permittivity dyadic �Lðb;xÞ to the single polar-
ization vector such that PLðb;xÞ ¼ ½�Lðb;xÞ � �0I� � Eðb;xÞ, where Eðb;xÞ is

4 In Refs. [6] and [11], inequalities for �ðxÞ and lðxÞ in a spatially nondispersive dipolar
continuum that were derived from an energy-conservation inequality also imply the inequalities
in (13.3) under the same assumptions. Although not stated explicitly in Refs. [6] and [11], the
energy-conservation inequality that was used does not hold, in general, for diamagnetic lðxÞ
produced by induced magnetic dipole moments on molecules (or inclusions) that have no
permanent magnetic dipole moments; that is, the energy-conservation theorem in [6] and [11]
assumes that the macroscopic lðxÞ is produced entirely by the alignment of initially randomly
oriented permanent magnetic dipoles.
5 Landau and Lifshitz introduced the use of the single polarization vector for ‘‘natural optical
activity’’ in Sect. 83 of the first edition (1957) of their book, Electrodynamics of Continuous
Media [5]. Later, Silin and Rukhadze [16] and Agranovich and Ginzburg [17] continued to use
this single-polarization approach in their general formulation of spatial dispersion. In the
formulation of spatial dispersion for continua given in Sect. 103 of the second edition of the
Landau and Lifshitz (and Pitaevskii) book [5], unlike in the formulations of [16] and [17], they do
not show an applied electric current density explicitly in Maxwell’s equations and yet they
assume arbitrary real values of the propagation vector b and frequency x. This is understandable
because they show only the space-time (r; t) Maxwell equations in which the applied source
densities can be localized. Nonetheless, one must assume in the Landau–Lifshitz–Pitaevskii
formulation that applied electric current density is present in the (b;x) representation.
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the electric field and I is the unit dyadic. Agranovich and Ginzburg [17, Chap. 3]
discuss the conditions under which this continuum formulation applies to the
fundamental Floquet mode of a natural crystal lattice. More recently, Silveirinha
[18–20] has extended and applied the single-polarization formulation to 2D and
3D periodic metamaterial arrays.

Although the single-polarization formulation for a continuum [5, 16, 17] and
periodic metamaterials [18–20] is both accurate and elegant, and has the advantage of
an appealing simplicity for many applications, it has some disadvantages as well. For
instance, practical solutions to the Maxwellian microscopic equations for metama-
terial arrays usually require the separate determination of electric and magnetic
polarizations, whether or not the two polarizations are eventually combined.
Moreover, the �Lðb;xÞ dyadic for the single polarization does not reduce to a scalar
even if the medium is an isotropic continuum and, thus, in reality often requires no
fewer unknowns than the conventional formulation that uses both electric and
magnetic polarizations. The single-polarization formulation is especially awkward
for dealing with inclusions that produce significant macroscopic magnetization
effects in periodic arrays, and does not provide a definitive prescription for deter-
mining causal permittivity and permeability dyadics from the single-polarization
dyadic �Lðb;xÞ, although recipes for determining approximate permittivities and
permeabilities from the single polarization have been given in [18].

To help alleviate the drawbacks of the single-polarization approach, Fietz and
Shvets [21] introduce applied magnetic current density in addition to applied
electric current density and approximate macroscopic averages in such a way that
certain boundary integrals of the microscopic and macroscopic fields over the unit
cells are equal in order to formulate a spatially dispersive macroscopic bianiso-
tropic representation of metamaterials. In this bianisotropic formulation, they find
that, even with nonbianisotropic, centro-symmetric inclusions, a lattice bianisot-
ropy [22] can be induced for b 6¼ 0.

Alù [23] has developed a straightforward spatially dispersive bianisotropic
representation for periodic metamaterials with applied electric and magnetic
current densities by expanding the induced electric and magnetic polarization
densities with a multipole power series in the propagation vector b. In Alù’s
formulation, weak spatial dispersion effects may be properly assigned to local
bianisotropic parameters that allow a physically meaningful homogenized
description of the array in the limit of low spatial and temporal frequencies.

General reciprocity relations, passivity conditions, and causality relations are
not determined for the spatially dispersive bianisotropic constitutive parameters in
either [21] or [23], and these relationships are not necessarily the same as those in
a spatially nondispersive continuum.

In the present work, we excite 3D periodic arrays with applied plane-wave
eiðb�r�xtÞ electric current density only, and decompose the induced equivalent
electric current density into generalized electric and magnetic polarization den-
sities that maintain the Maxwellian representation for the fundamental Floquet
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modes of the 3D periodic, spatially dispersive metamaterial arrays comprised of
general lossy or lossless polarizable inclusions electrically separated in free space.
We show that, with this decomposition, anisotropic permittivity and permeability
[24, Chap. 1] are sufficient to characterize the electric and magnetic macroscopic
properties of the fundamental Floquet modes of the arrays; that is, the macroscopic
magnetoelectric dyadics of a bianisotropic formulation are not required. The
constitutive parameters (permittivity, inverse permeability, and their associated
susceptibilities) of this anisotropic representation have the further advantage of
satisfying causality (at each fixed b) and well-defined (though coupled) reciprocity
relations and passivity conditions, while maintaining a convenient decomposition
into separate electric and magnetic polarizations.

Interestingly, the generalized electric and magnetic polarization densities do not
involve generalized multipole moments of higher order than generalized electric
quadrupole moments. As both b and x become sufficiently small, the enforced and
free-space wavelengths become much larger than the separation distance d between
the unit cells of the inclusions and the periodic-array formulation approaches that of
an anisotropic continuum fully described by the permittivity and permeability of the
fundamental Floquet mode of the array. Moreover, for array inclusions having
nonzero electric and/or magnetic dipole moments as jbdj and jk0dj both become
sufficiently small (where k0 ¼ x

ffiffiffiffiffiffiffiffiffi
l0�0
p ¼ x=c), the arrays can be represented by an

anisotropic dipolar continuum with negligible higher-order multipole densities. In
this anisotropic dipolar continuum, the electric and magnetic fields as well as the
polarization densities are defined in terms of the same macroscopic averages used
for conventional dipolar continua and thus, for example, in the absence of delta-
function surface polarizations, the tangential components of the macroscopic E-
electric and H-magnetic fields across interfaces (thin transition layers) between free
space and the array or between two arrays become approximately continuous as jbdj
and jk0dj both become sufficiently small.

Within the framework of the macroscopic, spatially dispersive anisotropic
formulation, it is significant that diamagnetism presents no unusual causality
problems in that the resulting inverse of diamagnetic permeability exhibits a zero
time-domain response for time t \ 0 and satisfies the Kramers–Kronig dispersion
relations at each fixed b. That is, the theory requires no special considerations or
modifications for arrays with inclusions that produce macroscopic diamagnetic
permeability.

One of the unusual features of this anisotropic formulation is that the passivity
conditions for the macroscopic permittivity and permeability dyadics are coupled
at the higher values of b or x such that the imaginary parts of the diagonal
elements of either the permittivity or permeability dyadic can be negative as well
as positive (or zero) while power dissipation within the inclusions remains greater
than or equal to zero. This departure from spatially nondispersive dipolar con-
tinuum behavior of the imaginary parts of the constitutive parameters of the
fundamental Floquet modes of the arrays is caused by the strong spatial or tem-
poral dispersion at the higher values of b or x.
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Although the macroscopic, spatially dispersive anisotropic representation
implies that a macroscopic, spatially dispersive bianisotropic representation of
metamaterials is not required, a macroscopic bianisotropic formulation [21, 23]
may for some applications be more suitable and useful, especially for arrays with
magnetoelectric coupling in the material of the inclusions. For example, if mag-
netoelectric coupling at the inclusion level remains significant as the propagation
vector b and the frequency x approach zero, the macroscopic permittivity or
permeability in the anisotropic formulation (unlike the macroscopic bianisotropic
constitutive parameters) can retain a strong dispersion.6

The development of the anisotropic representation proceeds from this Intro-
duction to Sect. 13.2 in which the basic macroscopic equations for the funda-
mental Floquet modes of 3D periodic arrays are derived from the microscopic
equations for the general lossy or lossless polarizable material of the inclusions of
the arrays. Sufficient conditions are given for the array to approximate an elec-
tromagnetic continuum, and boundary conditions are given for an electric quad-
rupolar continuum.

Section 13.3 develops the anisotropic constitutive relations for the fundamental
Floquet modes of 3D arrays and determines expressions for the full permittivity
and permeability dyadics in terms of their components transverse to the propa-
gation vector b.

In Sect. 13.4, the reality conditions, reciprocity relations, passivity conditions,
and causality relations are determined for the spatially dispersive anisotropic
macroscopic permittivity and permeability.

In Sect. 13.5, we use the derived expressions for the generalized electric and
magnetic polarizations to find the electric and magnetic polarizabilities of lossy or

6 Bianisotropic constitutive relations for both applied magnetic and electric plane-wave eiðb�r�xtÞ

dependent current exciting the inclusions of the array are expressible as Db ¼ �b � Eb þ sb � Bb

and Hb ¼ l�1
b � Bb þ mb � Eb with finite bianisotropic constitutive parameters ð�b; sb; l

�1
b ; mbÞ,

which, like the fields, are functions of b and x. Then if the applied magnetic current is set equal
to zero so that xB ¼ b� E (now omitting the subscripts ‘‘b’’ on the fields) as in (13.11a), the
corresponding anisotropic permittivity dyadic and inverse transverse (to b) permeability dyadic
are given by � ¼ �b þ sb � b=x and l�1

tt ¼ l�1
btt � xmbtt � b=jbj2 with b� denoting the antisym-

metric dyadic equivalent to b� and given explicitly in (13.75) below. From the results in [22]
and [23], it can be shown that as (b! 0, x! 0) the magnetoelectric parameters, sb and mbtt,
have a lattice contribution that is generally proportional to xb plus a bianisotropic-inclusion
contribution that approaches a constant. (A third contribution to mb proportional to x can be
produced by the contribution from the electric dipole moment of an inclusion to its magnetic
dipole moment [1, Eq. (2.9); 25]. However, the origin of the unit-cell integration can always be
chosen with respect to the inclusion to make this contribution go to zero as b! 0 such that it
becomes proportional to xb like the lattice contribution. It should be noted that although
helical metal inclusions can produce bianisotropic effects, this geometrically produced
bianisotropy vanishes at low enough frequencies x for inclusions electrically isolated from one
another—an assumption made throughout.) Therefore, only if the bianisotropy at the inclusion
level does not become negligible at the low spatial and temporal frequencies (b! 0, x! 0),
does the anisotropic constitutive parameters �ðb;xÞ or l�1

tt ðb;xÞ exhibit strong temporal or
spatial dispersion as x=jbj ! 0 or jbj=x! 0, respectively. Nevertheless, both �ðb;xÞ and
lttðb;xÞ generally remain finite (nonsingular) as jbj=x! 0.
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lossless dielectric spheres illuminated by an incident plane wave with propagation
vector b approaching zero. Letting the dielectric constant approach infinity in these
polarizabilities, we find the corresponding Clausius–Mossotti electric and mag-
netic susceptibilities for a 3D PEC sphere array and show that these Clausius–
Mossotti approximate susceptibilities satisfy causality. Finally, we compute the
exact fundamental Floquet-mode macroscopic permittivity and permeability as b

approaches zero for a two-dimensional (2D) array of circular cylinders comprised
of material that satisfies a Drude dielectric model. In accordance with the pre-
dictions of the theory, the exact fundamental Floquet-mode macroscopic permit-
tivity and inverse permeability of the two-dimensional array satisfy causality and
the coupled passivity conditions, whereas the exact fundamental Floquet-mode
macroscopic permeability does not satisfy causality.

In an Appendix, sufficient conditions are given for the inverse of a causal
constitutive parameter to also be causal.

In concluding this Introduction, it seems appropriate, in view of the subject of
this book, to mention that the potential innovations brought about by transfor-
mation electromagnetics usually require material properties that cannot be found
in natural materials. Thus, these transformation-electromagnetics innovations rely
heavily upon the development of metamaterials for their realization. Hopefully,
this chapter will not only enhance the understanding of metamaterials, but also aid
in their design and development.

13.2 Derivation of Maxwellian Macroscopic Equations
for the Fundamental Floquet Modes on 3D Periodic
Arrays of Lossy or Lossless Polarizable Inclusions

We assume the inclusions (artificial molecules) of the 3D periodic array can
support electric current density JxðrÞ [with associated charge density qxðrÞ],
dipolar electric polarization density PxðrÞ, and dipolar magnetic polarization
density (microscopic Amperian magnetization) MxðrÞ, where the subscripts ‘‘x’’
indicate that e�ixt time dependence has been suppressed, and the coordinate sys-
tem in which r is measured is fixed with respect to the inclusions. The inclusions
are assumed to be electrically separated in free space and comprised of lossy or
lossless polarizable material. Thus, the array can be described electromagnetically
by the following microscopic (inclusion-level) Maxwell differential equations in
the space-frequency ðr;xÞ domain [26, Chap. 1]

r� ExðrÞ � ixBxðrÞ ¼ 0 ð13:4aÞ

1
l0
r� BxðrÞ þ ix�0ExðrÞ �J p

xðrÞ � r �MxðrÞ ¼ JaxðrÞ ð13:4bÞ
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r �BxðrÞ ¼ 0 ð13:4cÞ

�0r � ExðrÞ ¼ qp
xðrÞ þ qaxðrÞ ð13:4dÞ

where the equivalent electric current and charge densities are

J p
x ¼ Jx � ixPx ð13:5aÞ

qp
x ¼ qx �r �Px : ð13:5bÞ

The Ex and Bx vectors are taken as the primary electric and magnetic fields,
JaxðrÞ is the applied electric current density, and l0 and �0 are the free-space
permeability and permittivity, respectively. Hypothetical induced and applied
magnetic current and charge densities7 have been taken as zero in (13.4a) and
(13.4c) to keep the equations as simple as possible while still allowing the applied
electric current density to vary arbitrarily; in particular, to have the general plane-
wave dependence given in (13.7) below. The induced and applied electric charge
densities, qp

x and qax, are related to the induced and applied electric current
densities, J p

x and Jax, through the continuity equations

r �J p
xðrÞ � ixqp

xðrÞ ¼ 0 ð13:6aÞ

r �JaxðrÞ � ixqaxðrÞ ¼ 0 : ð13:6bÞ

Assume that the applied electric current density has the general plane-wave
dependence

JaxðrÞ ¼ Jaðb;xÞeib�r ð13:7Þ

with the rectangular components of the propagation vector b and the angular
frequency x having independent real values ranging from �1 to þ1. Then, the
periodicity of the array requires that the fields and induced source densities satisfy
the Floquet modal equations; for example, the electric field can be expressed as

ExðrÞ ¼ eib�r
Xþð1;1;1Þ

ðl;m;nÞ¼�ð1;1;1Þ
Elmnðb;xÞeiblmn�r ð13:8Þ

7 Except where explicitly stated otherwise in the contexts of Footnote 6 and Eq. (13.52), we
avoid introducing hypothetical applied magnetic currents in addition to the applied electric
currents into the microscopic Maxwellian equations because this would require either a
macroscopic bianisotropic representation [21, 23] or a much more complicated macroscopic
anisotropic formulation for the fundamental modes of the arrays in terms of applied sources that
would involve macroscopic bianisotropic constitutive parameters. Also, of course, magnetic
currents or charges on the right-hand side of (13.4a) or (13.4c) have never been observed
experimentally.
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and similarly for the magnetic field and source densities. For simplicity, we shall
assume a cubic array with lattice spacing d such that

blmn ¼
2pl

d
x̂þ 2pm

d
ŷþ 2pn

d
ẑ ð13:9Þ

where ðx̂; ŷ; ẑÞ are the unit vectors in the ðx; y; zÞ principal directions of the 3D
cubic array. Since b000 ¼ 0, the ðl;m; nÞ ¼ ð0; 0; 0Þ term in (13.8) with spatial
propagation vector b is called the fundamental Floquet mode.

The applied plane-wave current spectrum Jaðb;xÞ in (13.7) for all real b can be
used to represent an arbitrary localized applied current density J a

xðrÞ through the
Fourier transform

J a
xðrÞ ¼

Zþ1

�1

Zþ1

�1

Zþ1

�1

Jaðb;xÞeib�rd3b ð13:10aÞ

with Jaðb;xÞ given by the inverse Fourier transform

Jaðb;xÞ ¼
1

ð2pÞ3
Zþ1

�1

Zþ1

�1

Zþ1

�1

J a
xðrÞe�ib�rd3r ð13:10bÞ

and similarly for the accompanying spectra of the fields.
For any fixed value of real b, arrays of lossless inclusions can have homoge-

neous (source-free: Ja ¼ 0) ‘‘eigenmode’’ (sometimes called ‘‘normal-mode’’)
solutions to (13.4) and (13.11) at discrete real frequencies x ¼ xeigðbÞ. At these
discrete frequencies, the inhomogeneous solution for the fields with applied cur-
rent density in (13.7) generally diverges [whereas the macroscopic permittivity
and permeability defined in Sect. 13.3 remain finite and continuous as
x! xeigðbÞ]. For both theoretical analyses and numerical solvers, the solution to
the lossless array can often be investigated more easily near the eigenmodes at real
ðb;xÞ by inserting a small loss into the material of the inclusions to eliminate the
singularities from the solution at real (b;x). Also, the applied fields will diverge if
x ¼ �jbj= ffiffiffiffiffiffiffiffiffi

l0�0
p

and thus these two values of x should be avoided. (As an aside,
we mention that source-free eigenmodes with complex propagation constants can
exist even on lossless arrays [27]. These complex waves can, nonetheless, be
represented by an integration of the plane-wave spectra over real b—as can be
demonstrated by closing the contours of the real b integrations in the complex b

planes.)
Inserting the electric field from (13.8), and the similar Floquet modal expres-

sions for the magnetic field and source densities, into the Maxwell equations in
(13.4), then multiplying the resulting equations by e�ib�r and integrating over the
volume of any one unit cell, we obtain the spectral domain Maxwellian equations
for the fundamental Floquet mode of the array
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ib� Eðb;xÞ � ixBðb;xÞ ¼ 0 ð13:11aÞ

1
l0

ib� Bðb;xÞ þ ix�0Eðb;xÞ � Jpðb;xÞ � ib�Mðb;xÞ ¼ Jaðb;xÞ

ð13:11bÞ

in which we have defined Eðb;xÞ 	 E000ðb;xÞ and similarly omitted the ‘‘000’’
subscripts on the other fundamental Floquet modal spectra. Likewise, the conti-
nuity equations in (13.6) transform to

ib � Jpðb;xÞ � ixqpðb;xÞ ¼ 0 ð13:12aÞ

ib � Jaðb;xÞ � ixqaðb;xÞ ¼ 0 ð13:12bÞ

with qp ¼ q� ib � P. The form of these spectral Maxwellian equations for the
fundamental Floquet mode is identical to the corresponding continuum spectral
equations for applied sources with eiðb�r�xtÞ plane-wave dependence. The diver-
gence equations corresponding to (13.4c) and (13.4d) need not be included sep-
arately in (13.11) because they can be obtained (for b 6¼ 0 or x 6¼ 0) by taking the
scalar product of b with (13.11a) and (13.11b) and using the continuity equations
in (13.12).8

Multiplying (13.8) by e�ib�r and integrating over the volume Vc of a unit cell,
we find that

8 The externally applied fields satisfy the Maxwell time-domain equations given by

r� EaxðrÞ � ixBaxðrÞ ¼ 0 ð13:13aÞ

1
l0
r�BaxðrÞ þ ix�0EaxðrÞ ¼ JaxðrÞ ð13:13bÞ

r �BaxðrÞ ¼ 0 ð13:13cÞ

�0r � EaxðrÞ ¼ qaxðrÞ ð13:13dÞ

and the corresponding spectral-domain Maxwellian equations given by

ib� Eaðb;xÞ � ixBaðb;xÞ ¼ 0 ð13:14aÞ

1
l0

ib� Baðb;xÞ þ ix�0Eaðb;xÞ ¼ Jaðb;xÞ : ð13:14bÞ

Since the externally applied fields hold in free space with no induced sources, only the funda-
mental Floquet mode is nonzero for the applied spectral-domain fields. Taking the dot product of
b with (13.14b) shows that b � Ea ¼ b � Ja=ðix�0Þ and thus the longitudinal (parallel to b)
component of Ea diverges as 1=x for Ja equal to a nonzero value as x! 0. Therefore, for
some numerical solutions, it may be beneficial to choose the longitudinal component of Ja
proportional to x.
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Eðb;xÞ ¼ 1

d3

Z

Vc

ExðrÞe�ib�rd3r ð13:15Þ

with similar integral expressions holding for the other fundamental Floquet modal
spectra.9 In particular, the fundamental Floquet-mode induced electric current
spectrum can be expressed as

Jpðb;xÞ ¼ 1
d3

Z

Vc

J p
xðrÞe�ib�rd3r : ð13:17Þ

To decompose Jpðb;xÞ into generalized electric and magnetic polarization den-
sities, begin with the microscopic equivalent electric current density J p

xðrÞ and
the vector-dyadic identity

J p
x ¼ r � J p

xrð Þ � ðr �J p
xÞr : ð13:18Þ

Re-expressing J p
xr as

J p
xr ¼ 1

2
ðJ p

xr� rJ p
xÞ þ

1
2
ðJ p

xrþ rJ p
xÞ ð13:19aÞ

and using the identity

r � ðJ p
xr� rJ p

xÞ ¼ r � ðr�J p
xÞ ð13:19bÞ

allows the space-domain electric current in (13.18) to be rewritten as [14]

J p
x ¼ �ðr �J p

xÞrþ
1
2
r � ðJ p

xrþ rJ p
xÞ þ

1
2
r� ðr�J p

xÞ

¼ �ixqp
xrþ 1

2
r � ðJ p

xrþ rJ p
xÞ þ

1
2
r� ðr�J p

xÞ
ð13:20Þ

with the help of the continuity equation in (13.6a), where, as in (13.15) and (13.17)

qp
xðrÞ ¼ eib�r

Xþð1;1;1Þ

ðl;m;nÞ¼�ð1;1;1Þ
qp

lmnðb;xÞeiblmn�r : ð13:21Þ

Substitution of J p
x from (13.20) into (13.17) gives

9 All the Floquet modal coefficients, in addition to the fundamental ones, are found from the
space-frequency fields simply by replacing b in the integrand of (13.15) or (13.17) by blmn ¼
bþ blmn to give

Elmnðb;xÞ ¼
1
d3

Z

Vc

ExðrÞe�iblmn �rd3r ; Jp
lmnðb;xÞ ¼

1
d3

Z

Vc

J p
xðrÞe�iblmn�rd3r ð13:16Þ

and similarly for the other fields and sources.
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Jpðb;xÞ ¼ �ixPe
qðb;xÞ þ

x
2

b �Qeðb;xÞ þ ib�Meðb;xÞ ð13:22Þ

with the generalized macroscopic electric charge polarization density Pe
q , electric

current magnetic polarization density Me, and dyadic electric quadrupolar polar-
ization density Q

e
defined as

Pe
qðb;xÞ ¼

1
d3

Z

Vc

qp
xðrÞrce�ib�rd3r ð13:23aÞ

Meðb;xÞ ¼ 1
2d3

Z

Vc

rc �J p
xðrÞe�ib�rd3r ð13:23bÞ

Q
eðb;xÞ ¼ � 1

ixd3

Z

Vc

½J p
xðrÞrc þ rcJ

p
xðrÞ�e�ib�rd3r ð13:23cÞ

where rc is the position vector measured from a fixed point within the unit cell of
integration (so that for the same fixed point with respect to each of the unit cells,
the polarization densities in (13.23) are independent of which unit cell is chosen
for the integration). It should be noted that this replacement of the factors r by rc in
(13.23) is valid because (13.20) holds with the factors r replaced by rc. Moreover,
it is assumed that the surface Sc of the volume Vc of the unit cell lies in free space,
that is, Sc does not intersect the induced sources of the inclusions, so that the
volume integral of the first divergence term on the right-hand side of (13.18), for
example, converts to a surface integral over Sc that is zero. (Thus, the theory is not
directly applicable to electrically connected inclusions such as those that form
some wire media.) The superscripts ‘‘e’’ in (13.23) denote generalized polarization
densities produced by the induced equivalent electric charge-current.10 The

10 One might object that the induced magnetization current r�MxðrÞ is not included in
addition to the induced equivalent electric current J p

xðrÞ in the decomposition (13.18–13.23)
since this Amperian magnetization current is also an equivalent electric current in the
microscopic Maxwell equations as given by (13.4). The reason it is not included is that if
r�MxðrÞ were included with J p

xðrÞ in (13.20), one finds that it would produce no
additional electric polarization in (13.23a), an additional magnetization in (13.23b) equal to

Mðb;xÞ þ 1
2d3

Z

Vc

r� ½ib�MxðrÞ�e�ib�rd3r ð13:24Þ

and an additional electric quadrupole term in (13.23c) equal to

� 1
ixd3

Z

Vc

f½ib�MxðrÞ�rþ r½ib�MxðrÞ�ge�ib�rd3r : ð13:25Þ

That is, it would merely produce extra terms of order b higher than the Peðb;xÞ and Meðb;xÞ þ
Mðb;xÞ terms in (13.28) produced by keeping r�Mx separate from J p

x in (13.18–13.23),
and these extra terms would become negligible as b! 0 and the generalized averages in
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effective microscopic electric charge-current polarization densities are found from
(13.23) as

Pe
qxðrÞ ¼ qp

xðrÞrc ð13:26aÞ

Me
xðrÞ ¼

1
2

rc �J p
xðrÞ ð13:26bÞ

Q
e
xðrÞ ¼ �

1
ix
½J p

xðrÞrc þ rcJ
p
xðrÞ� : ð13:26cÞ

These effective source densities have the same fundamental eib�r variation as qp
xðrÞ

and J p
xðrÞ. Observe that Q

e
xðrÞ and Q

eðb;xÞ are symmetric dyadics. Equations
(13.23) are generalizations of similar expressions in the ‘‘scaling homogenization
theory’’ of [14].

With Jp in (13.22) inserted into (13.11b), we can define a total generalized
electric polarization density as

Peðb;xÞ 	 Pe
qðb;xÞ þ ib �Qeðb;xÞ=2 ð13:27Þ

as well as a generalized electric displacement vector D and a magnetic field vector
H as

Dðb;xÞ 	 �0Eðb;xÞ þ Peðb;xÞ ð13:28aÞ

Hðb;xÞ 	 Bðb;xÞ=l0 �Meðb;xÞ �Mðb;xÞ : ð13:28bÞ

Then the spectral Maxwellian equations in (13.11) for the fundamental Floquet
mode of the array can be written as

ib� Eðb;xÞ � ixBðb;xÞ ¼ 0 ð13:29aÞ

ib�Hðb;xÞ þ ixDðb;xÞ ¼ Jaðb;xÞ: ð13:29bÞ

To obtain this traditional form of the macroscopic Maxwell’s equations in (13.29)
for these ‘‘electric current’’ polarizable inclusions satisfying the microscopic
equations in (13.4) with ðEx;BxÞ as the primary fields, we have had to choose
ðE;BÞ as the primary macroscopic fields (obtained from the generalized average,
as in (13.15), of the corresponding microscopic fields) and ðD;HÞ as the secondary
fields defined in (13.28) in terms of the macroscopic primary fields and the
macroscopic polarization densities in (13.23).

The fundamental definitions of the generalized macroscopic polarization den-
sities in (13.23) in terms of integrals over the microscopic sources at a fixed b is

(Footnote 10 continued)
(13.23) become ordinary averages. Moreover, the electric quadrupole term in (13.25) and the
magnetic dipole integral term in (13.24) cancel when they are inserted into the electric quad-
rupole and magnetic dipole contributions in (13.22).
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what ensures the causality of these polarizations and that of their associated
constitutive parameters. These causal integral definitions distinguish themselves
from the spherical multipole definitions of polarization in terms of external fields
(as in the Mie series), which exhibit an inherent noncausality generated by the
finite size of the inclusions [28]. Only as the size of the inclusions become
infinitesimal do the integral and spherical multipole definitions yield the same
macroscopic polarizations.

The total Floquet-mode equivalent electric current

Jtotðb;xÞ ¼ Jpðb;xÞ þ ib�Mðb;xÞ
¼ �ixPe

qðb;xÞ þ xb �Qeðb;xÞ=2þ ib� Meðb;xÞ þMðb;xÞ½ �
ð13:30Þ

is equal to the Landau–Lifshitz single-polarization vector �ixPLðb;xÞ [5,
Chap. 12; 18] mentioned in the Introduction; that is

Jtotðb;xÞ ¼ �ixPLðb;xÞ : ð13:31Þ

The Eqs. (13.28–13.29) are noteworthy, not only because they are Maxwellian
equations for the fundamental Floquet modes of 3D arrays of lossy or lossless
polarizable inclusions, but also because they involve no generalized multipole
moments of higher order than the generalized electric quadrupole moment con-
tained in (13.27) as part of the total generalized electric polarization density
Peðb;xÞ. Moreover, the fields E and D involve only electric type quantities and
the fields B and H involve only magnetic type quantities.

The generalized electric-quadrupole polarization in (13.27) is grouped with the
generalized electric-dipole polarization rather than the generalized magnetic-
dipole polarization because an expansion of the generalized electric-dipole
polarization in (13.23a) as b! 0 produces a term equal to �ib �Qe

; see (13.34)
below. Combining the electric dipole and quadrupole moments into a single
electric polarization allows a single bulk permittivity dyadic � in Sect. 13.3 to
characterize the electric properties of the array. However, this bulk permittivity
dyadic does not reveal how much of the macroscopic polarization is contributed
individually by the generalized electric-dipole polarization Pe

q and the electric-

quadrupole polarization Q
e
. If desirable, it is a simple matter to separate the

contributions from Pe
q and ib �Qe

/2 to the bulk permittivity dyadic � and thus to
determine separate generalized electric-dipole and electric-quadrupole dyadic
susceptibilities.

The value of the generalized macroscopic polarizations in (13.23) and the
constitutive parameters (defined in Sect. 13.3) depend on the position of the
inclusion within the unit cell of integration, or, more precisely, on the position of
the origin of the vector rc with respect to the inclusion [25]. However, the value of
the total macroscopic equivalent electric current Jtotðb;xÞ in (13.30), obtained by
adding the macroscopic polarization currents, is independent of the position of the
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inclusions within the unit cell, and thus the primary macroscopic fields Eðb;xÞ
and Bðb;xÞ are uniquely defined.

13.2.1 Definition of an Electromagnetic Continuum11

The foregoing development of the macroscopic equations for the fundamental
Floquet modes on 3D arrays provides a convenient set of equations for defining an
electromagnetic ‘‘continuum.’’ An array of electrically isolated inclusions can be
treated as an electromagnetic ‘‘continuum’’ if two conditions are satisfied:

(1) jbdj is small enough (generally jbdj 
 1)12 that the ordinary averages (that
is, averages without the e�ib�r weighting factor) of the microscopic fields and
sources over the unit cell approximately equal the fields and sources of the fun-
damental Floquet mode; for example, for the electric field in (13.8)

1
d3

Z

Vc

ExðrÞd3r ¼ 1
d3

Z

Vc

eib�r
Xþð1;1;1Þ

ðl;m;nÞ¼�ð1;1;1Þ
Elmnðb;xÞeiblmn�r

2
4

3
5d3r � Eðb;xÞeib�r0

ð13:32Þ

where r0 is the center of the unit cell, and similarly for the microscopic magnetic

field, BxðrÞ, and the microscopic sources, Pe
qxðrÞ, Me

xðrÞ, MxðrÞ, and Q
e
xðrÞ.

(2) jk0dj ¼ jxd=cj is small enough (generally jk0dj 
 1; see Footnote 12) that the
wave numbers beigðxÞ of the ‘‘propagating’’ source-free eigenmodes of the array
(that would be excited by discontinuities or terminations of the array) satisfy the
requirement of condition (1) of small enough jbeigdj that the fundamental Floquet
modes dominate. This second continuum condition implies that the quasi-static fields
of the electrically separated inclusions dominate over the length of several or more
unit cells. On lossy arrays, the beig of the propagating eigenmodes can be complex
with small imaginary parts for small values of jk0dj without destroying the
continuum nature of the array. In addition, even for small values of jk0dj, there may
be ‘‘evanescent’’ complex eigenmodes on lossy and lossless arrays with
jImðbeigdÞj[ 1 (see, for example, [27, Part 2, Fig. 10c]). However, these evanescent
waves are irrelevant for defining a continuum because they decay to a negligible
value in ‘‘transition layers’’ a small fraction of a wavelength from discontinuities or
termination surfaces of an array (see Sect. 13.2.1.1 on boundary conditions).

11 Sections 13.2.1–13.2.1.1 are not essential to the development in the rest of the chapter.
12 This criterion of ‘‘
1’’ can sometimes be relaxed to ‘‘\1’’ [8], and in the special case of
homogeneous inclusion material that occupies nearly the entire volume of the unit cell, the
criterion can be relaxed to values greater than 1. Although such a nominally periodic array can
be considered a continuum over spatial and frequency bandwidths, jbdj and jk0dj, greater than
1, it is a relatively uninteresting case that we shall ignore in the discussion of continua and their
boundary conditions in this section and the following Sect. 13.2.1.1.
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If the above conditions (1) and (2) are met, ordinary averages over electrically
small (quasi-static) macroscopic volumes DV within the array, but outside any
transition layers of discontinuities or terminations of the array, and containing
many inclusions (such that the surfaces of the macroscopic volumes do not
intersect the inclusions) will produce physically meaningful averages at each value
of b and x satisfying the small jbdj and small jk0dj criteria of conditions (1) and
(2). Specifically, we can write

Eaveðr; tÞ � Eðb;xÞeiðb�r�xtÞ ð13:33aÞ

Baveðr; tÞ � Bðb;xÞeiðb�r�xtÞ ð13:33bÞ

Pe
q;aveðr; tÞ � Pe

qðb;xÞeiðb�r�xtÞ ð13:33cÞ

Me
aveðr; tÞ þMaveðr; tÞ � ½Meðb;xÞ þMðb;xÞ�eiðb�r�xtÞ ð13:33dÞ

Q
e
aveðr; tÞ � Q

eðb;xÞeiðb�r�xtÞ ð13:33eÞ

and from (13.27)

Pe
aveðr; tÞ � Peðb;xÞeiðb�r�xtÞ ¼ ½Pe

qðb;xÞ þ ib �Qeðb;xÞ=2�eiðb�r�xtÞ ð13:33fÞ

that is, the ordinary macroscopic-volume averages at each b and x within the
small spatial and temporal bandwidths defining the continuum are given approx-
imately by the fundamental Floquet mode. The constitutive parameters of a con-
tinuum, in particular the permittivity and permeability dyadics defined in
Sect. 13.3, can be spatially dispersive (as well as temporally dispersive) and even
strongly spatially dispersive near inclusion resonances [5, Sects. 103–106].

Next, with the help of the polarizations defined in (13.23), we will show that the
continuum can be characterized by ordinary multipole moments with ordinary
electric-dipole, magnetic-dipole, and electric-quadrupole moments dominating at
sufficiently small values of jbdj. Consider the integrations in (13.23) over the unit
cell in which the coordinate-system origin of the position vector r is located, and
then let rc ¼ r. With jbdj sufficiently \1, the approximation e�ib�r � 1� ib � r
holds for this unit cell and, thus, to first order in jbdj (13.23) yields

Pe
qðb;xÞ ¼ Pe

0ðb;xÞ � ib �Qe
0ðb;xÞ þ Oðjbdj2Þ ð13:34aÞ

so that

Peðb;xÞ ¼ Pe
qðb;xÞ þ ib �Qeðb;xÞ=2 ¼ Pe

0ðb;xÞ � ib �Qe
0ðb;xÞ=2þ Oðjbdj2Þ

ð13:34bÞ

and

Meðb;xÞ þMðb;xÞ ¼Me
0ðb;xÞ þM0ðb;xÞ þ OðjbdjÞ ð13:34cÞ
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where the ordinary (continuum) electric and magnetic dipole-moment densities,
and the ordinary electric quadrupole-moment density in the unit cell containing the
origin of the position vector r are given by

Pe
0ðb;xÞ ¼

1
d3

Z

Vc

qp
xðrÞrd3r ¼ 1

d3

Z

Vc

qxðrÞrþPxðrÞ½ �d3r ð13:35aÞ

Me
0ðb;xÞ ¼

1
2d3

Z

Vc

r�J p
xðrÞd3r; M0ðb;xÞ ¼

1

d3

Z

Vc

MxðrÞd3r ð13:35bÞ

Q
e
0ðb;xÞ ¼ �

1
ixd3

Z

Vc

½J p
xðrÞrþ rJ p

xðrÞ�d3r ¼ 1

d3

Z

Vc

qp
xðrÞrrd3r ð13:35cÞ

with the second equality in (13.35a) proven with the help of the identityR
Vc
ðr �PxÞrd3r ¼ �

R
Vc
Pxd3r, and the second equality in (13.35c) for the

ordinary electric quadrupole-moment density proven in several textbooks such as
[29, pp. 82–83]. Using the results in (13.34), the average polarization densities in
(13.33f) and (13.33d) can be expressed in terms of the ordinary average electric,
magnetic, and electric quadrupolar moments of the continuum; specifically

Pe
aveðr; tÞ � ½Pe

0ðb;xÞ � ib �Qe
0ðb;xÞ=2�eiðb�r�xtÞ

¼ Pe
0aveðr; tÞ � ib �Qe

0aveðr; tÞ=2
ð13:36aÞ

Me
aveðr; tÞ þMaveðr; tÞ � ½Me

0ðb;xÞ þM0ðb;xÞ�eiðb�r�xtÞ

¼Me
0aveðr; tÞ þM0aveðr; tÞ

ð13:36bÞ

Multiplying Eqs. (13.28–13.29) by eiðb�r�xtÞ, then inserting the expressions in
(13.33–13.36) for the fields and polarization densities into these equations, and
lastly taking the four-fold ðb;xÞ Fourier transform shows that to first order in jbdj
the macroscopic fields of the continuum array satisfy the following Maxwell
macroscopic space-time continuum equations

r� Eaveðr; tÞ þ
oBaveðr; tÞ

ot
¼ 0 ð13:37aÞ

r �Haveðr; tÞ �
oDaveðr; tÞ

ot
¼ J aðr; tÞ ð13:37bÞ

r �Baveðr; tÞ ¼ 0 ð13:37cÞ

r �Daveðr; tÞ ¼ qaðr; tÞ ð13:37dÞ

with
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Daveðr; tÞ � �0Eaveðr; tÞ þPe
0aveðr; tÞ �

1
2
r �Qe

0aveðr; tÞ ð13:38aÞ

Haveðr; tÞ � Baveðr; tÞ=l0 �Me
0aveðr; tÞ �M0aveðr; tÞ ð13:38bÞ

for J aðr; tÞ (see (13.10a)) within the spatial and temporal bandwidths (Db and
Dx) of the largest sufficiently small jbdj and jk0dj for the approximations in
(13.32–13.33) to hold and all multipole polarization densities of higher order than

Pe
0aveðr; tÞ, Me

0aveðr; tÞ þM0aveðr; tÞ, and Q
e
0aveðr; tÞ (the ordinary electric-

dipole, magnetic-dipole, and electric-quadrupole space-time polarization densities)
to be negligible, where from (13.33) we have

Eaveðr; tÞ ¼
ZþDx

�Dx

ZþDbz

�Dbz

ZþDby

�Dby

ZþDbx

�Dbx

Eðb;xÞeiðb�r�xtÞd3bdx ð13:39Þ

and similarly for the other space-time averages. If the multipole polarization
densities of higher order than Pe

0aveðr; tÞ, Me
0aveðr; tÞ þM0aveðr; tÞ, and

Q
e
0aveðr; tÞ are not all negligible over the continuum bandwidths (Db and Dx), then

the integrals in (13.23) could be further expanded as in (13.34) beyond the first-
order jbdj terms, similarly to what is done in [23], to obtain ordinary multipole
densities in (13.38) of higher order than the dipolar and electric quadrupolar
polarization densities. In other words, one retains only the multipole moments of
the induced sources that contribute significantly to the E-electric and B-magnetic
primary fields with their continuum bandwidths Db and Dx. Furthermore, if
desirable, the individual contributions from each of these multipole polarizations
to the macroscopic permittivity �ðb;xÞ and permeability lttðb;xÞ defined in
Sect. 13.3 can be used to determine separate multipole susceptibilities for small
jbdj and all temporal frequencies x. These multipole susceptibilities at each fixed
value of b, unlike the conventional multipole susceptibilities that are functions of
x only, will be causal functions of x by the same arguments used in Sect. 13.4.4.
Fortunately, as explained next, multipole moments higher order than dipoles (or
sometimes, electric quadrupoles) are seldom required within the continuum
bandwidths.

With the expressions in (13.34–13.35) substituted into (13.30), the total current
is given to first order in b as

Jtotðb;xÞ ¼
� ixPe

0ðb;xÞ � xb �Qe
0ðb;xÞ=2þ ib� Me

0ðb;xÞ þM0ðb;xÞ
� �

þ Oðjbdj2Þ :
ð13:40Þ

Because the microscopic current and charge densities, J p
xðrÞ and qp

xðrÞ, induced
on polarizable or perfectly conducting inclusions are absolutely integrable (so that
all the multipole-moment densities are finite), we see from (13.34a) that for jbdj
small enough the electric quadrupole-moment density contributes negligibly to the
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electric polarization and both the electric and magnetic polarizations in (13.28)
become equal to the ordinary electric and magnetic dipole moments per unit-cell
volume. Higher order multipole moments do not have to be taken into account in
order to determine the macroscopic permittivity for jbdj sufficiently small (unless
the electric dipole polarization Pe

0ðb;xÞ is negligible for jbdj less than some finite
value).

However, both the electric quadrupole-moment density and magnetic dipole-
moment density contribute to order b in (13.40) as b! 0 and thus generally both
have to be taken into account (at higher temporal frequencies x) in determining
the macroscopic permeability as b! 0 [25, 30, p. 61]. However, as b! 0, the
permeability does not explicitly reveal the contribution to the fields from the
electric-quadrupole polarization for an applied magnetic field; see Problem 2 in
Sect. 13.5.1. Nonetheless, for jk0dj ¼ jxd=cj sufficiently small, we see from
(13.40) that the contribution of the electric quadrupole-moment density becomes
negligible compared to that of a nonzero magnetic dipole-moment density. (Even
though B ¼ b� E=x! 0 in (13.29a) as b=x! 0, the value of the permeability
remains finite as b=x! 0; see Footnote 6, and the examples in Sect. 13.5.)

In summary, as both jbdj and jk0dj become small, the enforced and free-space
wavelengths become much larger than the separation distance d between the
inclusions, and the anisotropic formulation for the fundamental Floquet mode
approaches that of an anisotropic continuum with ordinary electric-dipole, mag-
netic-dipole, and electric quadrupole polarization densities. In addition, we have
shown that a metamaterial array with inclusions having nonzero electric and/or
magnetic dipole moments at low spatial and temporal frequencies (that is, for jbdj
and jk0dj sufficiently small) can be represented by an anisotropic dipolar con-
tinuum with negligible higher-order multipole-moment densities. Since most
molecules can be modeled by polarizable or perfectly conducting inclusions, this
result also holds for most natural materials with electrically isolated molecules at
sufficiently low spatial and temporal frequencies [31, p. 111]. The fields of the
dipolar continuum satisfy the space-time Maxwellian equations in (13.37–13.38)

with the electric quadrupole density Q
e
0aveðr; tÞ ¼ 0.

If the induced macroscopic sources of the continuum are electric and magnetic
dipole moments with negligible higher-order multipole moments, then the changes
in the electric and magnetic fields at a point in a cavity produced by removal of the
inclusions inside a specified shaped electrically small macroscopic volume con-
taining many inclusions (holding fixed the induced microscopic sources on the
remaining inclusions) will be given approximately by the depolarizing dyadic for
that point and shaped macroscopic volume [1, Chap. 2; 26, Sect. 3.28; 32, Articles
60, 395–400; 33]. This result can be demonstrated most easily in the frequency (x)
domain for an approximately spherical macroscopic volume by averaging the
quasi-static fields of the dipolar inclusions contained inside the removed spherical
volume over that spherical volume (centered at r) to obtain the depolarizing
E-electric and B-magnetic fields equal to Pe

0aveðr;xÞ=ð3�0Þ and �2l0½Me
0ave

ðr;xÞ þM0aveðr;xÞ�=3, respectively [34, Eqs. (4.18) and (5.62)—the l0
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in Eq. (5.63) should be 4p]. The applicability of the same form of Maxwell’s
equations to both hypothetical dipolar continuous media and actual material
composed of ensembles of discrete dipolar inclusions or molecules for jbdj and
jk0dj sufficiently \1 is one of the remarkable fundamental results of classical
electromagnetic theory.

Before leaving this section, we note that the continuum criterion for the average
fields of the array to be well approximated by the fundamental Floquet mode does
not imply that the power flow in the higher-order modes of the array continuum
must be negligible compared to the power flow in the fundamental Floquet mode
(especially if there is strong spatial dispersion) [35, 36].

13.2.1.1 Boundary Conditions for Electric Quadrupolar Continua

The Maxwellian macroscopic space-time continuum equations in (13.37–13.38)
hold for applied current excitations with spatial and temporal bandwidths (Db and
Dx) determined by small enough jbdj and jk0dj, respectively, for the approxi-
mations in (13.32–13.36) to be sufficiently accurate that ordinary macroscopic
averaging applies over macroscopic volumes DV containing many inclusions.
These Eqs. (13.37–13.38) were derived for infinite periodic arrays of separated
inclusions with small enough jbdj and jk0dj that all multipole-moment polarization
densities of higher order than ordinary dipolar and electric quadrupolar polariza-
tion densities are negligible. In this subsection, we want to terminate the infinite
array in a surface S that is effectively planar in the sense that any subsurface Sp of S
extending a distance less than several lattice distances d is approximately planar.
The surface S is assumed to be an interface between the array and free space or
another array and we want to determine the boundary conditions across this
interface.

The termination of the array(s) by the surface S introduces strong spatial
variations of the fields and induced sources in the vicinity of S that invalidates the
approximations in (13.32) and (13.33). Although averages of the microscopic
fields and induced sources can still be performed using macroscopic volumes DV
throughout all space, the resulting macroscopic fields will not generally satisfy
(13.37–13.38) in a transition layer [37, p. 271] containing the interface surface S.
For the original infinite continuum arrays characterized by jDbdj 
 1 and
jDk0dj ¼ jDxd=cj 
 1, the thickness d of the transition layer is much smaller than
the free-space and 2p=jbj wavelengths; see discussion of evanescent eigenmodes
in the previous section. The effect of this transition layer can be represented in Eq.
(13.37) by additional transition-layer electric and magnetic current and charge
densities on the right-hand sides of the Eq. (13.37). For example, (13.37a) and
(13.37b) become

r� Eaveðr; tÞ þ
oBaveðr; tÞ

ot
¼ �Kdðr; tÞ ð13:41aÞ
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r�Haveðr; tÞ �
oDaveðr; tÞ

ot
¼ J aðr; tÞ þJdðr; tÞ ð13:41bÞ

where Jdðr; tÞ and Kdðr; tÞ are transition-layer macroscopic electric and magnetic
current densities, respectively, that are zero everywhere except within the transi-
tion layer of thickness d. These equations in (13.41), along with the constitutive
equations in (13.38), now hold throughout all space. The two divergence equations
associated with (13.41) can be obtained by taking the divergence of the equations
in (13.41). Note from (13.38a) that Pe

aveðr; tÞ effectively contains a delta function
across the thin transition layer if the electric quadrupole density is not negligible
and differs in value on either side of the transition layer; specifically

Pe
aveðr; tÞ ¼ Pe

0aveðr; tÞ �
1
2
r �Qe

0aveðr; tÞ

¼ Pe
0aveðr; tÞ �

1
2

�
r �Qe

0aveðr; tÞ
�

dfr
� 1

2
n̂ � ðQe2

0ave �Q
e1
0aveÞdðnÞ

ð13:42Þ

in which n̂ is the unit normal to the surface S pointing from the side ‘‘1’’ to side
‘‘2’’ of the transition layer, and dðnÞ is the delta function in the normal coordinate
n. The subscript ‘‘dfr’’ means ‘‘delta function removed’’ from the divergence of the

electric quadrupole dyadic, so that
�
r �Qe

0aveðr; tÞ
�

dfr
can be discontinuous but

otherwise nonsingular across the thin transition layer. We are assuming that there
are no effective delta functions in the macroscopic dipolar and electric quadrupolar

polarization densities, Pe
0aveðr; tÞ, Me

0aveðr; tÞ þM0aveðr; tÞ, and Q
e
0aveðr; tÞ,

represented by Jdðr; tÞ and Kdðr; tÞ within the thin transition layer.13

Boundary conditions on the tangential components of the macroscopic Eave and
Have fields and on the normal components of the macroscopic Dave and Bave fields
across the transition layer can be determined by applying the integral forms of
(13.41) and the corresponding divergence equations to thin rectangular closed
curves and closed surfaces (pillboxes) with their long dimensions of length ‘ on
either side of the transition layer so that their short sides are of width d
 ‘ (taking

into account the effective delta functions in r �Qe
0ave across the transition layer).

Although ‘� d, it is assumed that ‘ is short enough that the macroscopic fields
and sources along the length of ‘ do not change appreciably. This determination of
boundary conditions for the equations in (13.41) with the constitutive relations in

13 Delta functions dðnÞ and their derivatives in the polarizations as represented by Jdðr; tÞ and
Kdðr; tÞ may exist if these polarizations are proportional to unusually high spatial derivatives of
the fields, that is, if they display strong enough spatial dispersion. In that case, the boundary
conditions in (13.43) may have to be modified. However, significant polarization proportional
to unusually high spatial derivatives of the fields generally indicates the presence of higher-
order multipoles. For example, Pe

0ave proportional to the second spatial derivative of Eave

would indicate the presence of magnetic dipoles or electric quadrupoles. Similarly, Me
0ave or

Q
e
0ave proportional to the second or third spatial derivatives of Bave or Eave respectively, would

indicate the presence of octopoles.
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(13.38) and (13.42) has been done in [38] but without the transition current den-
sities, Jdðr; tÞ and Kdðr; tÞ. However, the additional integrals over Jdðr; tÞ and
Kdðr; tÞ become insignificant for d sufficiently small, or equivalently, for jDbdj
and jDk0dj sufficiently small, provided, as discussed in Footnote 13, that Jdðr; tÞ
and Kdðr; tÞ do not contain delta functions in the polarization densities. Thus, we
can apply the boundary conditions derived in [38]14 with the surface polarization

Pd in [38] replaced by �n̂ � ðQe2
0ave �Q

e1
0aveÞ=2 given in (13.42), to get

E2s
ave � E1s

ave �
1

2�0
rs n̂ � ðQe2

0ave �Q
e1
0aveÞ � n̂

h i
ð13:43aÞ

H2s
ave �H1s

ave �
1
2

n̂� oðn̂ �Qe2
0aveÞ

s=ot � oðn̂ �Qe1
0aveÞ

s=ot
h i

ð13:43bÞ

D2n
ave �D1n

ave �
1
2
rs � ðn̂ �Q

e2
0aveÞ

s � ðn̂ �Qe1
0aveÞ

s
h i

ð13:43cÞ

B2n
ave � B1n

ave � 0 ð13:43dÞ

where the superscripts ‘‘s’’ and ‘‘n’’ refer to vector components tangential and

normal to the surface S, respectively, and we note that Q
e
0aveðr; tÞ is a symmetric

dyadic because Q
e
0ðb;xÞ is a symmetric dyadic. These boundary conditions show

that the change in electric quadrupole density across the thin transition layer
produces discontinuities in the tangential components of Eave and Have and in the
normal component of Dave. They agree with the boundary conditions of Raab and
De Lange [25, Eqs. (6.69–6.74)] if a term ��1

0 oQzz=oz=2 is added to the right-hand
side of [25, Eq. (6.71)]. In a private communication, Raab and De Lange have
confirmed the necessity of this added term. Our expressions in (13.43) have also
been confirmed in an unpublished independent derivation by M.G. Silveirinha
using transverse averaging and assuming no delta-function contributions, as dis-
cussed in Footnote 13, from the effective polarizations in the transition layer [39].
In [38] we also prove that En

ave has a delta function in the transition layer equal to

n̂ � ðQ2
0ave �Q

1
0aveÞ � n̂dðnÞ=ð2�0Þ .

The results of several analyses and simulations of periodic arrays, for example
those in [39–41], indicate that the effect of the boundary layer becomes negligible
for spatial and temporal bandwidths, jDbdj and jDk0dj, less than about 0:1. Thus,
one would also expect that the boundary conditions in (13.43) are reliable
approximations for jDbdj and jDk0dj less than about 0:1. If, as discussed in the
previous section, these spatial and temporal bandwidths are small enough for the
electric quadrupole density to be negligible compared to the dipolar polarization
densities, then the electric quadrupole terms in (13.43) can be neglected and
(13.43) predicts the usual continuity of the tangential Eave and Have fields and the

14 The field symbols on the left-hand sides of Eqs. (13), (15), and (16) in [38] should be boldface,
and the r symbol one line below Eq. (12) of [38] should be rs.
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normal Dave field (as well as the normal Bave field) across the thin transition layer.
Lastly, we mention the need for more analysis and simulations to investigate the
possibility of additional delta functions, as discussed in Footnote 13, in the
polarizations of more strongly spatially dispersive arrays and to determine addi-
tional boundary conditions (ABCs) for these arrays [13, 18].

13.3 Anisotropic Constitutive Relations

To formulate an anisotropic description of the fundamental Floquet modes on 3D
periodic arrays, we note that for linear inclusion material all the field vectors in
(13.29) are linearly related to the applied electric current vector Jaðb;xÞ and, thus,
we can express D and E as

Dðb;xÞ ¼ dðb;xÞ � Jaðb;xÞ ð13:44aÞ

Eðb;xÞ ¼ eðb;xÞ � Jaðb;xÞ : ð13:44bÞ

The linear relationship in (13.44b) can be inverted to give Jaðb;xÞ in terms of
Eðb;xÞ as

Jaðb;xÞ ¼ e�1ðb;xÞ � Eðb;xÞ : ð13:44cÞ

Substitution of Jaðb;xÞ from (13.44c) into (13.44a) yields the desired anisotropic
electric constitutive relation

Dðb;xÞ ¼ �eðb;xÞ � Eðb;xÞ ð13:45Þ

with the permittivity dyadic �eðb;xÞ.
It is somewhat more involved to obtain a viable constitutive relation between

the secondary magnetic field H and the primary magnetic field B because (13.29a)
shows that the longitudinal (parallel to the propagation vector b) component of B
is zero (b � B ¼ 0); that is, denoting longitudinal components by the subscript ‘‘l’’,
we have Bl ¼ l0ðHl þMe

l þMlÞ ¼ 0, and H cannot be expressed in terms of only
the two independent components of B ¼ Bt where the subscript ‘‘t’’ denotes
components transverse to the propagation vector b. In other words, we can express
H and B in terms of Ja as

Hðb;xÞ ¼ hðb;xÞ � Jaðb;xÞ ð13:46aÞ

Bðb;xÞ ¼ bðb;xÞ � Jaðb;xÞ ð13:46bÞ

but H in (13.46a) cannot generally be expressed in terms of B by substituting Ja

from (13.46b) because (13.46b) cannot be inverted to get the three linearly
independent components of Ja in terms of the two linearly independent compo-
nents of B. Nonetheless, it is permissible to linearly relate H to any three
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independent components of the primary fields. In particular, choosing ðB;ElÞ as
these three primary components, the H ¼ Ht þHl field can be expressed as

Hlðb;xÞ ¼ �Me
l ðb;xÞ �Mlðb;xÞ ð13:47Þ

Htðb;xÞ ¼ l�1
tt ðb;xÞ � Bðb;xÞ þ mtlðb;xÞ � Elðb;xÞ ð13:48Þ

where lttðb;xÞ is a transverse permeability dyadic and mtlðb;xÞ is a magneto-
electric dyadic. In a rectangular ðx; y; zÞ coordinate system with b aligned with one
of the axes, lttðb;xÞ and its inverse l�1

tt ðb;xÞ are 2� 2 dyadics and mtlðb;xÞ is a
2� 1 dyadic. (For b in directions other than either the x, y, or z direction, the
dyadic lttðb;xÞ has nine elements but only four are independent because
b � lttðb;xÞ ¼ lttðb;xÞ � b ¼ 0, which gives six homogeneous equations from
which five of the elements can be written in terms of the other four elements.)

We could also express Hl in (13.47) as l�1
lt � Bþ mll � El, then solve for El to

eliminate El from (13.48), and finally solve for B in (13.48) in terms of H to get
Bðb;xÞ ¼ lhðb;xÞ �Hðb;xÞ. However, the inverse of lhðb;xÞ does not exist
(because H has three linearly independent components and B only two) and thus it
proves advantageous to work with l�1

tt ðb;xÞ in (13.48). The magnetic constitutive
parameters (l�1

tt ; mtl) have a total of six independent elements, the same number of
independent elements as a single 2� 3 dyadic. In Eqs. (13.49–13.51a) below, the
magnetoelectric dyadic in (13.48) is assimilated into the permittivity dyadic to
maintain a purely anisotropic representation of the array.

With the constitutive relations inserted from (13.45) and (13.48) into (13.29),
the fundamental Floquet-mode equations in (13.29) can be recast in the form of the
traditional Maxwellian macroscopic equations in an anisotropic medium with
primary fields Eðb;xÞ and Bðb;xÞ, namely

ib� Eðb;xÞ � ixBðb;xÞ ¼ 0 ð13:49aÞ

ib� l�1
tt ðb;xÞ � Bðb;xÞ þ ix�ðb;xÞ � Eðb;xÞ ¼ Jaðb;xÞ ð13:49bÞ

where

� 	 �e þ b� mtl=x ð13:50Þ

defines an effective displacement vector

Deff ¼ � � E ¼ �0Eþ Pe þ b� mtl � El=x ¼ Dþ b� mtl � E=x ð13:51aÞ

and we can define an effective transverse H-field as

Heff
t ¼ l�1

tt � B ¼ B=l0 �Me
t �Mt � mtl � El ¼ Ht � mtl � El ð13:51bÞ

with Heff ¼ Heff
t �Me

l �Ml. Note that, as b=x! 0, the values of the effective
displacement vector Deff and permittivity dyadic � become equal to their tradi-
tional values (that is, Deff ¼ D and � ¼ �e). Also, for nonbianisotropic inclusions,
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mtlðb;xÞ becomes negligible at low spatial or temporal frequencies (approaching
zero as b! 0 or x! 0; see Footnote 6) and Heff ¼ H.

As b! 0, it is emphasized that the elements of a transverse dyadic, in par-
ticular, the transverse permeability dyadic ltt (or l�1

tt ), in an ðx; y; zÞ coordinate
system fixed in the array, unlike the elements of a complete dyadic such as the
permittivity dyadic � (or �e) as b! 0, are functions of the direction of b.
Nonetheless, as we explain next, for b! 0 the transverse dyadic ltt can be used to
determine a complete permeability dyadic lb that relates a Bb field with three
linearly independent components to a corresponding Hb field.

Consider for the moment the array excited by both applied plane-wave mag-
netic and electric current densities such that three linearly independent compo-
nents of the primary fields Eb and Bb are generated. The three components of Hb

can be bianisotropically related to the three components of the Eb and Bb fields by
a complete permeability dyadic l�1

b and a complete magnetoelectric dyadic mb;
that is

Hbðb;xÞ ¼ l�1
b ðb;xÞ � Bbðb;xÞ þ mbðb;xÞ � Ebðb;xÞ : ð13:52Þ

[Note that for b! 0, applied magnetic currents can be avoided altogether by
assuming that electric current sources at infinity illuminate the linear array with
spatially uniform incident E-electric and B-magnetic fields in order to obtain the
complete fields in (13.52)]. The nine-element permeability dyadic lb can be
written in an ðx; y; zÞ coordinate system fixed in the 3D periodic array as

lb ¼
lbxx lbxy lbxz

lbyx lbyy lbyz

lbzx lbzy lbzz

2
64

3
75 : ð13:53Þ

Setting the applied magnetic current equal to zero, leaving just the applied
electric current Jaeib�r, we have Eb ¼ E, Bb ¼ B ¼ Bt and Hb ¼ H so that the
transverse part of (13.52) becomes

Ht ¼ l�1
btt � Bþ mb � Eð Þt ð13:54aÞ

or because Et ¼ �xb� B=jbj2 ¼ �xb � B=jbj2; see (13.75)

Ht ¼ l�1
btt � xmbtt � b=jbj2

h i
� Bþ mbtl � El : ð13:54bÞ

Comparing (13.54b) with (13.48), we see that

l�1
btt � xmbtt � b=jbj2 ¼ l�1

tt ð13:55aÞ

mbtl ¼ mtl : ð13:55bÞ

The bianisotropic term xmbtt=jbj in (13.55a) is negligible at the lower frequencies
x as b=x! 0 if the inclusion material does not exhibit bianisotropy; see Footnote

420 A. D. Yaghjian et al.



6. At higher frequencies x, the lattice bianisotropy mentioned in Footnote 6 and
which is OðbÞ as b! 0 can give a finite value to xmbtt=jbj as b! 0. This finite
value can be incorporated into lbttðb! 0;xÞ in (13.55a) and is of little conse-
quence because it approaches zero at the lower frequencies x where the array
behaves as a continuum. Thus, for nonbianisotropic inclusions at lower values of x
and b! 0, (13.55a) reduces to

l�1
btt ðb! 0;xÞ ¼ l�1

tt ðb! 0;xÞ ð13:56aÞ

or

lbttðb! 0;xÞ ¼ lttðb! 0;xÞ : ð13:56bÞ

If we choose the propagation vector b in the ẑ direction, the transverse per-
meability dyadic ltt can be written as a 2� 2 matrix

lttðbz;xÞ ¼
lxxðbz;xÞ lxyðbz;xÞ
lyxðbz;xÞ lyyðbz;xÞ

" #
: ð13:57aÞ

Similarly, if we choose the propagation vector b in the x̂ and ŷ directions, we have

lttðbx;xÞ ¼
lyyðbx;xÞ lyzðbx;xÞ
lzyðbx;xÞ lzzðbx;xÞ

" #
ð13:57bÞ

and

lttðby;xÞ ¼
lxxðby;xÞ lxzðby;xÞ
lzxðby;xÞ lzzðby;xÞ

" #
: ð13:57cÞ

Thus, in view of (13.56), we have

lbxxð0;xÞ ¼ lxxðbz;xÞ ¼ lxxðby;xÞ; lbxyð0;xÞ ¼ lxyðbz;xÞ ð13:58aÞ

lbyyð0;xÞ ¼ lyyðbz;xÞ ¼ lyyðbx;xÞ; lbyxð0;xÞ ¼ lyxðbz;xÞ ð13:58bÞ

lbyzð0;xÞ ¼ lyzðbx;xÞ; lbzyð0;xÞ ¼ lzyðbx;xÞ ð13:58cÞ

lbzzð0;xÞ ¼ lzzðbx;xÞ ¼ lzzðby;xÞ ð13:58dÞ

lbzxð0;xÞ ¼ lzxðby;xÞ; lbxzð0;xÞ ¼ lxzðby;xÞ ð13:58eÞ

in which bx ! 0, by ! 0, and bz ! 0. The results in (13.58) reveal that, for
nonbianisotropic inclusions at low values of x, the complete permeability dyadic
lbð0;xÞ of the array, which is independent of the propagation vector b (that is, the
nine elements of lbð0;xÞ do not change with the direction of b in an ðx; y; zÞ
coordinate system fixed in the array), can be expressed in terms of the transverse
propagation-direction dependent permeability dyadic lttðb! 0;xÞ in three
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orthogonal directions (for example, the three principal directions), where lttðb!
0;xÞ is determined by solving the microscopic equations for the macroscopic
fields of the fundamental Floquet-mode of the 3D array. If jk0dj is sufficiently
small (and b! 0), the array behaves as a continuum and the complete dyadic
lbð0;xÞ is the b ¼ 0 continuum permeability dyadic which gives the three-
component continuum Hb field in terms of the three components of the continuum
Bb field by means of the constitutive relationship in (13.52), provided the inclusion
material is not bianisotropic for small jk0dj as b! 0; see Footnote 6. Also, the
permeability often varies by a small amount with b for jbdj 
 1 and then the
relationships in (13.58) hold approximately over the bandwidths of jbdj 
 1 and
jk0dj 
 1.

For the permittivity dyadics, the equations analogous to (13.58) can be used to
determine �bð0;xÞ exactly for all x, even for bianisotropic inclusions, from
�ttðb! 0;xÞ ¼ �ettðb! 0;xÞ (and approximately for jbdj 
 1).

13.4 Reality Conditions, Reciprocity Relations, Passivity
Conditions, and Causality Relations for the Spatially
Dispersive Constitutive Parameters

The definitions of the spatially dispersive macroscopic fields and constitutive
parameters for the fundamental Floquet modes are similar though not identical to
those in a spatially nondispersive continuum. Consequently, we find in this section
that the reality conditions, reciprocity relations, passivity conditions, and causality
relations for the fundamental Floquet modes also differ from their corresponding
spatially nondispersive continuum relationships. Nevertheless, as the spatial and
temporal frequencies, b and x, become sufficiently small for the arrays to
approximate continua, then the reality conditions, reciprocity relations, and pas-
sivity conditions become essentially the same as those of a spatially nondispersive
dipolar continuum.

13.4.1 Reality Conditions

The reality conditions for the fundamental Floquet modes of an array can be
derived by returning to the applied current density in (13.7). Although the space-
time fields and sources associated with (13.4–13.6) are real, we have assumed a
complex plane-wave source in (13.7). Thus, an unstated assumption in (13.7)
is that corresponding to each plane wave there is another plane wave
Jað�b;�xÞe�iðb�r�xtÞ such that

Jaðb;xÞeiðb�r�xtÞ þ Jað�b;�xÞe�iðb�r�xtÞ ð13:59Þ
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is a real valued current-density function of r and t. Since this space-time vector is
real valued, taking the complex conjugate of (13.59) does not change its value. It
follows that

Jað�b;�xÞ ¼ J
aðb;xÞ ð13:60Þ

and similarly for the other fundamental Floquet-mode source and field vectors in
(13.49, 13.51); in particular

Eð�b;�xÞ ¼ E
ðb;xÞ ð13:61aÞ

Bð�b;�xÞ ¼ B
ðb;xÞ ð13:61bÞ

Deffð�b;�xÞ ¼ Deff
ðb;xÞ ð13:61cÞ

Dð�b;�xÞ ¼ D
ðb;xÞ ð13:61dÞ

Hð�b;�xÞ ¼ H
ðb;xÞ : ð13:61eÞ

Also, it follows from (13.61) and the constitutive relations in (13.45), (13.48), and
(13.51a) that

�eð�b;�xÞ ¼ �
eðb;xÞ ð13:62aÞ

�ð�b;�xÞ ¼ �
ðb;xÞ ð13:62bÞ

lttð�b;�xÞ ¼ l
ttðb;xÞ : ð13:62cÞ

The anisotropic constitutive parameters satisfy the same kind of reality relation as
the fields.

13.4.2 Reciprocity Relations

To derive general reciprocity relations for the spatially dispersive constitutive
parameters of the fundamental Floquet modes, begin by rewriting the Maxwell
space-frequency domain equations in (13.4a) and (13.4b) for an array of lossy or
lossless polarizable inclusions with applied electric current density given in (13.7)

r� ExðrÞ � ixBxðrÞ ¼ 0 ð13:63aÞ

1
l0
r� BxðrÞ þ ix�0ExðrÞ �J p

xðrÞ � r �MxðrÞ ¼ Jaðb;xÞeib�r :

ð13:63bÞ

The same equations but with �b replacing b are given by
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r� E�xðrÞ � ixB�xðrÞ ¼ 0 ð13:64aÞ

1
l0
r� B�xðrÞ þ ix�0E

�
xðrÞ �J p�

x ðrÞ � r �M�
xðrÞ ¼ Jað�b;xÞe�ib�r :

ð13:64bÞ

Take the dot product of B�xðrÞ=l0 and E�xðrÞ with (13.63a) and (13.63b),
respectively, and the dot product of BxðrÞ=l0 and ExðrÞ with (13.64a) and
(13.64b), respectively. Then subtract the sum of Eqs. (13.64a) and (13.64b) from
the sum of Eqs. (13.63a) and (13.63b) to get

1
l0
r � ExðrÞ � B�xðrÞ � E�xðrÞ � BxðrÞ
� �

¼ Jaðb;xÞ � E�xðrÞeib�r � Jað�b;xÞ � ExðrÞe�ib�r� �

þ J p
xðrÞ � E�xðrÞ �J p�

x ðrÞ � ExðrÞ
� �

þ r�MxðrÞ � E�xðrÞ � r �M�
xðrÞ � ExðrÞ

� �
ð13:65Þ

or, after applying the divergence of a cross product identity to the terms containing
Mx and using (13.63a) and (13.64a), we have

1
l0
r � ExðrÞ � B�xðrÞ � E�xðrÞ � BxðrÞ

� ��

� ExðrÞ �M�
xðrÞ � E�xðrÞ �MxðrÞ

� ��

¼ Jaðb;xÞ � E�xðrÞeib�r � Jað�b;xÞ � ExðrÞe�ib�r� �

þ J p
xðrÞ � E�xðrÞ �J p�

x ðrÞ � ExðrÞ
� �

þ ix MxðrÞ � B�xðrÞ �M�
xðrÞ � BxðrÞ

� �
:

ð13:66Þ

Each of the x subscripted vectors can be expanded in Floquet modes as given in
(13.8) for the electric field. Inserting these expansions into (13.66), integrating
over a unit cell, and using the divergence theorem to show that the divergence term
is zero, reduces (13.66) to

0 ¼ Jaðb;xÞ � Eð�b;xÞ � Jað�b;xÞ � Eðb;xÞ½ �

þ 1

d3

Z

Vc

J p
xðrÞ � E�xðrÞ �J p�

x ðrÞ � ExðrÞ
� ��

þ ix MxðrÞ �B�xðrÞ �M�
xðrÞ �BxðrÞ

� ��
d3r :

ð13:67Þ

The next step in determining the reciprocity relations for the constitutive
parameters is to prove that the integral in (13.67) is zero for arrays with lossy or
lossless polarizable inclusions made of linear reciprocal material. Assuming a
general linear bianisotropic relationship between [J p

xðrÞ;MxðrÞ] and
[ExðrÞ;BxðrÞ] for the inclusions of the array, one can write
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J p
xðrÞ ¼

Z

Vc

½re
xðr; r0Þ � Exðr0Þ þ rem

x ðr; r0Þ � Bxðr0Þ�d3r0 ð13:68aÞ

MxðrÞ ¼
Z

Vc

½rm
xðr; r0Þ �Bxðr0Þ þ rme

x ðr; r0Þ � Exðr0Þ�d3r0 ð13:68bÞ

and similarly for the �b fields

J p�
x ðrÞ ¼

Z

Vc

½re
xðr; r0Þ � E�xðr0Þ þ rem

x ðr; r0Þ � B�xðr0Þ�d3r0 ð13:69aÞ

M�
xðrÞ ¼

Z

Vc

½rm
xðr; r0Þ � B�xðr0Þ þ rme

x ðr; r0Þ � E�xðr0Þ�d3r0 ð13:69bÞ

in which the integration need cover only the unit cell because of the periodicity of
the fields, and the spatially dispersive microscopic ‘‘conductivity’’ dyadics,
re

xðr; r0Þ, rm
xðr; r0Þ, rem

x ðr; r0Þ, and rme
x ðr; r0Þ, are zero for r or r0 outside the

material of the inclusion. In the case of simply ‘‘conducting’’ inclusions, r e
x ¼ reI,

rm
x ¼ rmI, and rem

x ¼ rme
x ¼ 0, where re and rm are scalar constants.

Insertion of the fields from (13.68–13.69) into the integral of (13.67) yields

1
d3

Z

Vc

J p
xðrÞ � E�xðrÞ �J p�

x ðrÞ � ExðrÞ
� ��

þ ix MxðrÞ � B�xðrÞ �M�
xðrÞ � BxðrÞ

� ��
d3r

¼
Z

Vc

Z

Vc

E�w ðrÞ � r e
xðr; r0Þ � r eT

x ðr0; rÞ
� �

� Exðr0Þ
�

þ B�w ðrÞ � rm
xðr; r0Þ � rmT

x ðr0; rÞ
� �

� Bxðr0Þ
þ E�w ðrÞ � rem

x ðr; r0Þ � rmeT
x ðr0; rÞ

� �
� Bxðr0Þ

þ B�w ðrÞ � rme
x ðr; r0Þ � remT

x ðr0; rÞ
� �

� Exðr0Þ
�

d3rd3r0

ð13:70Þ

where the superscript ‘‘T’’ denotes the transpose of a dyadic. By definition, the
array of linear bianisotropic inclusions is reciprocal if

r e
xðr; r0Þ ¼ r eT

x ðr0; rÞ ð13:71aÞ

rm
xðr; r0Þ ¼ rmT

x ðr0; rÞ ð13:71bÞ

rem
x ðr; r0Þ ¼ rmeT

x ðr0; rÞ ð13:71cÞ

in which case the right-hand side of (13.70) is zero and we have from (13.67) that
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1
d3

Z

Vc

J p
xðrÞ � E�xðrÞ �J p�

x ðrÞ � ExðrÞ
� ��

þ ix MxðrÞ � B�xðrÞ �M�
xðrÞ � BxðrÞ

� ��
d3r

¼ � Jaðb;xÞ � Eð�b;xÞ � Jað�b;xÞ � Eðb;xÞ½ � ¼ 0:

ð13:72Þ

Concentrating on the last equation in (13.72), namely

Jaðb;xÞ � Eð�b;xÞ � Jað�b;xÞ � Eðb;xÞ ¼ 0 ð13:73Þ

insert Jaðb;xÞ and Jað�b;xÞ from (13.49b) into (13.73) and substitute Bðb;xÞ
and Bð�b;xÞ from (13.49a) to obtain

Eð�b;xÞ �
(
�ðb;xÞ þ 1

x2
b � l�1

tt ðb;xÞ � b
� �

� �ð�b;xÞ þ 1
x2

b � l�1
tt ð�b;xÞ � b

� �T
)
� Eðb;xÞ ¼ 0 :

ð13:74Þ

The antisymmetric dyadic b is used to replace b�; that is, b � V ¼ �V � b ¼
b� V ¼ �V� b for any vector V; specifically

b ¼
0 �bz by

bz 0 �bx

�by bx 0

8><
>:

9>=
>;
: ð13:75Þ

The bilinear form in (13.74) has to be zero for all values of Eðb;xÞ and Eð�b;xÞ.
Thus, we find the following reciprocity relation for the anisotropic constitutive
dyadics of 3D arrays of linear, reciprocal bianisotropic lossy or lossless polarizable
inclusions at all real values of ðb;xÞ

�ðb;xÞ þ 1
x2

b � l�1
tt ðb;xÞ � b

� �
¼ �ð�b;xÞ þ 1

x2
b � l�1

tt ð�b;xÞ � b
� �T

:

ð13:76Þ

If we had applied the Landau–Lifshitz single polarization formulation [5, 16–
19] discussed in the Introduction to the fundamental Floquet modes, ixD in
(13.29b) would include �ib� ðMe þMÞ so that H ¼ B=l0 and D ¼ �L � E, where

�Lðb;xÞ ¼ �ðb;xÞ þ
1
x2

b � l�1
tt ðb;xÞ � l�1

0 I
� �

� b : ð13:77Þ

Then we see that (13.76) expresses the single-polarization reciprocity relation [5,
16–19]

�Lðb;xÞ ¼ �T
Lð�b;xÞ ð13:78Þ
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which, except for the �b, has the form of the conventional permittivity reciprocity
relation in spatially nondispersive continuous media [24, p. 403]. Note, however,
that for the fundamental Floquet modal equations, the proof of the reciprocity
relations in (13.76) and (13.78) has required returning to the basic definition of
reciprocity in the microscopic Maxwellian equations describing the material of the
inclusions of the array. Although the Landau–Lifshitz single constitutive dyadic
�Lðb;xÞ for a continuum can be formally expressed as in (13.77) in terms of
effective multipole-moment permittivity and permeability dyadics for the contin-
uum [42], the continuum formulation does not provide microscopic expressions as
in (13.23) needed to determine �ðb;xÞ and lttðb;xÞ.

Letting b! 0 in (13.76) reveals that

�ð0;xÞ ¼ �Tð0;xÞ ð13:79aÞ

or more generally

�ðb;xÞ � �Tð�b;xÞ; jbdj 
 1 : ð13:79bÞ

It does not necessarily follow from (13.76) that the permeability lttðb! 0;xÞ
satisfies the same reciprocity relation as �ð0;xÞ in (13.79). However, for both
jbdj 
 1 and jk0dj 
 1, the permittivity and inverse permeability dyadics are
finite continuous functions of b and x for nonbianisotropic inclusions, and the
inverse permeability varies as x=jbj for bianisotropic inclusions (see Footnote 6).
Thus by varying the ratio of b=x in (13.74), the � and l�1

tt terms have to obey
(13.74) separately to give from the l�1

tt term

l�1
tt ðb;xÞ � l�1T

tt ð�b;xÞ; ðjbdj 
 1; jk0dj 
 1Þ ð13:80aÞ

or

lttðb;xÞ � lT
ttð�b;xÞ; ðjbdj 
 1; jk0dj 
 1Þ ð13:80bÞ

for reciprocal arrays and b=x 6¼ 0 in (13.80a) if the inclusions are bianisotropic at
the low spatial and temporal frequencies. Unlike the complete dyadics, �ð0;xÞ and
lbð0;xÞ, the elements of the transverse dyadic lttðb! 0;xÞ can depend on the
direction of b as b! 0. The complete permeability dyadic lbð0;xÞ is given in
terms of the transverse dyadic lttðb! 0;xÞ in (13.58) except possibly for bian-
isotropic inclusions, which yield a singular l�1

tt ðb;xÞ as b=x! 0; see Footnote 6.
Thus, as explained in the Introduction, a bianisotropic formulation [21, 23] of
metamaterials comprised of bianisotropic inclusions may be more suitable than an
anisotropic formulation especially for small values of b and x.
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13.4.3 Passivity Conditions

Passivity conditions obeyed by the permittivity and permeability constitutive
dyadics of the fundamental Floquet modes of passive (no internal sources of power
within the material of the inclusions) 3D arrays can be found from the expression
for the time-average power supplied by the microscopic electric field ExðrÞ to the
applied electric current density of (13.7) in each unit cell. This time-average power
has to be equal to or less than zero or else average power could be extracted from
the passive array; specifically

1
2

Re
Z

Vc

Jaðb;xÞ � E
xðrÞeib�rd3r� 0 ð13:81Þ

where, as usual, the superscript ‘‘*’’ denotes the complex conjugate. The inequality
in (13.81) holds for lossy inclusion material, while the equality holds for lossless
inclusion material. Insertion of E
xðrÞ from (13.8) re-expresses (13.81) in terms of
the fundamental Floquet modal spectra as

Re Jaðb;xÞ � E
ðb;xÞ½ � � 0 ð13:82Þ

in which the superfluous factor d3=2 has been omitted. (This equation shows that
all the power supplied by the applied electric current density can be expressed in
terms of the fundamental Floquet modal spectra Ja and E. Higher order Floquet
modal spectra are not required.)

With Ja substituted from (13.49b) into (13.82), then B substituted from
(13.49a), we find

xIm E
ðb;xÞ � �ðb;xÞ þ 1
x2

b � l�1
tt ðb;xÞ � b

� �
� Eðb;xÞ

	 

� 0 ð13:83aÞ

or

� ix E
ðb;xÞ �
"
�ðb;xÞ þ 1

x2
b � l�1

tt ðb;xÞ � b
� �(

� �ðb;xÞ þ 1
x2

b � l�1
tt ðb;xÞ � b

� �
T#
� Eðb;xÞ

)
� 0 :

ð13:83bÞ

Since (13.83) has to hold for all values of E, the array is passive and lossy, or
passive and lossless, if and only if its associated Hermitian loss matrix is positive
definite (PD) or zero [43], respectively; that is
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� ix

"
�ðb;xÞ þ 1

x2
b � l�1

tt ðb;xÞ � b
� �

� �ðb;xÞ þ 1
x2

b � l�1
tt ðb;xÞ � b

� �
T#
¼ PD

ð13:84aÞ

for lossy material, and15

�ðb;xÞ þ 1
x2

b � l�1
tt ðb;xÞ � b

� �

¼ �ðb;xÞ þ 1
x2

b � l�1
tt ðb;xÞ � b

� �
T
; x 6¼ xuc

ð13:84bÞ

for lossless material. For scalar permittivity and permeability transverse to b (that
is, � ¼ �Itt and ltt ¼ lItt), (13.84) reduce to

xIm �ðb;xÞ � jbj2

x2lðb;xÞ

" #
¼ xIm �ðb;xÞ þ jbj

2lðb;xÞ
x2jlðb;xÞj2

" #
[ 0 ð13:85aÞ

Im �ðb;xÞ � jbj2

x2lðb;xÞ

" #
¼ Im �ðb;xÞ þ jbj

2lðb;xÞ
x2jlðb;xÞj2

" #
¼ 0; x 6¼ xuc

ð13:85bÞ

in lossy and lossless inclusion material, respectively. These conditions do not
necessarily imply that the imaginary parts of � and l are equal to or greater than
zero, or even that the imaginary parts of � and l are zero in lossless arrays. In
general, (13.85b) shows only that the imaginary parts of � and l have opposite
signs in lossless arrays such that the total power dissipated by the array is zero.

From (13.77) it is seen that in terms of the Landau–Lifshitz single polarization
formulation [5, 16–19], the lossy and lossless conditions in (13.84) reduce,
respectively, to

�ix �Lðb;xÞ � �
TL ðb;xÞ
� �

¼ PD (lossy) ð13:86aÞ

and

�Lðb;xÞ ¼ �
TL ðb;xÞ; x 6¼ xuc (lossless) : ð13:86bÞ

15 At unit-cell resonant frequencies (x ¼ xucðbÞ) of lossless arrays, the Eðb;xucÞ and
Bðb;xucÞ can be zero and the permittivity and inverse permeability can have poles. Thus,
(13.84b) does not necessarily hold at these unit-cell resonant frequencies. These unit-cell
singularities disappear for real values of b and x if a small loss is inserted into the material of
the array inclusions.
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As with the reciprocity relations for the fundamental Floquet modal equations, the
proof of these lossy-lossless conditions has required returning to the basic defi-
nition of loss and losslessness in the microscopic Maxwellian equations describing
the material of the inclusions of the array. Also, as mentioned in Sect. 13.4.2,
although the Landau–Lifshitz single constitutive dyadic �Lðb;xÞ for a continuum
can be formally expressed as in (13.77) in terms of effective multipole-moment
permittivity and permeability dyadics for the continuum [42], the continuum
formulation does not provide microscopic expressions as in (13.23) needed to
determine �ðb;xÞ and lttðb;xÞ.

Letting b! 0 in (13.84) reveals that

� ix �ð0;xÞ � �
Tð0;xÞ
� �

¼ PD (lossy) ð13:87aÞ

�ð0;xÞ ¼ �
Tð0;xÞ; x 6¼ xuc (lossless) ð13:87bÞ

for lossy and lossless arrays, respectively. These equations imply

xIm½�jjð0;xÞ�[ 0 (lossy) ð13:87cÞ

�jkð0;xÞ ¼ �
kjð0;xÞ; x 6¼ xuc (lossless) ð13:87dÞ

for lossy and lossless arrays, respectively. The lossy-lossless passivity conditions
in (13.87) have the same form as the lossy-lossless passivity conditions on per-
mittivity in a spatially nondispersive dipolar continuum. They also hold approx-
imately for jbdj 
 1.

It does not necessarily follow from (13.84) that lttðb! 0;xÞ satisfies the same
passivity conditions as �ð0;xÞ in (13.87). However, for both jbdj 
 1 and
jk0dj 
 1, the permittivity and inverse permeability dyadics are finite continuous
functions of b and x for nonbianisotropic inclusions, and the inverse permeability
varies as b=x for bianisotropic inclusions (see Footnote 6). Thus, by varying the
ratio of b=x in (13.83b), the � and l�1

tt terms have to obey (13.83b) independently
to give for the l�1

tt term (noting that E � b ¼ �b � E)

ix½Eðb;xÞ � b�
 � l�1
tt ðb;xÞ � l�1
T

tt ðb;xÞ
� �

� Eðb;xÞ � b½ � � 0 ð13:88Þ

which implies

ix l�1
tt ðb;xÞ � l�1
T

tt ðb;xÞ
� �

¼ PD; ðjbdj 
 1; jk0dj 
 1Þ (lossy) ð13:89aÞ

lttðb;xÞ � l
Ttt ðb;xÞ; ðjbdj 
 1; jk0djÞ 
 1 (lossless) ð13:89bÞ

xIm½lttjjðb;xÞ�[ 0; ðjbdj 
 1; jk0dj 
 1Þ (lossy) ð13:89cÞ

lttjkðb;xÞ ¼ l
ttkjðb;xÞ; ðjbdj 
 1; jk0dj 
 1Þ (lossless) ð13:89dÞ

for passive inclusions and b=x 6¼ 0 in (13.89a) if the inclusions are bianisotropic
at the low spatial and temporal frequencies. Unlike �ð0;xÞ, the permeability
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dyadic lttðb! 0;xÞ does not necessarily satisfy these passivity conditions for
lossy or lossless arrays if jk0dj 6
 1. Also, unlike the complete dyadics, �ð0;xÞ
and lbð0;xÞ, the elements of the transverse dyadic lttðb! 0;xÞ can depend on
the direction of b as b! 0. The complete permeability dyadic lbð0;xÞ is given in
terms of the transverse dyadic lttðb! 0;xÞ in (13.58) except possibly for bian-
isotropic inclusions, which yield a singular l�1

tt ðb;xÞ as b=x! 0; see Footnote 6.
Thus, as explained in the Introduction, a bianisotropic formulation [21, 23] of
metamaterials comprised of bianisotropic inclusions may be more suitable than an
anisotropic formulation especially for small values of b and x.

13.4.4 Causality Relations

To discuss the causality of the macroscopic permittivity and inverse-permeability
dyadics, �ðb;xÞ and l�1

tt ðb;xÞ, begin by taking the four-fold ðb;xÞ Fourier
transform of the fundamental Floquet-mode constitutive relation in (13.45) and use
the convolution theorem to obtain

D0ðr; tÞ ¼
1

ð2pÞ4
Zþ1

�1

Zþ1

�1

Zþ1

�1

Zþ1

�1

e0ðr0; t0Þ � E0ðr� r0; t � t0Þd3r0dt0 ð13:90Þ

in which the time-domain functions are the inverse Fourier transforms of the
corresponding frequency-domain functions; in particular

e0ðr; tÞ ¼
Zþ1

�1

Zþ1

�1

Zþ1

�1

Zþ1

�1

�eðb;xÞeiðb�r�xtÞd3b dx : ð13:91Þ

The functions of (r; t) in (13.90–13.91) are real because of the reality conditions in
(13.61–13.62) satisfied by the spectra.

The function E0ðr; tÞ is the total time-domain electric field of the fundamental
Floquet mode, which is excited by time-domain externally applied electric current
density J aðr; tÞ that we shall stipulate turns on at t ¼ 0. Assuming that the
material of the inclusions is causal or, more precisely, that the linear constitutive
parameters of the inclusion material are causal, the induced fields in the inclusions
cannot begin before the applied current and thus the total electric field (induced
plus applied) begins at t ¼ 0.16 Since the generalized time-domain displacement

16 One could conjecture that the induced fundamental Floquet-mode electric field could cancel
the applied electric field (for all applied current excitations) such that E0ðr; tÞ ¼ 0 for t \ t0
where t0 [ 0. Then D0ðr; tÞ would begin before E0ðr; tÞ and �eðb;xÞ would not be causal. To
see that such a cancellation is not possible, consider an applied field with the time dependence
of a delta function at t ¼ 0 (uniform frequency spectrum). If there is any loss in the inclusions,
the frequency spectrum of the induced fields will decay as jxj ! 1 and thus the induced
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vector D0ðr; tÞ is a linear combination of the total electric field of the fundamental
Floquet mode and the induced generalized electric polarization as given in
(13.28a), and this induced polarization cannot begin before the applied electric
field begins at t ¼ 0, it follows that D0ðr; tÞ must be zero for t \ 0. This implies
from (13.90) that e0ðr; tÞ ¼ 0 for t \ 0, so that we have from (13.91)

e0ðr; tÞ ¼
Zþ1

�1

Zþ1

�1

Zþ1

�1

Zþ1

�1

�eðb;xÞeiðb�r�xtÞd3b dx ¼ 0; t \ 0 : ð13:92Þ

Taking the three b Fourier transforms of (13.92) yields the following funda-
mental causality relation on �eðb;xÞ for each real value of b

Zþ1

�1

�eðb;xÞe�ixt dx ¼
Zþ1

0

�eðb;xÞe�ixt þ �
eð�b;xÞeixt
� �

dx ¼ 0; t \ 0

ð13:93aÞ

where the first equality follows from the reality condition in (13.62a).
A similar argument beginning with (13.48) instead of (13.45), and noting that B

and El in (13.48) are primary fields that can be chosen independently (see Footnote
16), yields the analogous causality relation for the inverse permeability l�1

tt ðb;xÞ

Zþ1

�1

l�1
tt ðb;xÞe�ixt dx ¼

Zþ1

0

l�1
tt ðb;xÞe�ixt þ l�1


tt ð�b;xÞeixt
� �

dx ¼ 0;

t \ 0

ð13:93bÞ

and the analogous causality relation for the magnetoelectric constitutive parameter
mtlðb;xÞ in (13.48). Having obtained the causality of �eðb;xÞ and mtlðb;xÞ, it
follows from (13.50) that �ðb;xÞ is also a causal function satisfying

Zþ1

�1

�ðb;xÞe�ixt dx ¼
Zþ1

0

�ðb;xÞe�ixt þ �
ð�b;xÞeixt
� �

dx ¼ 0; t \ 0 :

ð13:93cÞ

(Footnote 16 continued)
time-domain fields will be finite for all time including t ¼ 0 and unable to cancel the delta
function in the applied fields. Even if the inclusions are lossless and a delta function in the
induced fields exactly canceled the applied-field delta function (an extraordinarily unlikely
occurrence), the reactance of the inclusions would not allow the induced fields to be zero in the
finite interval 0\t\t0. A similar argument shows that the total time-domain fundamental
Floquet-mode magnetic field B0ðr; tÞ turns on with the applied magnetic field.
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An especially attractive feature of the Floquet modal representation developed
here is that the above argument for causality holds because none of the integrally
defined generalized electric and magnetic polarization densities for the funda-
mental Floquet mode are approximations. This stands in contrast, for example, to
conventional formulations using electric and magnetic dipole approximations,
which have been shown to be inherently noncausal, and thus do not satisfy either
the basic causality relations in (13.93) or the Kramers–Kronig relations in (13.94)
below; see [28].

Also, the causality relations for �ðb;xÞ and l�1
tt ðb;xÞ in (13.93) always hold as

long as the integrals in (13.93) exist (converge) since �ðb;xÞ and l�1
tt ðb;xÞ are

well defined at each fixed b for all x; see Footnote 15. (If �ðb;xÞ and l�1
tt ðb;xÞ

approach constants �1ðbÞ and l�1
tt1ðbÞ as x!1, then these constants can be

subtracted from �ðb;xÞ and l�1
tt ðb;xÞ in (13.93c) and (13.93b), respectively, as in

(13.94) below, to ensure that the causality integrals converge).
This universal causality does not necessarily hold for the constitutive param-

eters of the source-free (no applied current density) fundamental eigenmodes of
arrays for which b is a function of x because, even for a single eigenmode, bðxÞ
may not be a single-valued function of x for all x and there may be frequency
bands where the eigenmode ceases to exist. In addition, bðxÞ for an eigenmode is
not generally a real function of x for all x even if the inclusions of the array are
lossless [27], and it becomes problematic to define field and polarization integrals
that produce constitutive parameters consistent with the complex bðxÞ. Also, for
source-free eigenmodes, it often proves advantageous to define anisotropic per-
mittivity and permeability in terms of their relationships to the propagation con-
stants and field impedances of each eigenmode [8, 27, 44] rather than in terms of
the field and polarization integrals (weighted averages) as in (13.15) and (13.23),
and thus one array would have multiply defined constitutive parameters, none of
which would necessarily be causal.

As a consequence of the causality relations in (13.93), the permittivity and
inverse permeability dyadics satisfy the Kramers–Kronig causality equations for
each fixed b. The familiar Kramers–Kronig relations can be found by taking the
real and imaginary parts of their compact complex version given as [1, p. 98]

�ðb;xÞ � �1ðbÞ ¼
i

p
�
Zþ1

�1

�ðb; mÞ � �1ðbÞ
x� m

dm ð13:94aÞ

l�1
tt ðb;xÞ � l�1

tt1ðbÞ ¼
i

p
�
Zþ1

�1

l�1
tt ðb; mÞ � l�1

tt1ðbÞ
x� m

dm ð13:94bÞ

where the lines through the integrals denote principal value integrations. These
Kramers–Kronig causality relations assume that for a fixed value of b
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lim
jxj!1

�ðb;xÞ ¼ �1ðbÞ ð13:95aÞ

lim
jxj!1

l�1
tt ðb;xÞ ¼ l�1

tt1ðbÞ ð13:95bÞ

and that �ðb;xÞ � �1ðbÞ and l�1
tt ðb;xÞ � l�1

tt1ðbÞ approach zero fast enough as
jxj ! 1 for the integrals in (13.94) to exist. A sufficient condition for the prin-
cipal value integrals to be well defined for all real x is that �ðb;xÞ � �1ðbÞ and
l�1

tt ðb;xÞ � l�1
tt1ðbÞ be Hölder continuous [2, Chap. 1]; see Footnote 1.

In Sect. 13.4.3 it was found that passivity of the inclusion material did not
necessarily imply that the imaginary parts of the diagonal elements of the mac-
roscopic permittivity and permeability dyadics are greater than zero at every
ðb;xÞ. Moreover, lossless inclusions do not necessarily imply that the imaginary
parts of the diagonal elements of the macroscopic permittivity and permeability
dyadics are zero at every ðb;xÞ. However, it was proven, as expressed in (13.87d),
that as b! 0 the imaginary parts of the permittivity diagonal elements,
Im½�jjð0;xÞ�, were equal to zero for lossless inclusions except at the unit-cell
resonant frequencies where insertion of a small loss shows from (13.87c) that
xIm½�jjð0;xÞ� is greater than zero. Consequently, the Kramers–Kronig relation in
(13.94a) can be used to prove for lossless arrays [5, Sect. 84] and b! 0 that
except at the unit-cell resonant frequencies, the diagonal elements of the permit-
tivity dyadic satisfy the inequalities

o

ox
½x�jjð0;xÞ� � �jj1ð0Þ�

1
2
x

o

ox
�jjð0;xÞ� 0; x 6¼ xuc : ð13:96Þ

These same inequalities for lttjjðb! 0;xÞ do not necessarily hold because, as
explained in the context of Eq. (13.89), the xIm½uttjjðb! 0;xÞ� may be \0 for
jk0dj 6
 1.

Lastly, we mention that the causality of an �jjð0;xÞ � �jj1ð0Þ expressed in
(13.94a), coupled with the passivity condition in (13.87c), implies by means of the
theorem proven in the Appendix that ��1

jj ð0;xÞ � ��1
jj1ð0Þ is also a causal function.

However, the causality of a l�1
ttjj ðb! 0;xÞ � l�1

ttjj1 ðb! 0Þ expressed in (13.94b)
does not imply, by means of the theorem in the Appendix, the causality of
lttjjðb! 0;xÞ � lttjj1ðb! 0Þ because l�1

ttjj ðb! 0;xÞ does not necessarily sat-

isfy the passivity condition in (13.89c) (with l�1
ttjj replacing lttjj and ‘‘[’’ replacing

‘‘\’’) for all k0d, that is, for all x. In Sect. 13.5.2, we show a specific example of
an exact solution (within numerical computational accuracy) to an array having
l�1ð0;xÞ � l�1

1 ð0Þ causal, whereas lð0;xÞ � l1ð0Þ is not causal.
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13.5 Specific Examples

Ideally, it would be illuminating to determine the permittivity and permeability
dyadics of a specific 3D periodic array of inclusions, such as lossy dielectric
spheres centered in the unit cells of a cubic lattice array, by solving for the
microscopic fields in (13.63), then integrating these microscopic fields over a unit
cell as shown in (13.15) and (13.23) to get E, B, Pe, and Me, which yield
Deffðb;xÞ and Hðb;xÞ from (13.28) and (13.51a), and finally determining �ðb;xÞ
and lttðb;xÞ from (13.51a) and (13.48). However, since, we do not presently have
access to a computer code for obtaining an accurate numerical solution to the exact
equations of such a 3D array, in the next subsection we will perform the simpler
3D calculation of the electric and magnetic polarizabilities of a lossy dielectric
sphere illuminated by an incident plane wave with eiðb�r�xtÞ space-time depen-
dence to show that their associated Clausius–Mossotti susceptibilities are causal
(unlike the Clausius–Mossotti susceptibilities associated with the electric and
magnetic polarizabilities for the usual dipole approximations [28]). The calcula-
tion will be further simplified by letting the propagation vector b! 0.

In Sect. 13.5.2 we numerically solve the exact equations for a 2D array of
dielectric cylinders by means of a 2D finite-difference frequency-domain (FDFD)
computer code.

13.5.1 Polarizabilities of the Lossy (or Lossless) Dielectric
Sphere

To find the electric and magnetic polarizabilities of a dielectric sphere as b! 0 in
the context of the rigorous anisotropic representation developed in the previous
sections, we begin by finding expressions for the applied (incident) fields, which
obey Maxwell’s equations in free space (see Footnote 8), namely

r� EaxðrÞ � ixBaxðrÞ ¼ 0 ð13:97aÞ

1
l0
r� BaxðrÞ þ ix�0EaxðrÞ ¼ Jtðb;xÞeib�r ð13:97bÞ

where we shall consider only the transverse solution produced by Ja ¼ Jt such that
b � Jt ¼ 0. Since these equations hold throughout all space, the eib�r spatial
dependence of the source current Jaðb;xÞ ¼ Jtðb;xÞ demands that the applied
electric and magnetic fields also have this same spatial dependence, that is

EaxðrÞ ¼ Eaðb;xÞeib�r ð13:98aÞ

BaxðrÞ ¼ Baðb;xÞeib�r : ð13:98bÞ
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Insertion of these fields into (13.97) gives

ib� Ea � ixBa ¼ 0 ð13:99aÞ

1
l0

ib� Ba þ ix�0Ea ¼ Jt : ð13:99bÞ

Eliminating Ba from (13.99) shows that for b ¼ bẑ! 0, and Jt ¼ Jtx̂

Ea ¼ Eax̂ ¼ ixl0Jt=ðk2
0 � b2Þ ¼ Jt=ðix�0Þ þ Oðb2Þ ¼ Jtx̂=ðix�0Þ þ Oðb2Þ

ð13:100aÞ

which can be inserted into (13.99a) to give

Ba ¼ Baŷ ¼ b� Ea=x ¼ bEaŷ=x ¼ bJtŷ=ðix2�0Þ : ð13:100bÞ

Substitution of Ea and Ba from (13.100) into (13.98) produces

EaxðrÞ ¼ Eað1þ ibzÞx̂þ Oðb2Þ ð13:101aÞ

BaxðrÞ ¼ bEaŷ=xþ Oðb2Þ ð13:101bÞ

which can be rewritten as

EaxðrÞ ¼ ðEa þ ixBazÞx̂þ Oðb2Þ ð13:102aÞ

BaxðrÞ ¼ Baŷþ Oðb2Þ : ð13:102bÞ

The equations in (13.102) reveal that, as b! 0, the solution to the dielectric
sphere decouples into two problems; the determination of the fields of an incident
Eax̂ electric field, and the determination of the fields of an incident Baŷ magnetic
field (with its accompanying ixBazx̂ electric field). Since the unit vectors x̂ and ŷ
have the angular dependences of electric and magnetic dipole fields on the surface
of the sphere, respectively, and the xBazx̂ vector contains the angular dependence
of an electric quadrupole field as well, the two uncoupled problems involve
electric dipole fields, and magnetic dipole plus electric quadrupole fields,
respectively. The boundary conditions of continuous tangential electric and
magnetic fields at the surface of the dielectric sphere require that the scattered
fields are also those of an electric dipole, and a magnetic dipole plus electric
quadrupole, respectively. Thus, the fields of the electric dipole problem (label it as
problem 1) can be found by solving a spherical boundary-value problem using
first-order spherical Bessel/Hankel functions. The fields of the magnetic dipole
plus electric quadrupole problem (label it problem 2) can be found by solving a
spherical boundary-value problem using both first-order and second-order spher-
ical Bessel/Hankel functions.

For the electric dipole problem (problem 1), we have the incident fields with
b ¼ 0 given by
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Bð1ÞaxðrÞ ¼ 0 ð13:103aÞ

ix�0E
ð1Þ
axðrÞ ¼ Jtð0;xÞ ¼ ix�0Eax̂ ð13:103bÞ

and thus the total fields are given by

r� Eð1Þx ðrÞ � ixBð1Þx ðrÞ ¼ 0 ð13:104aÞ

1
l0
r� Bð1Þx ðrÞ þ ix�0

�r

1

	 

Eð1Þx ðrÞ ¼ ix�0Eax̂;

r\a

r [ a

	 

ð13:104bÞ

where a is the radius and �r is the relative complex dielectric constant of the
sphere, with the imaginary part of �r containing both the dielectric and conductive
losses.

Solving Eqs. (13.103–13.104) for the particular and homogeneous spherical

wave solutions, we find Eð1Þx ðrÞ from which we determine Pð1Þx ðrÞ ¼ �0ð�r �
1ÞEð1Þx ðrÞ and the electric dipole moment p of each sphere from

p ¼
Z

sphere

Pð1Þx ðrÞd3r ð13:105Þ

or specifically

p ¼ �0Eaaex̂ ¼ px̂ ð13:106Þ

where the b ¼ 0 electric polarizability ae is given by

ae 	
p

�0Ea
¼ 4pa3

3
ð�r � 1Þ
�r

ð1þ b1Þ ð13:107aÞ

with

b1 ¼
2ð�r � 1Þhð1Þ1 ðk0aÞj1ðkaÞ

fhð1Þ1 ðk0aÞ½kaj1ðkaÞ�0 � �rj1ðkaÞ½k0ahð1Þ1 ðk0aÞ�0g
: ð13:107bÞ

The prime superscripts denote differentiation with respect to the dimensionless
arguments with k0 ¼ x

ffiffiffiffiffiffiffiffiffi
l0�0
p

, k ¼ k0
ffiffiffiffi
�r
p

, and the first-order Bessel function and

the first-order Hankel function of the first kind denoted by j1 and hð1Þ1 , respectively.
As �r is allowed to approach1, we find the b ¼ 0 electric polarizability of the

PEC sphere, namely

aPEC
e ¼ 4pa3

3
1� 2hð1Þ1 ðk0aÞ
½k0a hð1Þ1 ðk0aÞ�0

( )
: ð13:108Þ

For the magnetic dipole plus electric quadrupole problem (problem 2), we have
the incident fields with b! 0 given by
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Bð2ÞaxðrÞ ¼ Baŷ ð13:109aÞ

Eð2ÞaxðrÞ ¼ ixBazx̂ ð13:109bÞ

and thus the total fields are given by

r� Eð2Þx ðrÞ � ixBð2Þx ðrÞ ¼ 0 ð13:110aÞ

1
l0
r� Bð2Þx ðrÞ þ ix�0

�r

1

	 

Eð2Þx ðrÞ ¼ �x2�0Bazx̂;

r\a

r [ a

	 

: ð13:110bÞ

Solving Eqs. (13.109–13.110) for the particular and homogeneous spherical

wave solutions, we find Eð2Þx ðrÞ from which we determine Pð2Þx ðrÞ ¼ �0ð�r �
1ÞEð2Þx ðrÞ and the magnetic dipole moment m of each sphere from

m ¼ � ix
2

Z

sphere

r�Pð2Þx ðrÞd3r ð13:111Þ

or specifically

m ¼ 1
l0

Baamŷ ¼ mŷ ð13:112Þ

where the b! 0 magnetic polarizability am is given by

am 	
l0m

Ba
¼ 4pa3

3
ð�r � 1Þ
�r

ðk0aÞ2

10
þ b2

" #
ð13:113aÞ

with

b2 ¼
ð�r � 1Þ
2�rðkaÞ2

� f½k0ahð1Þ1 ðk0aÞ�0 � 2hð1Þ1 ðk0aÞgf½ð3� ðkaÞ2� sin ka� 3ka cos kag
j1ðkaÞf½k0ahð1Þ1 ðk0aÞ�0 � 2hð1Þ1 ðk0aÞg � hð1Þ1 ðk0aÞf½kaj1ðkaÞ�0 � 2j1ðkaÞg

:

ð13:113bÞ

The electric quadrupole density for this problem 2, determined from (13.23c),
does not contribute to the electric polarization density Peð0;xÞ in (13.27) because

b �Qe ! 0 as b! 0 and Pe
qð0;xÞ ¼ p=d3, where p is given in (13.106–13.107).

Moreover, as k0a! 0, that is, x! 0 as well as b! 0, and the array behaves as a
continuum, the electric-quadrupole-density contribution to the fields also becomes
negligible compared to the magnetic polarization (magnetic-dipole-density con-
tribution) (see (13.109b) and (13.34) ff.). However, as b! 0 and x 6! 0, neither
the permittivity nor the permeability reveals the contribution to the fields from the
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electric-quadrupolar polarization for an applied magnetic field Ba; see discussion
in Sect. 13.2.1.

It should also be noted that the electric polarization producing the magnetic
dipole moment of problem 2 does not contribute to the electric dipole moment of
problem 1, and the electric polarization producing the electric dipole moment of
problem 1 does not contribute to the magnetic dipole moment of problem 2,
provided the position vector r is defined with respect to the center of the sphere;
see Footnote 6.

As �r is allowed to approach 1, we find the b! 0 magnetic polarizability of
the PEC sphere, namely

aPEC
m ¼ � 4pa3

3
1� ðk0aÞ2

10
� ½k0a hð1Þ1 ðk0aÞ�0

2hð1Þ1 ðk0aÞ

( )
: ð13:114Þ

As jk0aj ! 1, the b! 0 electric and magnetic polarizabilities of the PEC sphere
become

aPEC
e

jk0aj!1� 4pa3

3
1þ 2i

k0a
þ O 1=ðk0aÞ3

h i	 

ð13:115aÞ

aPEC
m

jk0aj!1� � 4pa3

3
�ðk0aÞ2

10
� ik0a

2
þ 1þ i

2k0a
þ O 1=ðk0aÞ2

h i( )
: ð13:115bÞ

The result in (13.115b) reveals that the real and imaginary parts of aPEC
m approach

1 as jk0aj ! 1.

For the other extreme, k0a! 0, we find hð1Þ1 ðk0aÞ=½k0a hð1Þ1 ðk0aÞ�0 ! �1, so that

aPEC
e

k0a!0� 4pa3 ð13:116aÞ

aPEC
m

k0a!0� � 2pa3 ð13:116bÞ

which confirms, as one’s physical intuition would expect, that the PEC sphere
behaves both as a dielectric and as a diamagnetic inclusion (artificial molecule) [7,
Sect. 9.5; 8, Fig. 8].

The polarizabilities in (13.108) and (13.114) can be used in the Clausius–
Mossotti/Maxwell-Garnett formula [28]17 to obtain approximate susceptibilities
for a 3D periodic cubic-lattice array of PEC spheres, namely

vPEC
eCMð0; k0aÞ ¼ �PEC

CM ð0; k0aÞ=�0 � 1 ¼ 1
d3=aPEC

e � 1=3
ð13:117aÞ

17 Some authors reserve the name ‘‘Clausius–Mossotti’’ for the formulas with quasi-static
polarizabilities and use the name ‘‘Maxwell-Garnett’’ for the formulas with polarizabilities that
are functions of frequency x. In the rest of the section, we shall omit the label ‘‘Maxwell-
Garnett’’ and simply refer to these formulas by the name ‘‘Clausius–Mossotti.’’
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vPEC
mCMð0; k0aÞ ¼ lPEC

CM ð0; k0aÞ=l0 � 1 ¼ 1
d3=aPEC

m � 1=3
: ð13:117bÞ

These Clausius–Mossotti susceptibilities are reasonable approximations to the
exact fundamental Floquet-mode susceptibilities of the array for jk0dj. 1. It is a
simple matter to prove that the imaginary parts of vPEC

eCMð0; k0aÞ and vPEC
mCMð0; k0aÞ,

like the imaginary parts of the corresponding aPEC
e and aPEC

m , are greater than zero
for all values of k0a.

The equations in (13.87d) and (13.89d) predict that the imaginary parts of the
exact fundamental Floquet-mode electric and magnetic susceptibilities of the
lossless PEC array satisfy for b ¼ 0

Im½�ð0;xÞ� ¼ Im½veð0;xÞ� ¼ 0; x 6¼ xuc ð13:118aÞ

Im½lð0;xÞ� ¼ Im½vmð0;xÞ� ¼ 0; jk0dj 
 1 : ð13:118bÞ

The Clausius–Mossotti PEC susceptibilities also have zero imaginary parts as
k0a! 0 [see (13.121)], as would be expected, since the exact and Clausius–
Mossotti susceptibilities become equal in value as (b! 0;x! 0).

As jk0aj ! 1

vPEC
eCMð0; k0aÞ

jk0aj!1� 12pða=dÞ3

9� 4pða=dÞ3
þ Oð1=k0aÞ ð13:119aÞ

vPEC
mCMð0; k0aÞ

jk0aj!1� � 3þ Oð1=k0aÞ ð13:119bÞ

where a=d� 0:5 since the sphere diameter (2a) cannot be larger than the side
length (d) of the cubic unit cell. Thus, for the PEC sphere array the Clausius–
Mossotti electric susceptibility always approaches a real value greater than zero as
jxj ! 1 and the Clausius–Mossotti magnetic susceptibility always approaches
the negative real value of �3 as jxj ! 1; that is

vPEC
eCM1 ¼

12pða=dÞ3

9� 4pða=dÞ3
ð13:120aÞ

vPEC
mCM1 ¼ �3 : ð13:120bÞ

As k0a! 0

vPEC
eCMð0; k0aÞ

k0a!0� 12pða=dÞ3

3� 4pða=dÞ3
ð13:121aÞ

vPEC
mCMð0; k0aÞ

k0a!0� � 6pða=dÞ3

3þ 2pða=dÞ3
ð13:121bÞ
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which shows that the values of the PEC susceptibilities, vPEC
eCMð0; k0aÞ and

vPEC
mCMð0; k0aÞ, and the corresponding permittivity and permeability, at k0a ¼ 0 are

real and always greater than their respective values at jk0aj ¼ 1.
The Clausius–Mossotti electric and magnetic susceptibilities in (13.117) for the

PEC sphere array have no poles in the upper half of the complex x plane and thus
with their values in (13.119) at infinity subtracted, they, as well as their corre-
sponding permittivity and permeability functions, satisfy the causality relations
similar to those in (13.93) and the Kramers–Kronig relations similar to those in
(13.94); specifically

�PEC
CM ð0;xÞ � �PEC

CM1 ¼
i

p
�
Zþ1

�1

�PEC
CM ð0; mÞ � �PEC

CM1
x� m

dm ð13:122aÞ

lPEC
CM ð0;xÞ � lPEC

CM1 ¼
i

p
�
Zþ1

�1

lPEC
CM ð0; mÞ � lPEC

CM1
x� m

dm : ð13:122bÞ

This is an especially noteworthy result for the diamagnetic permeability, even
within the Clausius–Mossotti approximation, because, as explained in the Intro-
duction, diamagnetic permeability has hitherto eluded a consistent causal
description. The causality of the Clausius–Mossotti permittivity and permeability
is a direct consequence of the causality of the fixed-b, integrally defined polar-
izabilities. Although the derivation will not be given here, it can be shown that the
Clausius–Mossotti permittivity and permeability functions determined from po-
larizabilities with free-space incident plane waves (rather than fixed-b plane
waves) or with dipole moments defined in terms of the fields exterior to the sphere
(rather than from their integral definitions) are not causal and thus do not satisfy
the Kramers–Kronig relations in (13.122).

Because the imaginary parts of the Clausius–Mossotti susceptibilities,
vPEC

eCMð0; k0aÞ and vPEC
mCMð0; k0aÞ, are positive for k0a [ 0, the theorem in the

Appendix implies that the functions

nPEC
eCM ¼

1

vPEC
eCMð0; k0aÞ � vPEC

eCM1 þ 1
� 1 ð13:123aÞ

nPEC
mCM ¼

1

vPEC
mCMð0; k0aÞ � vPEC

mCM1 þ 1
� 1 ð13:123bÞ

are also causal and satisfy the Kramers–Kronig relations. However, it does not
necessarily follow that the inverse permittivity and permeability functions

1

�PEC
CM1

1

�PEC
CM ð0; k0aÞ=�PEC

CM1
� 1

� �
ð13:124aÞ
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1

lPEC
CM1

1

lPEC
CM ð0; k0aÞ=lPEC

CM1
� 1

� �
ð13:124bÞ

are causal and satisfy the Kramers–Kronig relations. Nonetheless, since the

value of �PEC
CM ð0; 0Þ=�PEC

CM1 ¼ ½8pða=dÞ3 þ 3�½9� 4pða=dÞ3�½8pða=dÞ3 þ 9��1½3�
4pða=dÞ3��1 is greater than zero, the theorem in the Appendix implies that the
inverse permittivity in (13.124a) is causal and satisfies the Kramers–Kronig

relations. In contrast, the value of lPEC
CM ð0; 0Þ=lPEC

CM1 ¼ ½2pða=dÞ3 þ 3��1½4p

ða=dÞ3 � 3�=2 is less than zero, thus the theorem in the Appendix no longer
applies, and the Clausius–Mossotti inverse permeability in (13.124b) is not causal
and does not satisfy the Kramers–Kronig relations. These causality results are
confirmed by the numerical computations in the next section.

Interestingly, these approximate (Clausius–Mossotti) permeability and inverse
permeability are causal and noncausal, respectively, whereas the exact fundamental
Floquet-mode permeability and inverse permeability are noncausal and causal,
respectively, as we proved in Sect. 13.4.4. The causality of the Clausius–Mossotti
permittivity and permeability is a direct consequence of the causality of the fixed-b,
integrally defined polarizabilities. The causality or noncausality of these approxi-
mate constitutive parameters need not comply with the causality or noncausality of
the corresponding exact constitutive parameters, which take into account the exact
interaction of all the inclusions at all frequencies.

13.5.1.1 Numerical Results for the PEC Sphere

The real and imaginary parts of the approximate Clausius–Mossotti susceptibili-
ties, vPEC

eCMð0; k0aÞ and vPEC
mCMð0; k0aÞ, of the 3D PEC sphere array were computed by

inserting aPEC
e and aPEC

m from (13.108) and (13.114) into (13.117) and they are
plotted in Figs. 13.1, 13.2, 13.3, 13.4. The ratio of the radius of the sphere to the
side length of the cubic cell is chosen to be a=d ¼ 0:45. The asymptotic values of
vPEC

eCMð0; k0aÞ and vPEC
mCMð0; k0aÞ given in (13.119) and (13.121) are verified by the

numerical computations and the plots in Figs. 13.1–13.4. The imaginary parts of
vPEC

eCMð0; k0aÞ and vPEC
mCMð0; k0aÞ are positive for k0a [ 0, whereas the real part of

vPEC
eCMð0; k0aÞ is positive for k0a [ 0 and the real part of vPEC

mCMð0; k0aÞ is negative
for k0a [ 0 except in the range of 3:8\k0a\7:7. In particular, the Clausius–
Mossotti expressions for the PEC spheres with a separation a=d ¼ 0:45 produce a
positive macroscopic electric susceptibility and a predominantly negative (dia-
magnetic) magnetic susceptibility [7, Sect. 9.5; 8, Fig. 8] whose values begin at
1:85 and �0:48, respectively, at k0a ¼ 0 and approach 0.44 and �3:0, respec-
tively, as k0a!1. It is noteworthy that these values of 1:85 and �0:48 for the
real parts of the electric and magnetic susceptibilities, respectively, as k0a! 0
with b ¼ 0 in the applied current excitation are very close (within less than 1 %)
to the values of the electric and magnetic susceptibilities computed for the
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source-free eigenmode of the PEC-sphere array in [8, Fig. 8] for bd 
 1 and
k0d 
 1. This dipolar continuum behavior of the macroscopic constitutive
parameters for bd 
 1 and k0d 
 1 can also be found in the bianisotropic
homogenization work of Alù [23]. These similar values in the applied-current and
source-free macroscopic susceptibilities for bd 
 1 and k0d 
 1 are expected
because the derivation leading to the Clausius–Mossotti dipolar continuum rela-
tions in source-free arrays also holds for the same arrays excited by an applied
plane-wave electric current density and the Clausius–Mossotti relations are very
accurate for bd 
 1 and k0d 
 1.

We have also computed the fundamental time-domain causality integrals as in
(13.93) but for the Clausius–Mossotti PEC-sphere-array electric and magnetic
susceptibilities with their asymptotic values in (13.120) subtracted, namely
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Fig. 13.2 Clausius–Mossotti electric susceptibility for 3D array of PEC spheres (a=d ¼ 0:45):
larger values of k0a
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Fig. 13.1 Clausius–Mossotti electric susceptibility for 3D array of PEC spheres (a=d ¼ 0:45)
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vPEC
eCMðsÞ ¼ 2Re

Zþ1

0

vPEC
eCMð0; k0aÞ � vPEC

eCM1
� �

e�ik0as dðk0aÞ ð13:125aÞ

vPEC
mCMðsÞ ¼ 2Re

Zþ1

0

vPEC
mCMð0; k0aÞ � vPEC

mCM1
� �

e�ik0as dðk0aÞ ð13:125bÞ

in which s ¼ ct=a.
As one sees in Figs. 13.5 and 13.6, the time-domain Clausius–Mossotti sus-

ceptibilities for the 3D PEC sphere array defined with the polarizabilities in
(13.108) and (13.114), which are determined with a constant b ¼ 0 and the integral
definitions of electric and magnetic polarizations in (13.106–13.107) and (13.112–
13.113), derived from (13.23a) and (13.23b), are zero for t \ 0. Thus, these
Clausius–Mossotti susceptibilities, although approximate, are causal and satisfy
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Fig. 13.3 Clausius–Mossotti magnetic susceptibility for 3D array of PEC spheres (a=d ¼ 0:45)
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Fig. 13.4 Clausius–Mossotti magnetic susceptibility for 3D array of PEC spheres (a=d ¼ 0:45):
larger values of k0a
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the Kramers–Kronig relations similar to those in (13.122). This demonstrated
causality of the Clausius–Mossotti constitutive parameters defined in terms of
electric current integrals at a fixed b stands in distinct contrast to the noncausality
of the conventional Clausius–Mossotti electric and magnetic susceptibilities
defined in terms of the electric and magnetic dipole scattering coefficients of the
inclusions, specifically in this case, the Mie dipole scattering coefficients for PEC
spheres [28].

Lastly, we verified numerically that the Clausius–Mossotti inverse suscepti-
bility functions in (13.123) as well as the Clausius–Mossotti inverse permittivity
function in (13.124a) were indeed causal (their Fourier transforms were zero for
t \ 0), whereas the inverse permeability function in (13.124b) was not causal, its
Fourier transform not being zero for t \ 0. (For brevity, these numerical results
are not displayed in figures.) Interestingly, as mentioned at the end of Sect. 13.5.1,
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Fig. 13.5 Causality of time-domain Clausius–Mossotti electric susceptibility for 3D array of
PEC spheres (a=d ¼ 0:45)
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Fig. 13.6 Causality of time-domain Clausius–Mossotti magnetic susceptibility for 3D array of
PEC spheres (a=d ¼ 0:45)
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these approximate (Clausius–Mossotti) permeability and inverse permeability are
causal and noncausal, respectively, whereas the exact fundamental Floquet-mode
permeability and inverse permeability are noncausal and causal, respectively, as
we proved in Sect. 13.4.4 and confirm in the example of the next section.

13.5.2 FDFD Solution for a 2D Array of Dielectric Circular
Cylinders

As a final example, we determine the macroscopic permittivity and permeability of
a 2D metamaterial array, consisting of uniformly spaced, infinitely long dielectric
circular cylinders, computed from a finite-difference frequency-domain (FDFD)
solution to the rigorous equations derived in Sects. 13.2–13.4. We limit the
computations to b! 0 for the transverse solution with b ¼ bẑ in a principal
propagation direction z and the applied transverse electric current density Jt ¼ Jtx̂
normal to the plane formed by the principal propagation direction and the axial
direction (ŷ) of the cylinders. We choose a homogeneous, isotropic, causal,
microscopic, Drude-model [37, Chap. V], relative complex dielectric constant for
each of the cylinders given by

�D ¼ 1� ðkpdÞ2

k0dðk0d þ ikcdÞ
ð13:126Þ

where d is the separation distance between the center of the circular cylinders
located in free space on a square lattice, k0 ¼ x=c, kpd ¼ 1:5, kc ¼ 0:05kp, and the
radius a of each circular cylinder is chosen to be such that a=d ¼ 0:40. As
jxj ! 1, this relative complex dielectric constant approaches 1, and as x! 0, it
approaches 1þ ik2

p=ðk0kcÞ, the relative complex dielectric constant of an electrical
conductor.

Based on the numerical method reported in [45], we numerically solve for the
microscopic fields in (13.63) as b! 0, then integrate these microscopic fields over
a unit cell as shown in (13.15) and (13.23) to find Dð0; k0dÞ and Hð0; k0dÞ from
(13.28), and finally determine �ð0; k0dÞ and lttðb! 0; k0dÞ from (13.45) and
(13.48). For propagation in the principal direction z of the array with the given
applied electric current density in the x̂ direction, the vectors Eð0; k0dÞ and
Dð0; k0dÞ are in the x̂ direction, and the vectors Bð0; k0dÞ and Hð0; k0dÞ are in the
ŷ direction (along the axis of the cylinders). Thus the permittivity and permeability
reduce to scalars, �ð0; k0dÞ and lð0; k0dÞ, and the magnetoelectric dyadic �mtl ¼ 0.
As b! 0 the only required integrations in (13.23) for the 2D cylinders reduce to

Pe
qð0;xÞ ¼ �

1

d2

Z

Ac

r �PxðrÞrd2r ¼ 1
d2

Z

cylinder

PxðrÞd2r ð13:127aÞ

for the electric polarization, and
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Meðb! 0;xÞ ¼ � ix

2d2

Z

cylinder

r�PxðrÞd2r ð13:127bÞ

for the magnetic polarization.
Figure 13.7 shows the real and imaginary parts of the exact (to within com-

putational errors) fundamental Floquet-mode macroscopic electric susceptibility
veð0; k0dÞ ¼ ½�ð0; k0dÞ=�0 � 1� versus the electrical separation distance k0d. An
enlargement of the second resonance region near k0d ¼ 6:35 is shown in Fig. 13.8.
Each of the resonances resembles a Lorentz resonance. As predicted in Eq.
(13.87c) the imaginary part of veð0; k0dÞ is greater than zero for x[ 0 (that is, for
k0d [ 0). The imaginary part remains quite small except near the resonances
where it increases in value dramatically.

The real part of the electric susceptibility continuously increases from a positive
value of about 2.2 at k0d ¼ 0 until it reaches the first resonance where it decreases
rapidly to a negative value before increasing toward a value of zero and higher
near the second resonance where the behavior is repeated. For k0d 
 1 the
behavior of the real and imaginary parts of the exact fundamental Floquet-mode
macroscopic electric susceptibility shown in Fig. 13.7 for the 2D array of con-
ductive dielectric cylinders is similar to the behavior of the Clausius–Mossotti
electric susceptibility shown in Fig. 13.1 for the 3D array of PEC spheres.

As determined by (13.93c), the exact fundamental Floquet-mode macroscopic
permittivity and thus the macroscopic electric susceptibility of the 2D array of
circular cylinders is a causal function satisfying

veðsÞ ¼ 2Re
Zþ1

0

veð0; k0dÞe�ik0dsdðk0dÞ ¼ 0; s ¼ ct=d\0 : ð13:128Þ

Figure 13.9, which shows the plot of veðsÞ numerically computed from the integral
in (13.128) using the veð0; k0dÞ data shown in Fig. 13.7, confirms the causality of
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Fig. 13.7 Exact (to within computational accuracy) fundamental Floquet-mode macroscopic
electric susceptibility for 2D array of dielectric circular cylinders (a=d ¼ 0:40)
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this numerically computed exact electric susceptibility. (Using veð0; k0dÞ data for a
maximum k0d lying about half way between two resonances produces an effec-
tively causal veðsÞ.) Moreover, as discussed at the end of Sect. 13.4.4, since the
macroscopic permittivity �ð0; k0dÞ approaches 1 as k0d !1 and the imaginary
part of �ð0; k0dÞ is greater than zero for k0d [ 0, the theorem in the Appendix
predicts that the inverse electric susceptibility defined as vinv

e ð0; k0dÞ ¼
½�0=�ð0; k0dÞ � 1� is also a causal function; specifically

vinv
e ðsÞ ¼ 2Re

Zþ1

0

vinv
e ð0; k0dÞe�ik0dsdðk0dÞ ¼ 0; s ¼ ct=d\0 : ð13:129Þ

This causality of the inverse electric susceptibility is confirmed numerically by
computing the integral in (13.129) and plotting the results in Fig. 13.10.
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Fig. 13.8 Exact (to within computational accuracy) fundamental Floquet-mode macroscopic
electric susceptibility for 2D array of dielectric circular cylinders (a=d ¼ 0:40): Enlargement of
resonance near k0d ¼ 6:35
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Fig. 13.9 Causality of numerically computed time-domain exact fundamental Floquet-mode
electric susceptibility for 2D array of conductive dielectric circular cylinders (a=d ¼ 0:40)
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Next, we show in Fig. 13.11 the real and imaginary parts of the exact (to within
computational errors) fundamental Floquet-mode macroscopic magnetic suscep-
tibility vmð0; k0dÞ ¼ ½lð0; k0dÞ=l0 � 1� versus the electrical separation distance
k0d. This vmð0; k0dÞ is computed from the magnetization in (13.127b) and the
average (macroscopic) magnetic field H in the unit cell. As predicted by (13.89c),
the imaginary part of the magnetic susceptibility is greater than zero for k0d 
 1
and yet becomes less than zero at larger values of k0d as a result of the resonant
response of the inclusions.

The real part of the exact fundamental Floquet-mode macroscopic magnetic
susceptibility is negative at the lower frequencies because the conductivity of the
inclusion material produces a diamagnetic effect at the lower frequencies. (For the
loss constant kc ¼ 0 in the Drude-model relative dielectric constant (13.126), the
macroscopic magnetic susceptibility equals �0:0206 as k0d ! 0 and the macro-
scopic electric susceptibility equals 2:1944 as k0d ! 0.) The diamagnetism
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Fig. 13.10 Causality of numerically computed time-domain exact fundamental Floquet-mode
inverse electric susceptibility for 2D array of conductive dielectric circular cylinders
(a=d ¼ 0:40)
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Fig. 13.11 Exact (to within computational accuracy) fundamental Floquet-mode macroscopic
magnetic susceptibility for 2D array of dielectric circular cylinders (a=d ¼ 0:40)
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increases until the first resonance is reached where the real part rapidly increases to
a positive value and stays positive until encountering the beginning of a second
resonance where the real part of the magnetic susceptibility becomes strongly
diamagnetic again. The first resonance in the magnetic susceptibility approximates
the negative of a Lorentz permittivity resonance. The second resonance shows
very unusual behavior in that it somewhat imitates the negative of a Lorentz
permittivity resonance but with the roles of the real and imaginary parts of the
susceptibility reversed. For k0d 
 1 the negative real and positive imaginary parts
of the exact fundamental Floquet-mode macroscopic magnetic susceptibility
shown in Fig. 13.11 for the 2D array of conductive dielectric cylinders is con-
sistent with the negative real and positive imaginary parts of the Clausius–Mossotti
magnetic susceptibility shown in Fig. 13.3 for the 3D array of PEC spheres.
(Although not obvious from Fig. 13.11, the imaginary part of the susceptibility
vmð0; k0dÞ ! 0 as k0d ! 0.)

The theory of causality in Sect. 13.4.4 predicts in (13.93b) that the exact fun-
damental Floquet-mode macroscopic inverse permeability and thus the macro-
scopic inverse magnetic susceptibility defined as vinv

m ð0; k0dÞ ¼ ½l0=lð0; k0dÞ � 1�
for the 2D array of circular cylinders is a causal function satisfying

vinv
m ðsÞ ¼ 2Re

Zþ1

0

vinv
m ð0; k0dÞe�ik0ds dðk0dÞ ¼ 0; s ¼ ct=d\0 : ð13:130Þ
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Figure 13.12, which shows the plot of vinv
m ðsÞ numerically computed from the

integral in (13.130) using the vmð0; k0dÞ data shown in Fig. 13.11, confirms the
causality of this numerically computed exact inverse magnetic susceptibility.
(Using vmð0; k0dÞ data for a maximum k0d lying about half way between two
resonances produces an effectively causal vinv

m ðsÞ.) However, as discussed at the
end of Sect. 13.4.4, since the imaginary part of lð0; k0dÞ, and thus 1=lð0; k0dÞ,
does not maintain the same sign for all k0d [ 0, the theorem in the Appendix
cannot be used to predict that the magnetic susceptibility vmð0; k0dÞ is a causal
function. Indeed, the computation of

vmðsÞ ¼ 2Re
Zþ1

0

vmð0; k0dÞe�ik0ds dðk0dÞ ð13:131Þ

plotted in Fig. 13.13 using the vmð0; k0dÞ data shown in Fig. 13.11 verifies that the
exact fundamental Floquet-mode macroscopic magnetic susceptibility is definitely
not causal.

13.6 Conclusion

At high enough frequencies x, every natural material or artificial material
(metamaterial) no longer behaves as a continuum satisfying the traditional time-
harmonic dipolar macroscopic Maxwell equations with spatially nondispersive
constitutive parameters. Although this departure from a continuum behavior at
high frequencies can often be ignored with impunity for the electric and para/
ferro(i)magnetic polarization of materials and metamaterials, we show in the
Introduction that it is mathematically impossible to characterize a material or
metamaterial that is diamagnetic and lossless at low frequencies x by a causal
spatially nondispersive permeability that satisfies continuum passivity conditions
and whose value approaches the permeability of free space as the frequency x
approaches infinity. Moreover, this noncausality in the spatially nondispersive
dipolar continuum description of diamagnetism is more fundamental than the
noncausality, discussed in [28], introduced by the point dipole approximation for
scattering from the inclusions (molecules) and is not removed by including higher-
order multipole moments in the spatially nondispersive continuum formulation of
Maxwell’s equations.

In order to characterize metamaterials formed by periodic arrays of polarizable
inclusions (separated in free space) in a way that includes diamagnetism and
reduces to a continuum description when the enforced and free-space wavelengths
in the arrays are large compared to the distance separating the inclusions, we
formulate a rigorous spatially (b) and temporally (x) dispersive anisotropic rep-
resentation for these periodic metamaterials. The spatially dispersive anisotropic
representation, like the single-polarization description of materials introduced by
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Landau and Lifshitz [5], is obtained by exciting the metamaterial arrays with
applied electric current densities having eiðb�r�xtÞ plane-wave dependence.
Beginning with the microscopic Maxwell’s equations for the arrays, it is shown
that two constitutive parameters, a spatially dispersive permittivity �ðb;xÞ and a
spatially dispersive inverse transverse permeability l�1

tt ðb;xÞ; characterize the
fundamental Floquet modes of the arrays. These macroscopic permittivities and
inverse permeabilities are shown to be causal for each fixed value of the plane-
wave propagation vector b and to reduce to continuum permittivities and per-
meabilities at the low spatial and temporal frequencies (jbdj and jk0dj sufficiently
small). The general formulation for spatially dispersive periodic arrays provides
convenient equations to express sufficient conditions for the array to approximate a
continuum, and to determine boundary conditions for an electric quadrupolar
continuum.

The key to this rigorous spatially dispersive anisotropic formulation is the
vector decomposition given in (13.20) for the microscopic equivalent electric
current density and the resulting generalized dipolar and electric quadrupolar
macroscopic polarization densities in (13.23). For both jbdj and jk0dj sufficiently
small, the array behaves as an anisotropic dipolar continuum in which the electric
quadrupolar density, and all other higher-order multipoles, are negligible com-
pared with a nonzero dipolar electric and/or magnetic polarization density. This
result for an anisotropic continuum is a significant consequence of the rigorous
anisotropic representation for spatially dispersive media.

Detailed reality conditions, reciprocity relations, passivity conditions, and
causality relations are derived for the macroscopic anisotropic permittivities and
permeabilities. Some unusual results emerge from these derivations. Except at the
low spatial and temporal frequencies where arrays generally behave as dipolar
continua, the reciprocity relations and passivity conditions satisfied by the per-
mittivities and permeabilities are coupled. In particular, the imaginary parts of the
diagonal elements of the macroscopic permittivities and permeabilities need not be
equal to or greater than zero even though the power dissipated by the passive
inclusions is always equal to or greater than zero. This curious result remains true
for a diamagnetic permeability even as the spatial propagation constant b

approaches zero. It is the main reason for the nonexistence of a causal, spatially
nondispersive, inverse diamagnetic (at low frequencies) permeability that satisfies
the usual continuum passivity condition (imaginary parts of the diagonal elements
equal to or less than zero) and approaches l�1

0 as jxj ! 1.
We also find the rather unusual theoretical result that the exact spatially dis-

persive permeability for the fundamental Floquet mode, unlike the exact inverse
permeability for the fundamental Floquet mode, need not satisfy causality. This
result stems from the necessity to use the E and B vectors as the primary
microscopic fields in the formulation of Maxwell’s macroscopic equations for
electric charge-current definitions of electric and magnetic polarization.

The anisotropic theory of spatially dispersive periodic arrays is reinforced with
a few examples. The initial examples determine the polarizabilities of dielectric
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spheres under the generalized integral definitions of dipole moments in a plane-
wave field with fixed b! 0, that is, the integral definitions used to formulate the
spatially dispersive anisotropic theory. These integrally defined, fixed-b polariz-
abilities and their associated Clausius–Mossotti susceptibilities, unlike the point
dipole Mie scattering polarizabilities and their associated Clausius–Mossotti sus-
ceptibilities [28], are shown to be causal functions that satisfy the Kramers–Kronig
relations. However, unlike the exact fundamental Floquet-mode permeability and
inverse permeability, which are noncausal and causal, respectively, these
approximate Clausius–Mossotti permeability and inverse permeability expressed
in terms of integrally defined, fixed-b polarizabilities are causal and noncausal,
respectively.

Lastly, we numerically solve the derived equations for a 2D periodic array of
circular cylinders with Drude-model dielectric inclusions. For a fixed b! 0, the
computed macroscopic permittivity and permeability confirms the theoretical
predictions that the imaginary part of the exact fundamental Floquet-mode per-
mittivity as b! 0 satisfies the usual continuum passivity condition of being equal
to or greater than zero for all x, whereas the imaginary part of the exact funda-
mental Floquet-mode permeability as b! 0 satisfies the usual continuum pas-
sivity condition only at the lower frequencies but becomes negative at the higher
values of x. Moreover, we confirm that the exact fundamental Floquet-mode
permittivity and exact fundamental Floquet-mode inverse permittivity satisfy
causality and the Kramers–Kronig relations. In contrast, while the exact funda-
mental Floquet-mode inverse permeability satisfies causality and the Kramers–
Kronig relations, the exact fundamental Floquet-mode permeability itself does not
satisfy causality—a result that further confirms the theory.

13.7 Appendix: Causality of the Inverse of a Causal
Constitutive Parameter

Consider a susceptibility function vðzÞ that is holomorphic (analytic and single-
valued) in the upper half (y [ 0) of the complex z ¼ xþ iy plane (UHP) and has
boundary values vðxÞ such that the function vðxÞ, which has an even real part and
an odd imaginary part, is Hölder continuous and jvðzÞ � v1j� 1=jzja, a[ 0, as
jzj ! 1 for y� 0, where v1 is a finite real (positive, negative or zero) constant
such that limjxj!1 vðxÞ ¼ v1. Also, assume that Re½vð0Þ�[ v1 � 1 and that
either xIm½vðxÞ�[ 0 or xIm½vðxÞ�\0 except at x ¼ 0 where Im½vð0Þ� ¼ 0 (or
possibly there is a 1=x singularity in the Im½vðxÞ� at x ¼ 0). We assume that any
resonant singularities in vðxÞ have been eliminated by insertion of a small loss, as
explained in Footnote 15 of the main text. These inequalities for the real and
imaginary parts of vðxÞ imply that ðvðxÞ � v1 þ 1Þ 6¼ 0 for all x.

As explained in Footnote 1 of the main text, ðvðxÞ � v1Þ is a causal function
that satisfies the Kramers–Kronig relations (and thus, as explained in the
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Introduction, vð0Þ� ½� �v1 if xIm½vðxÞ� � ½� �0 and vðxÞ is real and continuously
differentiable near x ¼ 0, although these conditions are not required for the proof
in this Appendix). In this Appendix, we prove that ðvðzÞ � v1 þ 1Þ has no zeros in
the UHP and thus the function

nðxÞ ¼ 1
vðxÞ � v1 þ 1

� 1 ð13:132Þ

is also a causal function that satisfies the Kramers–Kronig relations. (For v1 ¼ 0,
the function nðxÞ in (13.132) corresponds to the inverse of the traditional con-
tinuum relative permittivity or permeability minus 1, and in this case of v1 ¼ 0, a
similar result is obtained in [5, Sect. 82] using a proof given by the Russian/Israeli
mathematician N. N. Meiman [4, Sect. 123].)

We first note that since the imaginary part of the Hölder continuous function
ðvðxÞ � v1 þ 1Þ is nonzero for all x except at x ¼ 0 where the real part is greater
than zero, the function nðxÞ has no poles on the x axis and is Hölder continuous [2,
p. 16]. Like vðxÞ, the real part of nðxÞ is even and the imaginary part of nðxÞ is odd.
Also, note that since jvðzÞ � v1j� 1=jzja, a[ 0, as jzj ! 1 for y� 0, it follows
that jnðzÞj � 1=jzja, a[ 0, as jzj ! 1 for y� 0. Thus, if it can be proven that the
function ðvðzÞ � v1 þ 1Þ has no zeros in the UHP, then nðxÞ, like ðvðxÞ � v1Þ,
will be a causal function that satisfies the Kramers–Kronig relations.

To prove that ðvðzÞ � v1 þ 1Þ has no zeros in the UHP, we use the theorem
from complex variables that says if a function f ðzÞ be analytic inside a region D
enclosed by the contour C and continuous on Dþ C, then

N0 ¼
1

2pi

Z

C

f 0ðzÞ
f ðzÞ dz ð13:133Þ

where the prime denotes differentiation with respect to the complex variable z and
N0 is the total number of zeros of f ðzÞ inside C, a zero of order m0 being counted
m0 times [2, Eq. (7.22), p. 76] (see also [46, Sect. 113]). To use (13.133) for our
purposes, we choose f ðzÞ ¼ ðvðzÞ � v1 þ 1Þ and the closed contour C as the real
line capped by the hemispherical curve in the UHP. Because jvðzÞ � v1j� 1=jzja,

a[ 0, as jzj ! 1 for y� 0, it follows that jf 0ðzÞ=f ðzÞj � 1=jzjð1þaÞ, a[ 0, as
jzj ! 1 for y� 0, and the integral in (13.133) goes to zero on the hemispherical
cap, thereby leaving

N0 ¼
1

2pi

Zþ1

�1

f 0ðxÞ
f ðxÞ dx; f ðxÞ ¼ vðxÞ � v1 þ 1 ð13:134Þ

which can be re-expressed as
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N0 ¼
1

2pi

Zþ1

�1

ln0½f ðxÞ� dx ¼ D/
2p

; f ðxÞ ¼ vðxÞ � v1 þ 1 ð13:135Þ

where D/ is the change in the number of radians in the continuous angle / ¼
arg½f ðxÞ� as the point x changes from �1 to þ1 along the real x axis.

Since the imaginary part of f ðxÞ is less [greater] than zero for x\0 and equal to
zero for x ¼ 0, and Re½f ð0Þ�[ 0 with f ð�1Þ ¼ 1, the angle / begins at 0 at
x ¼ �1 and ends at 0 at x ¼ 0 while never crossing the real f axis in the complex
f plane—thereby / has no total change for the integral over the negative x axis.
Similarly, since the imaginary part of f ðxÞ is greater [less] than zero for x [ 0, and
Re½f ð0Þ�[ 0 with f ðþ1Þ ¼ 1, the angle / begins at 0 at x ¼ 0 and ends at 0 at

x ¼ þ1 while never crossing the real f axis in the complex f plane—thereby
having no total change for the integral over the positive x axis.18 Therefore, for the
integral over the entire x axis, the change in / is zero; that is, D/ ¼ 0 in (13.135)
and N0 ¼ 0. In other words, the number of zeros in the UHP of nðzÞ is zero and
thus, given the other properties of nðzÞ discussed above, the function nðxÞ is causal
and obeys the Kramers–Kronig relations. Lastly, we observe that the theorem does
not hold in general for the function

1
vðxÞ þ 1

� 1
v1 þ 1

ð13:137Þ

which corresponds to an inverse relative permittivity or permeability function. For
example, the permeability function

lPEC
CM ð0; k0aÞ � lPEC

CM1 ð13:138Þ

is a causal function defined by (13.117b), whereas the inverse permeability
function

1

lPEC
CM ð0; k0aÞ �

1

lPEC
CM1

¼ 1

lPEC
CM1

1

lPEC
CM ð0; k0aÞ=lPEC

CM1
� 1

� �
ð13:139Þ

is not causal because lPEC
CM ð0; 0Þ=lPEC

CM1 is less than zero and thus the foregoing
analysis with lPEC

CM ð0; xÞ=lPEC
CM1 replacing f ðxÞ yields D/ ¼ 2p and N0 ¼ 1 rather

than 0.

18 If the real part of vðxÞ has a �1=x singularity at x ¼ 0 the change in / over both the negative
and positive x axis is �p=2 to yield a D/ ¼ �p. However, Eq. (7.22) on page 76 of [2] shows
that with a 1=x singularity, the formula in (13.133) changes to

N0 �
1
2
¼ 1

2pi

Z

C

f 0ðzÞ
f ðzÞ dz ð13:136Þ

and thus we still find N0 ¼ 0.
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Chapter 14
Transformation Electromagnetics
and Non-standard Devices

André de Lustrac, Shah Nawaz Burokur and Paul-Henri Tichit

Abstract The use of transformation electromagnetics for microwave applications
is presented. Implementation of non-standard devices such as microwave antennas
and waveguide tapers proposed by the Institut d’Electronique Fondamentale at the
University of Paris-Sud are reviewed. The operating principle and the respective
coordinate transformation of each device is presented and numerical simulations are
performed to verify the theoretical formulations. The method to obtain constitutive
electromagnetic parameters mimicking the calculated transformed space is detailed
and confirmed by full-wave simulations performed using discrete material param-
eter values and by measurements performed on fabricated metamaterial-based
prototypes. The results show that transformation electromagnetics is very interesting
for the design and realization of high-performance non-standard devices.

14.1 Introduction

The concept of transformation electromagnetics originally introduced by Pendry
[1] and Leonhardt [2] provides a method for designing new electromagnetic
systems by controlling the permeability and permittivity distributions. It allows
control over the path of electromagnetic waves in the structure in a manner
unattainable with natural materials. However, the practical realization of these
structures remains a challenge without the use of the extremely successful concept
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of metamaterials. The first example of this successful merging was the design and
experimental characterization of an invisibility cloak in 2006 [3]. Later, other
versions of cloaks have been proposed at microwave and optical frequencies.
These invisibility cloaking structures [4–12] can serve as benchmark examples for
the development of microwave and optical systems based on transformation
electromagnetics. In recent years, the combination of transformation optics and
metamaterials has led to non-standard electromagnetic systems. Proposals for new
devices such as concentrators [13–15], electromagnetic wormholes [16, 17],
transitions between waveguides and bends [18–23], and planar antennas [24] have
been explored theoretically. Experiments and demonstrations of the space trans-
formation of several devices have later been published [3, 6, 7, 9, 11, 12, 25, 26].
Indeed, practical implementation of transformation optics devices requires the
design and use of anisotropic metamaterials with high accuracy as well as trade-
offs between theoretical design and realization.

Although the concept was well known for many years [27, 28], the introduction of
transformation electromagnetics in 2006 has helped to bring back the correspon-
dence between geometry and materials. In this way, the material can be considered
as a new geometry, and information about the coordinate transformation is given by
material properties. Based on the reinterpretation of the form-invariance of Max-
well’s equations against coordinate transformation, arbitrary control of the elec-
tromagnetic field has become possible by introducing a specific coordinate
transformation that maps an initial space into another one containing the imagined
(or desired) properties. Among the classes of transformations in the literature,
several possibilities are available for the design of electromagnetic structures. For
example, continuous transformations were introduced by Pendry to realize the first
invisibility cloak, which led to anisotropic and inhomogeneous permittivity and
permeability tensors. Continuous transformations offer a substantial advantage in
their generality of application. The contribution of these transformations was lev-
eraged in many cases as cited above. In parallel, Leonhardt proposed the concept of
conformal mappings [2] where transformations obey Fermat’s principle and allow
the design of devices through the use of isotropic dielectric media [20, 29–31]. The
main drawback of these transformations is that their mathematical requirements are
often too complex to realize the systems. Following this idea, quasiconformal
transformations [6, 8, 9, 11, 12, 32] have emerged, where a slight deformation of the
transformation minimizes the anisotropy of the material and allows an approxi-
mation of the device with an isotropic medium. Other theoretical works have
appeared on space–time transformations [33–36], creating a link with cosmology
and celestial mechanics [37–39]. Simultaneously, the concept of finite embedded
transformations [13, 21, 22, 40–42] was introduced, which significantly added to
design flexibility and enabled steering or focusing electromagnetic waves. Finally,
source transformation techniques [43–46] have offered new opportunities for the
design of active devices with a source distribution included in the transformed space.

The design stage is very important; first, because the theoretical values of elec-
tromagnetic parameters calculated by transformation optics are often too extreme to
be practically realized. Therefore, a careful design should allow a simplification of
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these values. Moreover, in some cases, the permittivity and permeability tensors
have non-diagonal terms that are difficult to implement. To facilitate the realization
of structures, it is important to minimize or cancel these terms. In all cases, for a real
device, the parameter values should be achievable with available electromagnetic
metamaterials. Second, a practical implementation requires a discretization of the
theoretical material. This discretization, which is often accompanied by perfor-
mance degradation, must maintain the degradation to an acceptable level. A trade-
off is necessary between the level of discretization and the degradation of structure
performance due to this discretization. The space transformation technique can also
be used to transform a singular profile of an isotropic material in a regular pattern
into an equivalent anisotropic material, leading to a more easily realizable device.
For example, dielectric singularities are points where the refractive index n tends
toward infinity or zero and electromagnetic waves travel infinitely slow or infinitely
fast. Such singularities cannot be realized in practice over a broad spectral range,
but the index profile can be transformed into an anisotropic tensor of permittivity and
permeability. For example, Ma et al. [47] have succeeded in implementing an
omnidirectional retro-reflector through the transformation of a singularity in the
index profile into a topological defect. Thus, bounded values of the permittivity and
permeability components allowed the realization of the device.

After the discretization of a theoretical profile, the next metamaterial engineering
step is to approach and implement the target device. Based on the electric and
magnetic resonances, subwavelength metamaterial cells must be properly designed
such that the effective electromagnetic parameters can reach desired values.

In the following sections, the transformation electromagnetics technique is
applied to four systems: first, the case discussed is of a highly directive antenna by
transforming an isotropic one. Then, the case of wave bending in a steerable
antenna is addressed. Another antenna application concerning the transformation
of a directive emission into an isotropic one is also discussed. Finally, a taper
between two waveguides with different widths is proposed and it is shown how it
is possible to connect them so as to have a transmission close to unity.

14.2 Highly Directive Antenna

This section deals with the design of a highly directive antenna based on the
transformation of an isotropic source radiating in a cylindrical space into a directive
antenna radiating in a rectangular space. This begins by deriving the permeability
and permittivity tensors of a metamaterial capable of transforming the isotropic
source into a compact highly directive antenna in the microwave domain. The aim is
to show how a judiciously engineered metamaterial allows the direction of emission
of a source to be controlled in order to collect all the energy in a small angular
domain around the surface normal, with good impedance matching between the
radiating source and the material obtained by transformation optics.

14 Transformation Electromagnetics and Non-standard Devices 461



14.2.1 Theoretical Formulation

For the theoretical formulation of the highly directive emission, consider a line
source radiating in a cylindrical vacuum space (Fig. 14.1). The line source is
placed along the cylindrical axis. Wavefronts represented by cylinders at
r = constants and polar coordinates (r, h) are appropriate to describe such a
problem. To transform the cylindrical space, a physical one where lines
h = constant become horizontal is generated, as illustrated by the schematic
principle in Fig. 14.1. Each colored circle of the cylindrical space becomes a
vertical line having the same color in the rectangular space, whereas each radial
line becomes a horizontal one. Finally, the right half cylinder of diameter d is
transformed into a rectangular region with width e and length L. The line source in
the center of the cylinder becomes the left black vertical radiating surface in the
rectangular space. The transformation can then be expressed as:

x0 ¼ 2L
d

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
y0 ¼ e

p arctan y
x

� �
z0 ¼ z

8<
: with � p

2
� arctan

y

x

� �
� p

2
ð14:1Þ

where x0, y0, and z0 are the coordinates in the transformed rectangular space and x,
y, and z are those in the initial cylindrical space. Free space is assumed in the
cylinder, with isotropic permeability and permittivity tensors e0 and l0. The fol-
lowing transformations are used to obtain the material parameters of the rectan-
gular space:

ei0j0 ¼
Ji0

i Jj0

j e0d
ij

det Jð Þ and li0j0 ¼
Ji0

i Jj0

j l0d
ij

det Jð Þ with Ja0
a ¼

ox0a

oxa
ð14:2Þ

where Ja0
a and dij are respectively the Jacobian transformation matrix of the

transformation of (14.1) and the Kronecker symbol. The Jacobian matrix between
the transformed and the original coordinates has four nonzero parameters which
depend on the distance from the origin. Jxx, Jyy, Jxy are assumed to be z-inde-
pendent with Jzz = 1. The divergence of Jyy can be explained by the non-bijection
of the initial coordinates y-lines transformation. The inverse transformation is
obtained from the initial transformation (14.1) and derived by a substitution
method, enabling the metamaterial design which leads to anisotropic permittivity
and permeability tensors. Both electromagnetic parameters l and e have the same
behavior. Also, note that the equality of permittivity and permeability tensors
implies a perfect impedance match with no reflection at the interface with vacuum.

By substituting the new coordinate system in the tensor components, and after
some simplifications, the following material parameters are derived:
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e ¼
exx x0; y0ð Þ 0 0

0 eyy x0; y0ð Þ 0
0 0 ezz x0; y0ð Þ

0
@

1
Ae0

l ¼
lxx x0; y0ð Þ 0 0

0 lyy x0; y0ð Þ 0
0 0 lzz x0; y0ð Þ

0
@

1
Al0

ð14:3Þ

where

exx x0; y0ð Þ ¼ lxx x0; y0ð Þ ¼ p
e

x0 eyy x0; y0ð Þ ¼ lyy x0; y0ð Þ ¼ 1
exx x0; y0ð Þ

ezz ¼ lzz ¼
d2p
4eL2

x0: ð14:4Þ

The appropriate choice of the transformation thus assures an absence of non-
diagonal components, giving rise to a practical implementation of the device using
metamaterials. Figure 14.2 shows the variation of the permittivity tensor compo-
nents in the transformed rectangular space. The different geometrical dimensions
of the initial and transformed space are respectively d = 15 cm, e = 15 cm, and
L = 5 cm. Note that the three components of the permittivity depend only on the
coordinate x0. This is due to the invariance of the initial space with h with respect
to the distance from the source in the cylindrical space. This distance is repre-
sented by x0 in the transformed rectangular space.

The divergence of eyy near x0 = 0 creates an ‘‘electromagnetic wall’’ with eyy

tending toward infinity on the left side of the rectangular area. This left side also
corresponds to the radiating source transformed from the center line source of the
cylindrical space. Note the simplicity of the exx and ezz terms that present only a
linear variation.

In the transformed rectangular space the confinement of the electromagnetic
field can be controlled and increased by the different parameters d, e, and L, and

Fig. 14.1 Representation of the transformation of the initial space into the desired space. Each
radius line of the cylindrical space is transformed into a horizontal line of the right rectangular
space. Each circular line is transformed into a vertical one. Reprinted with permission from Journal
of Applied Physics, 2009. 105(10) 104912. Copyright 2009, American Institute of Physics
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particularly by the ratio d/2L. After the transformation, the electromagnetic energy
enclosed in the half cylindrical space is confined in the rectangular space. To
characterize the emission directivity realized by the radiating source in the rect-
angular space, the most important parameter is the ratio between the width e of the
aperture and the square of the wavelength k2 since the maximum directivity of an
antenna is given by:

Dmax ¼
4pAeff

k2 where Aeff ¼
R

A

R
Ea rð ÞdS

�� ��2
R

A Ea rð Þj j2dS
ð14:5Þ

where Aeff is the effective aperture of the antenna and depends on the width e and
on the field distribution EaðrÞ:

14.2.2 Numerical Simulations

Finite Element Method (FEM)-based numerical simulations with Comsol Multi-
physics are used to design this transformed directive antenna. As the line source of
the right half-cylindrical space becomes a radiating plane in the transformed
rectangular space, an excitation is inserted at the left side of the rectangular space
as shown in Fig. 14.3a. This space is delimited by metallic boundaries on the
upper and lower sides and at the left side of the rectangular space representing the
metamaterial having dimensions 15 9 5 cm. The radiating properties of the
antenna are calculated and presented in Fig. 14.3.

Three operating frequencies have been considered here; 5, 10, and 40 GHz,
corresponding respectively to e/k = 2.5, 5 and 20. A directive emission can be
observed as illustrated by the magnetic field radiations of the antenna for a TM
wave polarization. A very high directivity is noted and can be calculated using the
expression given in [48]:

D ¼ 41253
h1h2ð Þ ð14:6Þ

Fig. 14. 2 Variation of the permittivity tensor components: a exx, b eyy, and c ezz. Reprinted with
permission from Journal of Applied Physics, 2009. 105(10) 104912. Copyright 2009, American
Institute of Physics
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where h1 and h2 are respectively the half-power beamwidths (in degrees) for the
H-plane and E-plane patterns. Here, assume h1 = h2. Then for a half-power
beamwidth of 13.5� at 10 GHz a directivity of 23.6 dB is obtained, implying a ratio
e/k = 5. This directivity is comparable with that of a parabolic reflector antenna of
the same size [48] and is greater than that of a wideband [2–18 GHz] dual polarized
FLANN� horn antenna where the directivity varies from 10 to 23 dB.

The far-field radiation patterns of the antenna are calculated at different fre-
quencies to assess the variation of the directivity. The dimensions of the rectan-
gular box remain the same as above (e = 15 cm and L = 5 cm). Figure 14.4a
shows the radiation patterns for the cases e/k = 2.5 (5 GHz), 5 (10 GHz), and 20
(40 GHz). The directivity strongly increases as the frequency increases. It goes
from 23.6 dB at 5 GHz to 29.5 dB at 10 GHz and 42 dB at 40 GHz. The direc-
tivity enhancement is illustrated by the evolution of the half-power beamwidth
versus frequency in Fig. 14.4b.

Fig. 14.4 a Far-field radiation patterns at 5 GHz (dashed), 10 GHz (continuous), and 40 GHz
(dashed-dotted). b Half-power beamwidth (continuous) and directivity (dashed) versus
frequency. Reprinted with permission from Journal of Applied Physics, 2009. 105(10) 104912.
Copyright 2009, American Institute of Physics

Fig. 14.3 Magnetic field distribution for a TM wave polarization at (a) 5 GHz, (b) 10 GHz, and
(c) 40 GHz. Reprinted with permission from Journal of Applied Physics, 2009. 105(10) 104912.
Copyright 2009, American Institute of Physics
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14.2.3 Parameter Reduction and Discrete
Metamaterial Layers

The metamaterial calculated above shows coordinate-dependent electromagnetic
parameters following (14.4). This dependency is identical for the permittivity and
permeability, allowing an exact impedance matching with vacuum. It is proposed
to simplify the calculated parameters of the highly directive antenna for a realistic
experimental realization from achievable metamaterial structures. Choosing plane
wave solutions for the electric field and magnetic field, with a wave vector k in the
x–y plane, and a TM or a TE polarization with respectively the magnetic or electric
field polarized along the z-axis, a dispersion equation is obtained:

det Fð Þ ¼ 0 ð14:7Þ

with

F ¼
exx �

k2
y

lzz

�kxky

lzz
0

�kxky

lzz
eyy � k2

x
lzz

0

0 0 ezz � k2
x

lyy
� k2

y

lxx

0
BBB@

1
CCCA: ð14:8Þ

The determinant of this equation must be equal to zero. Solving it, one equation
is obtained for each polarization. In the TE polarization this equation can be
written as

�zz ¼
k2

x

lyy
þ

k2
y

lxx
ð14:9Þ

whereas in the TM polarization, it becomes:

lzz ¼
k2

x

�yy
þ

k2
y

�xx
: ð14:10Þ

For a possible realization, the dimensions of the semi-cylindrical space must be
set so that d2=4L2 ¼ 4 in order to obtain achievable values for the electromagnetic
parameters. An additional simplification arises from the choice of the polarization
of the emitted wave. Here, consider a polarized electromagnetic wave with an
electric field pointing in the z-direction, which allows for modifying the dispersion
equation in order to simplify the electromagnetic parameters without changing
Maxwell’s equations and propagation in the structure. To obtain these electro-
magnetic parameters values that are suitable for the manufacturing technology, the
same method is used as proposed in [3]. The dispersion equation is multiplied by
xxl and the metamaterial is thus simply described by:

lxx ¼ 1
lyy ¼ 1

e2
xx

ezz ¼ 4e2
xx

8<
: : ð14:11Þ
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Equation (14.11) describes the material parameters that can be achieved with
existing metamaterial structures, for example, split ring resonators (SRR) [49] and
electric-LC (ELC) resonators [50].

The penalty of the above reduction is an imperfect impedance match at the

outer boundary of the metamaterial at Z ¼
ffiffiffiffiffi
lyy

ezz

q
x ¼ Lð Þ ¼ 9

2p2 with L = 5 cm and

d = 15 cm. Thus, the transmission at the outer boundary is calculated classically
withT ¼ 4Z

1þZð Þ2 ¼ 0:85 which assures a high level of radiated electromagnetic field.

Further simplification consists in discretizing the desired variation of the param-
eters lyy and ezz to secure a practical realization that produces experimental per-
formances close to theory.

Figure 14.5a shows the schematic structure of the directive emission antenna.
A microstrip patch antenna on a dielectric substrate constitutes the radiating
source. A surrounding material made of alternating electric metamaterial and
magnetic metamaterial layers transforms the isotropic emission of the patch
antenna into a directive one. The material is composed of five different regions
where permittivity and permeability vary according to the profile of Fig. 14.5c.
The corresponding reduced magnetic and electric properties of the metamaterial
obtained from transformation optics are presented in Fig. 14.5b and c. The dis-
tribution of the theoretical material parameters satisfying relation (14.11) is shown
in Fig. 14.5b. The distribution in Fig. 14.5c presents the discrete values corre-
sponding to the five regions of the metamaterial used for the experimental vali-
dation. To implement the material specifications in Eq. (14.11) using
metamaterials, one must choose the overall dimensions, design the appropriate unit
cells, and specify their layout. For this implementation, the metamaterial unit cell
is not periodic. It is advantageous to optimize the three design elements all at once
since common parameters are shared. Equation (14.11) shows that the desired
ultra-directive emission will have constant lxx, with ezz and lyy varying longitu-
dinally throughout the structure. The axial permittivity ezz and permeability lyy

show values ranging from 0.12 to 4.15 and from 1.58 to 15.3, respectively.
As shown by the schematic structure of the antenna in Fig. 14.5a, a square

copper patch is printed on a 0.787 mm thick low-loss dielectric substrate (Rogers
RT/Duroid 5870TM with 17.5 lm copper cladding, er = 2.33 and tan d = 0.0012)
and used as the feed source. The metamaterial covers completely the patch feed
source to capture the emanating isotropic radiation and transform it into a directive
pattern. The metamaterial is a discrete structure composed of alternating layers
with anisotropic permeability and permittivity. Figure 14.6 shows photography of
the fabricated antenna device. The bulk metamaterial was built from 56 layers of
dielectric boards on which subwavelength resonant structures are printed. 28 layers
contain artificial magnetic resonators and 28 electric ones. Each layer is made of
five regions of metamaterials corresponding to the discretized values of Fig. 14.5c.
The layers are mounted two-by-two with a constant air spacing of 2.2 mm between
each, in order to best represent the permeability and permittivity characteristics in
the different regions. Overall dimensions of the antenna are 15 9 15 9 5 cm.
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The details of the metamaterial cells are illustrated in Fig. 14.6. The left and
right inserts show the designs of the resonators used in the magnetic (right) and
electric (left) metamaterial layers. The layers are divided into five regions in the
direction of wave propagation. Each region is composed of three rows of reso-
nators with identical geometry and dimensions. Different resonators are used for
electric and magnetic layers. Their schematic drawings are depicted at the bottom
of Fig. 14.6.

The permeability (lyy) and permittivity (ezz) parameter sets plotted in
Fig. 14.5c can be respectively achieved in a composite metamaterial containing
SRRs and ELCs, known to provide respectively a magnetic response and an
electric response that can be tailored (Fig. 14.6). Because of layout constraints, a
rectangular unit cell with dimensions px = pz = 10/3 mm was chosen for both
resonators. The layout consisted of five regions, each of which was three unit cells
long (10 mm). The desired ezz and lyy were obtained by tuning the resonators’

Fig. 14.5 a Schematic structure of the proposed antenna with a cylindrical cut to show the
internal structure of the material and the radiating source. This source is a microstrip patch
antenna on a dielectric substrate. The metamaterial is composed of alternating permittivity and
permeability vertical layers. Each layer is made of five different material regions (pale color near
the patch to dark color in the x-direction). b Theoretical material parameters given by relation
(14.11). c Discrete values of material parameters used in experimental realization
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geometric parameters. Using the Ansoft HFSS commercial full-wave finite ele-
ment simulation software, a series of scattering (S) parameter simulations were
performed for the SRR and ELC unit cells separately over a discrete set of the
geometric parameters covering the range of interest. A normally incident wave
impinging on the unit cell is considered for simulations. Electric and magnetic
symmetry planes are applied on the unit cell respectively for the faces normal to
the electric and magnetic field vector. By calculating the unit cells separately, there
is very low coupling between neighboring ELCs and SRRs. The influence of this
coupling is even lower when the electric and magnetic layers are mounted two-by-
two. A standard retrieval procedure was then performed to obtain the effective
material properties ezz and lyy from the S-parameters [51]. The discrete set of
simulations and extractions was interpolated to obtain the particular values of the
geometric parameters that yielded the desired material properties plotted in
Fig. 14.5c. Simulations were also performed using Comsol Multiphysics to assure
the functionality of the metamaterial. An operating frequency around 10 GHz was
chosen, which yields a reasonable effective medium parameter k/px [ 10, where k
is the free-space wavelength.

Fig. 14.6 Structure of the antenna: each magnetic and dielectric layer of the metamaterial is
divided into five regions to assure the desired variations of electromagnetic parameters along wave
propagation direction. The dimensions of the antenna are 15 9 15 9 5 cm. The operating
frequency is 10.6 GHz. Left and right inserts show details of the resonators used in the magnetic
(right) and electric (left) metamaterial layers. Each level is made of three rows of identical
resonators
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In the designs presented in Figs. 14.5 and 14.6, the SRRs and ELCs are used
to realize the continuous-material properties required by the directive antenna.
To illustrate the equivalence between continuous materials and the actual
combination of SRR and ELC metamaterials, simulations were performed of the
ideal antenna composed of continuous materials and the experimental antenna
composed of SRR and ELC metamaterials, simultaneously and their electro-
magnetic properties compared. However, full-wave simulation of the experi-
mental antenna is impossible using current computer resources owing to the
extremely large memory and computer time required. Instead, full-wave simu-
lations were done using the equivalent discrete material with parameters as
shown in Fig. 14.5c. The full-wave simulations have been performed using the
finite element method-based commercial software Comsol Multiphysics. Also,
the simulations have been made in a 2D configuration using the RF module in a
transverse electric (TE) wave propagation mode. A surface current with similar
dimensions to the patch feed is used to model the source. The diagram pattern of
the antenna is plotted by inserting matched boundaries with far-field conditions.
For the metamaterial, values of permittivity and permeability shown in Fig. 14.5
have been introduced in each of the five layers. Figure 14.7 shows simulation
results of the electric field emanating from the antenna in both the continuous
and discrete material cases. Excellent qualitative agreement is observed from the
simulations, indicating that the SRR-ELC combination presents nearly the same
electromagnetic parameters as the continuous material. As observed, the intensity
of emitted radiation decreases rapidly since the source transformation operates
only in the x–y plane.

Fig. 14.7 Full-wave finite element simulations of electric fields emitted by the metamaterial
antenna. Calculations are performed using the continuous and discrete materials in a 2D
configuration using a line source as excitation. a Continuous material. b Discrete material
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14.2.4 Experimental Measurement of the Ultra-Directive
Antenna

To validate the directive emission device performance, two experimental systems
are set up to measure the radiated field. The first method consists in measuring the
far-field radiation patterns of the antenna in an anechoic chamber. Figure 14.8a
shows the far-field measurement system. In such an emission-reception setup, the
fabricated metamaterial antenna is used as an emitter and a wideband (2–18 GHz)
dual-polarized horn antenna is used as the receiver to measure the radiated power
level of the radiating antenna. The measurements are performed for computer-
controlled elevation angle varying from -90� to +90�. The microwave source is a
vector network analyzer (Agilent 8722 ES) that was also used for detection. The
feeding port is connected to the metamaterial antenna by means of a coaxial cable,
whereas the detecting port is connected to the horn antenna also by means of a
coaxial cable. The measured far-field radiation pattern in the E-plane (plane
containing E and k vectors) is presented in Fig. 14.8b.

The antenna presents maximum radiated power at 10.6 GHz with a directive
main beam and low parasitic secondary lobes, under -15 dB. The main lobe

Fig. 14.8 Far-field measurement in an anechoic chamber. a Experimental setup. b Measure-
ments. c Simulations. Radiation patterns of the metamaterial antenna (blue trace) and of the
feeding microstrip patch antenna alone (red trace) are presented at 10.6 GHz
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presents a 13� half-power beamwidth in the E-plane (x–y plane). This narrow
beamwidth is less than that of a parabolic reflector antenna having similar
dimensions (diameter equal to 15 cm), where the half-power beamwidth is around
16�. Measurements are found to be consistent with the predicted radiation patterns
shown in Fig. 14.8c.

The second experimental setup (Fig. 14.9a) was intended to measure the
antenna’s near-field microwave radiation. The E-field is scanned by a field-sensing
monopole probe connected to the network analyzer by a coaxial cable. The probe
was mounted on two orthogonal linear translation stages (computer-controlled
Newport MM4006), so that the probe could be translated with respect to the
radiation region of the antenna. By stepping the field sensor in small increments
and recording the field amplitude and phase at every step, a full 2D spatial field
map of the microwave near-field pattern could be acquired in the free-space
radiation region.

The total scanning area covers 400 9 400 mm2 with a lateral step resolution of
2 mm in the dimensions shown by red arrows in Fig. 14.9a. Microwave absorbers
are applied around the measurement stage in order to suppress undesired scattered
radiations at the boundaries. Figure 14.9 shows the comparison between simula-
tions and experimental results. In Fig. 14.9b, the magnitude of the numerical
Poynting vector interpreted as an energy flux for the electromagnetic radiation is
plotted for the device and compared to measurements in Fig. 14.9c. As stated
earlier, the emission decreases rapidly since only the x–y plane has been considered
for the source transformation procedure. A clear directive emission is radiated by
the antenna as presented by the numerical simulation in Fig. 14.9d and measure-
ment presented in Fig. 14.9e for the electric near-field mapping of the antenna’s
radiation. Also, when compared to the radiation of the patch feed alone shown in
Fig. 14.9f and g, the narrow beam profile of the proposed device can be seen.

14.3 Azimuthal Antenna

Following the previous example, a two-dimensional coordinate transformation is
now proposed which transforms the vertical radiation of a directive plane source
into a directive azimuthal emission.

14.3.1 Design Concept

Consider a source radiating in a rectangular space. In theory, the radiation emitted
from this source can be transformed into an azimuthal pattern using transformation
optics. The transformation procedure is denoted F(x0,y0) and consists of bending
the radiation. Figure 14.10 shows the operating principle of this rotational coor-
dinate transformation. Mathematically, F(x0,y0) can be expressed as:
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Fig. 14.9 Near-field scanning experiment in comparison with simulations. a Experimental setup
system. b Magnitude of the predicted Poynting vector. c Magnitude of the experimental Poynting
vector. d Magnitude of the predicted near field. e Mapping of the near field. f Magnitude of the
excitation source’s predicted near field. g Mapping of the excitation source’s near field. The
mappings are shown at 10.6 GHz
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x0 ¼ ax cos byð Þ
y0 ¼ ax sin byð Þ
z0 ¼ z

8<
: ð14:12Þ

where x0, y0, and z0 are the coordinates in the bent space, and x, y, and z are those in
the initial rectangular space. The initial space is assumed to be free space. L2, L1,
and L are, respectively, the width and the length of the rectangular space. The
rotational transformation of Fig. 14.10 is defined by parameter a considered as an
‘‘expansion’’ parameter and parameter b which controls the rotation angle of the
transformation F(x0,y0). By substituting the new coordinate system in the tensor
components, and after some simplifications, the material parameters are derived.
After diagonalization, calculations lead to permeability and permittivity tensors
given in the diagonal base by:

e ¼
wrr 0 0
0 whh 0
0 0 wzz

0
@

1
Ae0

l ¼
wrr 0 0
0 whh 0
0 0 wzz

0
@

1
Al0

with wrr ¼
a

br
; whh ¼

a

b
r; wzz ¼

1
abr

ð14:13Þ

14.3.2 Numerical Simulations

The transformation formulation is implemented using the finite element-based
commercial solver Comsol Multiphysics. Figure 14.11 shows the comparison of a
2D simulation between a planar source made of current lines in the y–z plane
above a limited metallic ground plane (Fig. 14.11a) and the same source sur-
rounded by a metamaterial defined by Eq. (14.13) (Fig. 14.11b). Figure 14.11c and

Fig. 14.10 Schematic principle of the 2D rotational coordinate transformation. The emission in a
rectangular space is transformed into an azimuthal one
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d show, respectively, the far-field patterns of the plane source without and with the
metamaterial structure. The left shift of the peak corresponds to a rotation of 76� of
the emitted radiation.

For the fabrication of the physical prototype, the calculated material parameters
are simplified through a parameter reduction procedure. Then, the polarization of
the electromagnetic field is set such that the magnetic field is along the z-direction.
In this case, the relevant electromagnetic parameters are lzz, ehh, and err. The terms
ehh and lzz are held constant, leaving the new set of coordinates given by (14.14):

err ¼
1
br

� �2

1:7
; ehh ¼ 2:8; lzz ¼ 1:7 ð14:14Þ

Setting the physical parameter b = 6 allows an optimization of the material
parameter err. The profile of the different parameters is presented in Fig. 14.12a.
The fabricated prototype is composed of 30 identical layers where each layer is
divided into 10 unit cells as illustrated by the single layer in Fig. 14.12b. For the
discretization of the material parameters, meta-atoms producing electric reso-
nances are designed on the 0.787 mm thick low loss (tan d = 0.0013) RO3003TM

dielectric substrate. 5 mm rectangular unit cells were chosen for the resonators.
The desired ezz and lyy were obtained by tuning the resonators’ geometric
parameters. The 10 cells presented in Fig. 14.12c are designed to constitute the
discrete variation of err. Table 14.1 summarizes the corresponding electromagnetic
parameters of the cells. The cells are composed of SRRs and ELCs to secure lzz

Fig. 14.11 a–b Calculated emission of a plane current source above a limited metallic ground
plane without and with the metamaterial structure. c–d Calculated normalized far field of the
antenna without and with metamaterial. A 76� rotation of the radiation is clearly observed

14 Transformation Electromagnetics and Non-standard Devices 475



and err, respectively. ehh is produced by a host medium, which is a commercially
available resin.

For numerical verification of the proposed device performance, a microstrip patch
antenna presenting a quasi-omnidirectional radiation pattern is used as the feed
source of the metamaterial antenna. This patch source is optimized for a 10 GHz
operation. A 3D simulation of the patch antenna and the layered metamaterial is
performed using HFSS as illustrated in Fig. 14.13a. Figure 14.13b shows the cal-
culated energy distribution in the middle plane of the layered metamaterial structure.
Note that the latter structure first transforms the quasi-omnidirectional radiation of
the patch source into a directive pattern and also maintains this highly directive
emission after the 76� rotation.

Fig. 14.12 a Profile of the
material parameters. b Single
metamaterial layer composed
of 10 unit cells providing the
material parameters
necessary for the coordinate
transformation. c Front and
rear views of the
metamaterial cells
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14.3.3 Experimental Measurements

To validate experimentally the azimuthal directive emission, the device shown in
Fig. 14.14a is fabricated. A microstrip square patch antenna printed on a 1 mm
thick epoxy dielectric substrate (er = 3.9 and tan d = 0.02) is used as the radiating
source. The metamaterial is a discrete structure composed of 10 different regions
where permittivity and permeability vary according to Eq. (14.14) and to the
values of Table 14.1. The bulk metamaterial is assembled using 30 layers of
RO3003TM dielectric boards on which subwavelength resonant structures are
printed. The layers are mounted one-by-one in a molded matrix with a constant
angle of 3� between each. A commercially available liquid resin is then poured
into the mold. This resin constitutes the host medium and is an important design
parameter closely linked to ehh. Its measured permittivity is close to 2.8. The mold
is removed after solidification of the resin.

S11 parameter measurements are first performed on the fabricated prototype. The
measured S11 parameter of the metamaterial antenna is compared with the

Table 14.1 Electromagnetic parameters lzz, and err for the 10 cells of the metamaterial layers

Layer ri (mm) Lhi (mm) lzz err

1 52.5 2.75 1.7 5.8
2 57.5 3.01 1.7 4.842
3 62.5 3.27 1.7 4.096
4 67.5 3.53 1.7 3.504
5 72.5 3.8 1.7 3.04
6 77.5 4.06 1.7 2.664
7 82.5 4.32 1.7 2.35
8 87.5 4.58 1.7 2.09
9 92.5 4.84 1.7 1.87
10 97.5 5.1 1.7 1.68

The length Lh of each cell is given as a function of its position along the layer

Fig. 14.13 a Simulated design consisting of 30 metamaterial layers each composed of 10 cells.
b Calculated energy distribution at 10 GHz
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HFSS-simulated one in Fig. 14.14b. A good agreement can be observed and return
losses reaching 18 dB is observed experimentally at 10.3 GHz compared to 15 dB
calculated. This quantity is further compared with that of the feeding patch antenna
alone. A better matching can be clearly observed for the metamaterial antenna. The
E-plane far-field radiation pattern of the metamaterial antenna is measured in an
anechoic chamber. Measurements are performed for the computer-controlled ele-
vation angle varying from -90� to +90�. The measured far-field radiation pattern is
presented for the metamaterial device (Fig. 14.14c). From the experiments, it is
clearly observed that the transformation of the omnidirectional far-field radiation of
the patch antenna into a directive one which is further bent at an angle of 66�, which

Fig. 14.14 a Photograph of
the fabricated prototype.
b Simulated and measured
S11 parameter of the patch
source alone and the
metamaterial antenna. c Far-
field E-plane radiation
patterns of the patch source
alone and of the metamaterial
antenna
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is consistent with the 76� predicted by numerical simulations. The difference in
bending angle is due to the fabrication tolerances of the meta-atoms providing the
gradient radial permittivity and to the positioning of the patch source.

14.4 Isotropic Antenna

In contrast to the first example where a quasi-isotropic emission was transformed
into a directive one, here it is described how a coordinate transformation can be
applied to transform directive emissions into isotropic ones. It will also be seen
how transformation electromagnetics can modify the apparent (electromagnetic)
size of a physical object.

14.4.1 Theoretical Design

An intuitive schematic principle to illustrate the proposed method is presented in
Fig. 14.15. Consider a source radiating in a circular space as shown in Fig. 14.15a
where a circular region bounded by the blue circle around this source limits the
radiation zone. Here, a ‘‘space stretching’’ technique is applied. The ‘‘space
stretching’’ coordinate transformation consists in stretching exponentially the
central zone of this delimited circular region represented by the red circle as
illustrated in Fig. 14.15b.

However, a good impedance match must be preserved between the stretched
space and the exterior vacuum. Thus, the expansion procedure is followed by a
compression of the annular region formed between the red and blue circles so as to
secure an impedance match with free space. Figure 14.15c summarizes the
exponential form of the coordinate transformation. The diameter of the trans-
formed (generated metamaterial) circular medium is denoted D.

Mathematically this transformation is expressed as [52]:

Fig. 14.15 a initial space, b transformed space, c the blue curve shows the transformation rule
made of an expansion followed by a compression. Reprinted from [52]
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r0 ¼ a 1� eqrð Þ
h0 ¼ h
z0 ¼ z

8<
: with a ¼ D

2
1

1� e
qD
2

ð14:15Þ

where r0, h0, and z0 are the coordinates in the transformed cylindrical space, and r,
h, and z are those in the initial cylindrical space. In the initial space, free-space
conditions are assumed with isotropic permittivity and permeability tensors e0 and
l0. Parameter q (in m-1) appearing in Eq. (14.15) must be negative in order to
achieve the impedance matching condition. This parameter is an expansion factor
which can be physically viewed as the degree of space expansion. A high
(negative) value of q means high expansion whereas a low (negative) value of
q means nearly zero expansion.

Calculations lead to permeability and permittivity tensors given in the diagonal
base by:

w ¼
wrr 0 0
0 whh 0
0 0 wzz

0
@

1
A ¼

qr r0�að Þ
r0 0 0
0 r0

qr r0�að Þ 0
0 0 r

qr0 r0�að Þ

0
B@

1
CA

with

r ¼
ln 1� r0=a

� �

q
ð14:16Þ

The components in the Cartesian coordinate system are calculated and are as
follows:

wxx ¼ wrr cos2 hð Þ þ whhsin2 hð Þ
wxy ¼ wyx ¼ wrr � whhð Þ sin hð Þcos hð Þ

wyy ¼ wrrsin2 hð Þ þ whh cos2 hð Þ

8<
: ð14:17Þ

The e and l tensors components present the same behavior as given in
Eq. (14.17).

Figure 14.16 shows the variation of the permittivity and permeability tensor
components in the newly generated transformed space. The geometric dimension
D is chosen to be 20 cm and parameter q is fixed to -40 m-1. It can be noted that

Fig. 14.16 Variation in the permeability and permittivity tensor components of the transformed
space for D = 20 cm and q = -40 m-1. Reprinted from [52]
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components wxx, wyy, and wzz present variations and an extrema that are simple to
realize with commonly used metamaterials by reducing their inhomogeneous
dependence [26]. At the center of the transformed space, e and l present very low
values (�1). Consequently, light velocity and the corresponding wavelength are
much higher than in vacuum. The width of the plane source then appears very
small compared to wavelength and the source can then be regarded as a radiating
wire, which is in fact an isotropic source. The merit of this transformation depends
effectively on the expansion factor q value, and more generally, it can be applied to
a wide range of electromagnetic objects, where the effective size can be reduced
compared to a given wavelength.

By fixing the electric field directed along the z-axis and by adjusting the dis-
persion equation without changing propagation in the structure, the following
reduced parameters can be obtained:

lrr ¼ 1

lhh ¼ r0

qr r0�að Þ

� �2

ezz ¼ r
r0

� �2

8><
>:

ð14:18Þ

In Eq. (14.18), the parameters present positive values (Fig. 14.17) which can be
easily achieved first by discretizing their continuous profile and second by using
metamaterial resonators where magnetic and electric responses can be tailored and
controlled.

14.4.2 Numerical Verifications

Figure 14.18 presents simulations results of the source radiating in the initial
circular space at an operating frequency of 4 GHz for several values of q. The
current direction of the source is supposed to be along the z-axis. Simulations are
performed in a TE mode with the electric field polarized along the z-direction. The

Fig. 14.17 Tailored
permittivity and permeability
values in a cylindrical
configuration. Reprinted from
[52]
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surface-current source is considered to have a width of 10 cm, which is greater
than the 7.5 cm wavelength at 4 GHz. Radiation boundary conditions are placed
around the calculation domain in order to plot the radiation properties. Continuity
of the field is assured in the interior boundaries. As stated previously and verified
from the different electric field distribution patterns, a high negative value of
q leads to a quasi-perfect isotropic emission since the space expansion is higher.
This phenomenon can be clearly observed in Fig. 14.18d for q = -40 m-1.

The calculated far-field patterns are shown in Fig. 14.19a. The source alone
produces a directive emission, but when it is surrounded by the judiciously
engineered coordinate-transformation-based metamaterial, an isotropic emission is
produced. Figure 14.19b shows the influence of parameter q on the space
expansion in the coordinate transformation. As q becomes highly negative, a
greater space expansion is achieved.

To summarize, a directive radiating source with a size greater than the wave-
length has been transformed into an isotropic one with a size is much smaller than

Fig. 14.18 Simulated electric field distribution for a TE wave polarization at 4 GHz. a A planar
current source is used as the excitation for the transformation. The current direction is
perpendicular to the plane of the figure. (b–d) Verification of the transformation for different
values of expansion factor q. Reprinted from [52]
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the wavelength. This transformation is equivalent to reduce the apparent electro-
magnetic size of this source. With an opposite transformation the apparent size of
the source would have increased. The practical implementation of both transfor-
mations is in progress.

14.5 Waveguide Taper

In this last section, the design of a taper is presented to control the flow of light
between two waveguides of different cross sections. Three different transformation
techniques are presented so as to achieve a reflection less taper between the two
waveguides. This example shows the importance of the optimization of the ana-
lytical transformation between the initial space and the transformed one to obtain
realizable values of electromagnetic parameters. The media obtained from these
three methods presents complex anisotropic permittivity and permeability. How-
ever, using an exponential transformation leads to the design of a taper from a
material with physically achievable material parameters. This application is pri-
marily concerned with the optical frequency regime.

14.5.1 Transformation Formulations

Three different formulations are proposed below to achieve a low-reflection taper
between two waveguides of different cross sections. Each waveguide is repre-
sented by black lines in its respective space given in Cartesian coordinates as
depicted in Fig. 14.20. The aim is to connect the horizontal lines between the
spaces to allow transmission of electromagnetic waves. Thus, in the geometric
approximation, each ray of light in the first waveguide is guided into the second
one by green lines representing the taper. For the first formulation, a linear
transformation may be assumed by connecting the two spaces with straight lines as
shown in Fig. 14.20a. The second formulation uses a parabolic transformation to
achieve the connection (Fig. 14.20b). For the third one, an exponential transfor-
mation is defined as shown in Fig. 14.20c. In all three cases, the geometrical
properties of the schema under analysis remain unchanged. The widths of the input
and output waveguides are denoted a and b, respectively, and the length of the
taper in all three cases is taken to be l. Mathematical expressions defining each
formulation of the transformation approaches are given in Fig. 14.20. x0, y0 and z0

are the coordinates in the transformed (new) space and x, y, and z are those in the
initial space. As can be observed from the mathematical expressions, the different
formulations depend on the geometric parameters (a, b, l).

Each transformation leads to a material with specific properties that can play the
role of the desired taper. The transformation approach can be summarized into two
main points. First, the Jacobian matrix of each transformation formulation is
determined so as to obtain the properties of the ‘‘taper space’’.
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The second step consists of calculating the new permittivity and permeability
tensors in the coordinate system (x0, y0) so as to mimic the transformed space. At
this point, a material has been designed with the specific desired physical prop-
erties. This material can then be described by the permeability and permittivity

tensors e ¼ he0 and l ¼ hl0: In order to simplify the different calculations, take
Ji0

i Jj0
j dij

det Jð Þ ¼ hi0j0 with

h ¼
hxx x0ð Þ hxy x0; y0ð Þ 0

hxy x0; y0ð Þ hyy x0; y0ð Þ 0
0 0 hzz x0ð Þ

0
@

1
A ð14:19Þ

Fig. 14.20 Transformed
tapers (green lines) between
two waveguides (black lines)
with different cross sections.
a Linear, b parabolic, and
c exponential transformation
formulation. Reprinted from
[23]

Fig. 14.19 a Far-field radiation pattern of the emission with (q = -40 m-1) and without
transformation. b Influence of the expansion parameter q on the proposed coordinate
transformation. The emitted radiation is more and more isotropic as q tends to high negative
values
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The component values of the h tensor are given in Table 14.2 where a non-
diagonal term (hxy) appears. This non-diagonal term is necessary to guide elec-
tromagnetic waves in the x–y plane as the case for this taper.

14.5.2 Simulations and Results

To verify the results expressed in the previous section, the finite element-based
commercial software Comsol MULTIPHYSICS is used to design the described
waveguide taper. Two-dimensional simulations are performed for the validation of
the proposed material parameters. Port boundaries are used to excite the first and
third transverse electric (TE1 and TE3) modes of the input waveguide with the E-
field directed along the z-axis to verify the conservation of modes through the
taper. The waveguides boundaries are assumed to be Perfect Electric Conductors
(PECs) and matched boundaries conditions are applied to the taper. Verifications
are done in the microwave domain for a possible future physical prototype based
on metamaterials.

The waveguide widths are chosen to be a = 10 cm and b = 2 cm with 1.5 and
7.5 GHz cutoff frequencies, respectively. The length of the taper is chosen as
l = 5 cm, thus allowing the generation of the entire spatial dependence of the
material parameters hxx(x0), hzz(x0), hxy(x0,y0), and hyy(x0,y0) as shown in
Fig. 14.21. These distributions are plotted from the expressions given in
Table 14.2. Values of permittivity and permeability presented in Fig. 14.21
account for the control of the electromagnetic field in the taper and the conser-
vation of the propagating modes from waveguide 1 to waveguide 2. Although the
same spatial distribution profile can be observed for the three different formula-
tions, the parameter values are completely different. For the linear and parabolic
transformations, values of lyy are too high to be physically achievable with
existing metamaterials. However, it is clear that the exponential transformation
leads to values more easily achievable with metamaterials. Moreover, the physical
realization of such a metamaterial taper will be facilitated by the slow variation of
the material parameters, implying a gradual variation in the geometric parameters
of metamaterial inclusions. Note that the components are calculated in the
Cartesian system and obey the following dispersion relation in the TE mode:

Table 14.2 Components values of h tensor for the three transformations

hxx x0ð Þ ¼ hzz x0ð Þ hxy x0; y0ð Þ hyy x0; y0ð Þ
Linear transformation al

a l�x0ð Þþbx0 h2
xx

b�a
al y0 1

hxx
þ h2

xy

hxx

Parabolic transformation al2

al2�ax02þbx02ð Þ
2h2

xx b�að Þx0y0
al2

1
hxx
þ h2

xy

hxx

Exponential transformation b
a

� ��x0
l

hxxy0 ln b
að Þ

l
1

hxx
þ h2

xy

hxx
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ezz l2
xy � lxxlyy

� �
þ lxxk2

x þ ky lyyky � 2lxykx

� �
¼ 0 ð14:20Þ

This equation is obtained from the propagation equation and describes the
control of electromagnetic waves in the material. This relation is also important for
a future reduction of parameters, which can be done by simplifying the non-
diagonal parameter hxy to a closed interval near zero when choosing the appro-
priate length of the taper. For example, by bounding the non-diagonal term of the

exponential formulation in Table 14.2, the condition l [ a2

b

ln b
að Þj j

2D leads to
�D\lxy\D where D can be very close to zero.

Simulation results for the E-field distribution of the structure under study for all
three transformations are presented in Fig. 14.22. The distributions in the tapered
waveguides are compared to a non-tapered case at 10 and 30 GHz for the fun-
damental (TE1) excitation mode and at 30 GHz for the third (TE3) excitation

Fig. 14.21 Components of
the permittivity and

permeability tensors h for the
three transformations with
a = 10 cm, b = 2 cm, and
l = 5 cm. Reprinted from
[23]
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mode. Concerning the non-tapered junction waveguides, phase distortions may be
observed due to reflections at the junction from the larger waveguide to the smaller
one (Fig. 14.22a–c). These distortions become more severe at higher frequencies
(30 GHz). However, simulations performed on the tapered waveguides
(Fig. 14.22d–l) illustrate that electromagnetic waves are properly guided from one
waveguide to the other without any impact on the guided mode when the trans-
formed medium is embedded between the two waveguides.

The difference in the transformation formulations indicates a change in the path
of electromagnetic waves in the tapered section, highlighted by the shaded gray
area in Fig. 14.22. Increasing the frequency improves the transmission between the

Fig. 14.22 Normalized E-field distribution for TE polarization. a–c Non-tapered junction
waveguides. d–f Tapered junction waveguides with linear transformation. g–i Tapered junction
waveguides with parabolic transformation. j–l Tapered junction waveguides with exponential
transformation. Reprinted from [23]
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two waveguides through the tapered section. This phenomenon can be observed
when the E-field distributions are compared at 10 and 30 GHz. At 10 GHz, a slight
impedance mismatch between the taper output and the small waveguide input can
be observed. This phenomenon decreases at higher frequencies, as illustrated for
30 GHz. It is due to the general rule of coordinate transformations when com-
pressing or expanding space.

To cancel all the reflections and to have a total transmission, it is possible, for
example, to create an isotropic gradient index in the second guide. This gradient
can be created by choosing a conformal transformation, with a transformation on
the x component. Figure 14.23a illustrates the evolution of the transmission
coefficient with the index in the small waveguide. Figure 14.23a and b highlights
standing waves in the transformation-based material and the large waveguide due
to reflections at the entrance of the small waveguide. So, to ensure a quasi-total
transmission a material with a gradient index is introduced following the x-axis as
presented in Fig. 14.23c. All the energy is then transferred to the smaller

Fig. 14.23 Evolution of the transmission according to the index in the smaller waveguide.
Maximum transmission is ensured for n0. An adaptor is calculated for total transmission between
the two waveguides filled with vacuum
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waveguide. The conservation of the energy flow allows us to understand the higher
amplitude in the smaller waveguide by a factor H(a/b). Indeed, by denoting p as
the norm of the Poynting vector, the relationship is p1a = p2b; since p is pro-
portional to E2 in vacuum, the field ratio is equal to H(a/b).

To summarize, compared to an abrupt (non-tapered) junction where phase
distortions appear, transformation optics helps to properly guide electromagnetic
waves from one waveguide to another without any impact on the guided propa-
gating modes. The implementation of this taper on silicon and glass at 1.5 lm is in
progress [53, 54].

14.6 Conclusion

In this chapter, the coordinate transformation theory has been presented as applied
to the design of non-standard electromagnetic devices. The coordinate transfor-
mation technique does not present any theoretical limit in the design concept, and
applications can be scaled to any frequency regime. The ideas of applications can
then be extremely varied. The only limit is technological, mainly due to the
practical values of electromagnetic parameters achievable with metamaterials.
Here, three antenna applications have been proposed in the microwave domain
through the use of metamaterials, as well as an optical waveguide taper. The two
antenna examples have been practically realized using metamaterials. These me-
tamaterials are periodic structures composed of subwavelength metallic inclusions
in a host dielectric matrix. The difficulty in the design of such metamaterials
resides in the engineering of the proper inclusions for electric and magnetic res-
onances. The permittivity and permeability tensors generated by coordinate
transformation are often inhomogeneous and anisotropic and it is thus necessary to
reduce and discretize these parameters by controlling the dispersion relation of the
structure. Thus, a careful choice will make it possible to find an inexpensive and
easily realizable material. The drawback of this simplification will then be an
impedance mismatch. However, this impedance mismatch can be controlled by an
optimization of the parameter simplification.
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