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Preface

Electromagnetic metamaterials are artificially structured composite materials that
exhibit a frequency band where the effective index of refraction becomes negative.
Since the successful construction of such metamaterials in 2000, the study of
metamaterials has attracted great attention of researchers across many disciplines.
There is currently an enormous effort in the electrical engineering, material science,
physics, and optics communities to come up with various ways of constructing
efficient metamaterials and using them for potentially revolutionary applications
in antenna and radar design, subwavelength imaging, and invisibility cloak design.
Hence, simulation of electromagnetic phenomena in metamaterials becomes a very
important issue, which is the subject of this book. In the mathematics community,
there is an increasing interest in the study of metamaterials as evidenced by the
Hot Topics Workshops on Negative Index Materials held at IMA (Institute for
Mathematics and its Applications) of the University of Minnesota during October
2–4, 2006, which was the first public exposure of this subject to the mathematics
community. During January 25–29, 2010, the leading author (Jichun Li) cochaired
a workshop on “Metamaterials: Applications, Analysis and Modeling” at IPAM
(Institute for Pure and Applied Mathematics) of the University of California at Los
Angeles to expose this subject once more to the general mathematics community.

The purpose of this book is to provide a detailed introduction to the basic
mathematical analysis of those model equations resulting from metamaterial simu-
lations. We focus on developing and analyzing time-domain finite element methods
for solving those metamaterial model equations. The book is intended to be self-
contained in terms of finite element methods. Though there are many other types of
numerical methods developed for metamaterial simulations, we restrict the contents
to finite element methods because of our own research interests and experiences.
The book starts with a brief introduction to metamaterials in Chap. 1. Here we dis-
cuss the origins of metamaterials, their basic electromagnetic and optical properties,
some metamaterial structures and potential applications in subwavelength imaging,
antenna design, invisibility cloak, and biosensing. At the end of this chapter, we
introduce the governing equations for modeling wave propagation in metamaterials.

v



vi Preface

In Chap. 2, we provide a self-contained introduction to finite element methods.
We start with the basic Lagrange finite elements and the corresponding interpolation
error estimates. Then we present the basic finite element error analysis techniques
for the second-order elliptic problems and teach readers how to code a simple Q1
element for solving elliptic problems.

After the preparatory work of Chap. 2, we move on to introduce the divergence-
conforming and curl-conforming finite elements in Chap. 3. Since these elements
play very important roles in metamaterial simulations, detailed constructions of
these elements and their interpolation error estimates are discussed. After these,
we present both explicit and implicit schemes for solving the Drude metamaterial
model. The stability and error estimate analysis are carried out for those schemes.
Finally, we extend similar schemes and analysis developed for the Drude model to
the Lorentz model, and the Drude-Lorentz model, which are popular metamaterial
models used by physicists and engineers.

In Chap. 4, we introduce the discontinuous Galerkin method and present its
application to metamaterial simulations. Here, three types of discontinuous Galerkin
methods are presented: one for integro-differential vector wave equations; and
the other two for metamaterial Maxwell’s equations written in conservation laws.
MATLAB codes are provided for the practical implementation.

From our computational experiments with the lowest-order rectangular and cubic
edge elements, we found that at element centers, these edge elements achieve one
order higher convergence rate than the theoretical analysis suggested. This is a new
superconvergence phenomenon; hence we devote Chap. 5 to the analysis of this
phenomenon. The results and proofs are original, since no other books cover such
superconvergence results in the infinity norm.

To develop an efficient adaptive finite element method, a posterior error estimator
plays a very important role. There are several books covering this topic, but they
mainly focus on classic elliptic and parabolic equations. To fill the gap, in Chap. 6
we venture to introduce some basic techniques recently developed for a posterior
error analysis of Maxwell’s equations. Here we first present detailed derivations of
a posterior error estimator for the standard time-harmonic Maxwell’s equations, then
extend the analysis to the time-dependent integro-differential Maxwell’s equations
in cold plasma.

In Chap. 7, we present a detailed discussion on how to code the two-dimensional
edge element for solving metamaterial Maxwell’s equations. Considering that
programming edge element is difficult and no other book has a detailed discussion
on this task, we cover the whole programming process including mesh generation,
calculation of the element matrices, assembly process, and postprocessing of
numerical solutions. The complete MATLAB source codes are provided in the hope
that the readers can easily modify our codes to solve other similar models interesting
to them.

In order to model practical wave propagation problems in unbounded domains,
we feel that readers have to understand how to construct the Perfectly Matched
Layers (PMLs). In Chap. 8, we provide a succinct discussion of PMLs developed
for free space, lossy media, dispersive media, and metamaterials.



Preface vii

In the last chapter (Chap. 9) of this book, we present several interesting simu-
lations of wave propagation in metamaterials. Here we demonstrate the negative
refraction index phenomenon (i.e., backward wave propagation inside metamate-
rials), invisibility cloak in both frequency domain and time domain, and solar cell
designs with metamaterials. Finally, we mention some open issues which need more
attention or have not been well studied.

Overall, this book is intended to bring readers to the front field of metamaterial
simulations by finite element methods. Inevitably, there are some interesting topics
left out of this book, since there is a tremendous effort going on in this area and it is
hard for us to keep abreast of the vast amount of literature across many disciplines.
The contents are a reflection of our own interests and related subjects. Part of the
material has been given as a series of lectures by Jichun Li at Xiangtan University of
China in December 2010, in the 2011 Winter Enrichment Program at King Abdullah
University of Science and Technology (KAUST) of Saudi Arabia in January 2011,
and at Peking University of China in August 2012. Hence, the book can also be used
as a one-semester course for graduate students in physics, engineering, material
sciences, optics, and mathematics interested in wave propagation simulations.
We assume that all potential readers should have some basic knowledge about
electromagnetic theory, partial differential equations, functional analysis, and have
some training in numerical methods for solving differential equations.

Thanks are due to our family’s kind love and support, without which we would
not have finished this book. Special thanks go to Wei Yang, one of our talented
students, who helped us create many figures for the book. We are grateful to Global
Science Press for giving permission to reproduce some material and figures from
our published papers in Advances in Applied Mathematics and Mechanics. We also
benefited from David, Jichun Li’s high school son, who spent a great amount of time
polishing our English.

In closing, Jichun Li is especially grateful for Bairen Professorship support from
Xiangtan University, which provided a very pleasant environment for writing this
book. He also wants to thank the support from Mathworks Book Program provided
by mathworks.com. Last, but by no means least, we like to thank National Science
Foundation of both China and USA for grant support which has made our research
in this area possible.

Las Vegas, NV, USA Jichun Li
Xiangtan, Hunan, China Yunqing Huang
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Chapter 1
Introduction to Metamaterials

In this chapter, we start with a brief discussion on the origins of metamaterials,
and their basic electromagnetic and optical properties. We then present some
metamaterial structures and potential applications in areas such as sub-wavelength
imaging, antenna design, invisibility cloak, and biosensing. After all these, we then
move to the related mathematical problems by introducing the governing equations
used to model the wave propagation in metamaterials. Finally, a brief overview of
some popular computational methods for solving Maxwell’s equations is provided.

1.1 The Concept of Metamaterials

The prefix “meta” means “beyond,” and in this sense the terminology “metama-
terials” implies artificially structured composite materials consisting of unit cells
much smaller than the wavelength of the incident radiation and displaying properties
not usually found in natural materials. More specifically, we are interested in a
metamaterial with simultaneously negative electric permittivity � and magnetic
permeability �. In general, both permittivity � and permeability � depend on the
molecular and perhaps crystalline structure of the material, as well as bulk properties
such as density and temperature.

Back in 1968, Russian physicist Victor Veselago wrote a seminar paper [288] on
metamaterials (he then called left-handed materials). In that paper, he speculated
that the strikingly unusual phenomena could be expected in a hypothetical left-
handed material in which the electric field E, the magnetic field H and the
wave vector k form a left-handed system. The paper explicitly presented that to
achieve such a left-handed material, the required material parameters should be
simultaneously negative for both permittivity and permeability. However, due to
the non-existence of such materials in nature, Veselago’s paper did not make a big
impact until the first successful construction of such a medium by Smith et al.
in 2000 [271], and the first experimental demonstration of the negative refractive
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2 1 Introduction to Metamaterials

Fig. 1.1 Demonstration of
Snell’s law

index in 2001 [260]. Another catalyst was caused by Pendry’s landmark work on
perfect lens [234], which sparked the attempt to consider metamaterials for many
potentially exciting applications. According to [274, p. 317], these four seminar
papers together made the birth of the subject of metamaterials. Since 2000, there has
been a tremendous growing interest in the study of metamaterials and their potential
applications in areas ranging from electronics, telecommunications to sensing, radar
technology, sub-wavelength imaging, data storage, and design of invisiblity cloak.

1.1.1 Basic Electromagnetic and Optical Properties

The optical properties of many materials can be characterized by the so-called
refractive index (or index of refraction) n, which is defined as

n D c

v
; (1.1)

where c and v denote the speeds of light in vacuum and in the underlying mate-
rial, respectively. This definition represents the optical density of the underlying
medium. Hence for a normal medium, the number n is typically greater than one.

The refractive index n is often seen in the Snell’s law (see Fig. 1.1):

n1 sin �1 D n2 sin �2; (1.2)

which states that the ratio of the sines of the angles of incidence and refraction is
equivalent to the reciprocal ratio of the refraction indices in two different isotropic
media. Here �1 and �2 denote the incidence angle and refraction angle, respectively.

The refractive index n can also be defined using the well-known Maxwell relation

n D p
�r�r : (1.3)
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This relation connects the refractive index n, an optical quantity, with two electro-
magnetic quantities: the permittivity �r and permeability �r of a medium relative
to the permittivity �0 and permeability �0 in vacuum. Note that �0 D �=�r D
8:854�10�12N/A2 and�0 D �=�r D 4� �10�7 force/m. It is know that vacuum has a
refractive index of 1, and the speed of light in vacuum c D 1=

p
�0�0 � 3�108 m/s.

One important concept in study of wave propagation problems is phase velocity,
which is the rate at which the phase of the wave propagates in space. This is the
speed at which the phase of any one frequency component of the wave travels.
Mathematically, the phase velocity vp is defined as the ratio of the wavelength �
(the distance between any two points with the same phase, such as between crests,
or troughs) to period T (measured in seconds), i.e.,

vp D �

T
;

which can also be represented as

vp D !

k
; (1.4)

where ! � 2�
T

is the wave’s angular frequency (measured in radians per second),
and k � 2�

�
is the angular wavenumber.

Another important concept in wave propagation is group velocity, which is used
to describe the velocity with which the overall shape of the wave’s amplitudes
(known as the modulation or envelope of the wave) propagates through space.
Mathematically the group velocity vg is defined as

vg D @!

@k
: (1.5)

The function ! D !.k/ is known as the dispersion relation. If ! is directly
proportional to k, then the group velocity is exactly equal to the phase velocity.
Otherwise, the group velocity will behave very differently from the phase velocity.
For example, in a dispersive medium (in which the phase velocity of a wave depends
on frequency), the envelope of the wave packet become distorted as the wave
propagates, since waves with different frequencies move at different speeds.

From (1.4) and (1.5), we can relate the group velocity to the phase velocity as
follows:

1

vg
D 1

vp
C !

@

@!
.
1

vp
/: (1.6)

In the normal dispersion case, @
@!
. 1vp / > 0 implies that vg < vp . Under this

situation, the group velocity is often thought of as the velocity at which energy
or information is conveyed along a wave. However, if the wave travels through
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an absorptive medium, this does not always hold. For example, in the anomalous
dispersion, @

@!
. 1vp / < 0 implies that vg > vp. A real application of this fact is that

laser light pulses are sent through specially prepared materials in order to have the
group velocity significantly exceed the speed of light in vacuum. It is also possible
to reduce the group velocity to zero, which makes the pulse immobile; or to have
a negative group velocity, which makes the pulse appear to propagate backwards.
In these cases, the group velocity loses its usual meaning as the transfer velocity of
energy or information.

For isotropic double negative metamaterials, Veselago [288] showed that the
phase velocity would be antiparallel to the direction of the energy flow, which
is contrary to wave propagation in natural materials. This fact can be justified as
follows. Let us denote the Poynting vector

S D 1

2
Re.E � H�/;

where the star denotes complex conjugate. The Poynting vector S gives the
magnitude and direction of power flow. Assume a plane wave propagating in a
medium as

E D QEej.!t�k�r/; H D QHej.!t�k�r/; (1.7)

where j D p�1 is the imaginary unit, then substituting (1.7) into Maxwell’s
equations (1.9) and (1.10) given below in Sect. 1.2 with the constitutive relations
(1.11), we have

�! QE D �k � QH; �! QH D k � QE; (1.8)

which shows that: If � and � > 0, then vectors QE; QH and k obey the right-hand rule;
If � and � < 0, then vectors QE; QH and k obey the left-hand rule, i.e., S and k have
opposite directions.

Hence, if we assume that the energy flux moving away from the source is
the positive direction as usual, then the phase velocity of a propagating wave in
a metamaterial points towards the source. For this reason and the definition of
n D c=v, metamaterials could be considered as having a negative refractive index,
i.e.,

n D �p
�r�r ; when �r < 0; �r < 0:

One striking property for metamaterials is the so-called re-focusing property. Let
us assume that a line source is placed d

2
before a metamaterial slab with width d

and refractive index nr D �1, the medium outside the slab is free space (i.e., ni D
1). By Snell’s law (1.2), the refraction angle �r is equal to the negative incidence
angle �i . Hence all rays emanating from the line source will be refocused inside the
metamaterial slab and have another focus at the back of the slab (see Fig. 1.2).

Another interesting property for metamaterials is that the Doppler effect (or
Doppler shift) in metamaterials is reversed. Recall that the well-known Doppler
effect tells us that: For wave propagating in a standard medium (such as sound wave
in air), the wave frequency increases for an observer as the source of the wave moves
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Fig. 1.2 Demonstration of
the refocusing property

closer; while the wave frequency decreases for the observer as the source of the
wave moves away. A simple example of Doppler effect is that when an ambulance
approaches, the sound wave generated from its siren is compressed, which increases
the wave frequency or pitch; when the ambulance moves away, the sound wave is
stretched, which causes the siren’s pitch to decrease. On the other hand, for the
electromagnetic wave propagating in a metamaterial, the wave frequency decreases
for an observer as the wave source moves closer. This can be very scary. Just imagine
that if the air were filled with metamaterials, then a missile could reach the target
without any awareness.

1.1.2 Basic Structures

The first double negative metamaterial was constructed by a group of physicists
at the University of California at San Diego led by David Smith et al. [271].
The material consists of a two-dimensional array of repeated unit cells of square
copper split ring resonators (SRRs) and copper wire strips on fiber glass circuit
board. The SRR is made of two concentric rings separated by a gap, and both rings
have splits at opposite sides, see Fig. 1.3. By careful design of the split width, gap
distance, metal width and radius, the SRR can hopefully create a strong magnetic
resonance which leads to negative permeability �. While the metal wire is used
to provide the negative permittivity � by carefully choosing the distance between
the wires and the size of their cross section. Experiments carried out by Shelby
et al. [260] demonstrate that this structure shows negative refraction index and left-
handed behavior for incident plane waves with electric field polarized parallel to the
continuous wire and magnetic field perpendicular to the SRR.

Various modifications of SRRs have been proposed in the literature, aiming
mainly to make the structure easy to fabricate, reduce the overall size of the cell
element, and reduce the loss of the structure. For example, a set of split ring
resonators was investigated by Aydin et al. [15]. Their constructions are shown in
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Fig. 1.3 (Left): An exemplary metamaterial formed by square split ring resonators (SRRs)
and metal wires (Source: http://en.wikipedia.org/wiki/File:Left-handed metamaterial array
configuration.jpg) (Author: Cynthia.L.Dreibelbis@nasa.gov). (Right): A unit cell of square split
ring resonators (SRRs)

Fig. 1.4 Some split ring resonators designed by Aydin et al. [15] (Reproduced with permission
from Fig. 11 of [15])

Fig. 1.5 Some split ring resonators studied by Kafesaki et al. [164] (Reproduced with permission
from Fig. 16 of [164])

Fig. 1.4. The first three are single rings split one, two and four times, respectively.
The fourth and fifth are double rings split four and eight times, respectively.

In 2005, Kafesaki et al. [164] carried out a comprehensive numerical study of
many SRRs (see Fig. 1.5). They studied the magnetic and the electric response of
single-ring and double-ring SRRs, and how the responses of SRRs depend on the
length, width and depth of the metallic sides for different kinds of SRRs.

http://en.wikipedia.org/wiki/File:Left-handed_metamaterial_array_
configuration.jpg
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Fig. 1.6 The whole electromagnetic spectrum (Source: http://en.wikipedia.org/wiki/
Electromagnetic spectrum)

Recently, in search of higher-frequency resonators, researchers found that the
resonant frequency saturates as the SRR size becomes smaller and smaller. Exten-
sion of metamaterials based on split ring resonators to near-infrared and visible
wavelengths (the whole electromagnetic spectrum is shown in Fig. 1.6) becomes
quite challenging and often involves difficult fabrication problem. A popular
structure in optical wavelengths is a fishnet design, which consists of a metal-
dielectric-metal sandwich. A square array of holes riddles the sandwich, which
makes the structure similar to a real fishnet. The holes may be circular, elliptical
or rectangular.

http://en.wikipedia.org/wiki/Electromagnetic_spectrum
http://en.wikipedia.org/wiki/Electromagnetic_spectrum
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Fig. 1.7 (Top): A multilayer
fishnet structure designed by
Zhang et al. [301, Fig. 1].
(Bottom): The scanning
electron microscopy (SEM)
picture of the fabricated
structure (Reprinted with
permission from Zhang et al.
[301]. Copyright (2005) by
the American Physical
Society)

Figure 1.7 shows a multilayer fishnet structure designed by Zhang et al. [301].
It consists of an Al2O3 dielectric layer between two Au films perforated with
a square periodic array of circular holes (period 838 nm; hole diameter is about
360 nm) atop a glass substrate.

In [285], Valentine et al. experimentally demonstrated the first 3-D fishnet
metamaterial (see Fig. 1.8), which is fabricated on a multilayer metal-dielectric
stack. This structure consists of alternating layers of 30 nm silver (Ag) and 50 nm
magnesium fluoride (MgF2).

All the structures mentioned so far have anisotropic properties. To construct
an isotropic metamaterial, the unit cell should have some symmetries. Some 3-D
isotropic resonators have been proposed [124, 232, 236]. One example is shown in
Fig. 1.9.

1.1.3 Potential Applications

1.1.3.1 Subwavelength Imaging

It is known that conventional lens-based imaging devices cannot provide resolution
better than �=2, where � is the radiation wavelength. Such restriction is the
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Fig. 1.8 (Left): The 21-layer fishnet structure designed by Valentine et al. [285, Fig. 1]. The
dimensions of the unit cell are p D 860 nm, a D 565 nm (width of wide slabs) and b D 265 nm
(width of thin slabs). The structure consists of alternating layers of 30 nm silver (Ag) and 50 nm
magnesium fluoride (MgF2), (Right): The SEM image of the 21-layer fishnet structure with the
side etched, showing the cross-section (Reprinted by permission from Macmillan Publishers Ltd:
Nature [285], copyright (2008))

Fig. 1.9 3D isotropic resonators: Gay-Balmaz et al.’s design [124, Fig. 6]. (a) The structure is built
from three identical SRRs normal to each other. (b) The structure is composed of three SRRs of
increasing size (Reprinted with permission from Gay-Balmaz and Martin [124]. Copyright (2002),
American Institute of Physics)

so-called diffraction limit. In recent years, several techniques based on the use of
metamaterials have been proposed for subwavelength imaging in different ranges
of electromagnetic spectrum. Proposed techniques include perfect lens [234], silver
superlenses [116], hyperlenses [205, 221, 272], and wire medium lenses [265, 266].

For example, Silveirinha et al. [265] showed that a wire medium lens made
of silver nanorods could achieve subwavelength resolution of �=10 at 33 THz.
Figure 1.10 presents the results of [265].

Another interesting example was proposed by Fang et al. [116]. An object
“NANO” with 40 nm linewidth was imaged by silver superlens. The object was
clearly imaged even when the incoming wave had 365 nm wavelength, which means
that �=9 image resolution was obtained.
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a

b

Fig. 1.10 (Left): The setup of the imaging simulation, where the numbers are in nm. (Right)
Distributions of jEzj at 33 THz at the source plane (Top) and image plane (Bottom) (Source:
Reprinted with permission from Silveirinha et al. [265]. Copyright (2007) by the American
Physical Society)

1.1.3.2 Circuit Applications

Due to the small dimensions of SRRs and complementary split ring resonators
(CSRRs, a dual of SRR by switching metal and air) relative to the signal wavelength
at their resonance frequency, SRR and CSRR-based transmission lines are useful
for device miniaturization. Applications in microwave passive components such as
impedance inverters, power dividers [257], couplers, and filters have been discussed.
SRRs are also useful particles in many other applications such as magnetoinductive
and electroinductive wave components [37, 275], frequency selective surfaces [18].

1.1.3.3 Antenna Applications

Recently, researchers have proposed some methods to obtain miniaturized antennas
made of ideal homogenized metamaterials. The first design of a subwavelength
antenna with metamaterials for the case of dipole and monopole radiators was
proposed by Ziokowski’s group [312]. The basic design consists of an electrically
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short electric dipole (or monopole) surrounded by a double-negative (DNG) or
an epsilon-negative (ENG) spherical shell with an electrically short radius. The
compact resonance arises at the interface between the DNG (or ENG) shell and the
free space. Similar ideas have been used to design subwavelength patch antennas
[7, 38] and leaky-wave antennas [8].

1.1.3.4 Cloaking

Invisibility has long been a dream of human beings. Cloaking devices are advanced
stealth technologies still in development that can make objects partially or wholly
invisible to some portions of the electromagnetic spectrum.

Generally speaking, there are several major approaches to render objects invisi-
ble. For example, Alu and Engheta [6] proposed to use plasmonic coatings to cancel
the dipolar scattering. But this technique is limited to the sub-wavelength scale of
the object, and the coating depends on the geometry and material parameters of the
object. Milton and Nicorovici [212] discovered that using a metamaterial coating
would cloak polarizable line dipoles. But the coating is affected by the objects
placed inside. Leonhardt [180] and independently Pendry, Schurig and Smith [237]
discovered a coordinate transformation mechanism for electromagnetic cloaking.
Their mechanism was quite similar to that of Greenleaf et al. [130, 131] introduced
for conductivity. Their main idea is to guide electromagnetic wave around the
cloaked region, and many later work has adopted this technique.

In May 2006, the first full wave numerical simulations on cylindrical cloaking
was carried out by Cummer et al. [96]. A few months later, the first experiment of
such a cloak at microwave frequencies was successfully demonstrated by Schurig
et al. [254], where the cloak surrounding a 25-mm-radius Cu cylinder was measured.

After 2006, numerous studies have been devoted to cloaking, mainly inspired by
[96, 254]. For example, in 2008, Liang et al. [197] performed a time-dependent
simulation for the cylindrical cloak using finite-difference time-domain method.
Their simulation (cf. Fig. 1.11) clearly shows the dynamical process of the elec-
tromagnetic wave in the cloaking structure. Figure 1.11 is obtained by considering
only the E-polarized modes with permittivity and permeability components �z; �r
and�� satisfying the Lorentzian dispersive function fj .!/ D !2p=.w

2
aj�!2�j!�/,

where j D z; r; � . The setup of the cloaking system is shown in Fig. 1.11a with R1
and R2 D 2R1 as the inner and the outer cylindrical radii of the cloaking structure.
A perfect electric conductor shell is put against the inner surface of the structure. An
incident plane wave with frequency !0 moves form left side towards the cloaking
structure, which is surrounded by the free space. As we can see, the cloaking effect
is built up step by step. Finally, the field gets to the stable state shown in Fig. 1.11f,
which clearly shows that the plane wave pattern gets recovered after the wave passes
through the cloaking structure.
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Fig. 1.11 The distribution of the electric field at different times: (a) t D 2:28T ; (b) t D 3:60T ;
(c) t D 4:92T ; (d) t D 7:20T ; (e) t D 9:00T ; (f) Stable state. T is the period of the incident
wave (Reprinted with permission from Liang et al. [197]. Copyright (2008), American Institute of
Physics)

1.1.3.5 Biosensing

Another potential application field of metamaterials is on biosensing. Conventional
biosensors (such as those based on electro-mechanical transduction, fluorescence,
nanomaterials, and surface plasmon resonance) often involve labor-intensive sample
preparation and very sophisticated equipment.

In recent years, researchers have proposed to use metamaterials as candidates
for detection of highly sensitive chemical, biochemical and biological analytes. For
example, Lee et al. [177] studied the possibility of using split-ring resonators (SRRs)
for biosensors. The basic principle is based on the fact that SRR can be considered
to be a simple LC circuit with a response frequency of f D 1=2�

p
LC , which

shows that the resonant frequency varies in terms of the changes in the inductanceL
and/or capacitance C . Hence the resonant frequency of SRR shall be shifted before
and after the introduction of biomaterials.

Planar metamaterials were proposed to serve as thin-film sensors recently by
O’Hara et al. [230]. They found that a resonant frequency response can be tuned
through metamaterial designs. Though their metamaterial design can only detect
thin films having a thickness less than 100 nm, their work presents a promising
outlook for THz sensing technology.



1.2 Governing Equations for Metamaterials 13

1.1.3.6 Particle Detection

It is known that when charged particles move in a medium with velocity larger
than c

n
(the phase velocity of light in the medium), Cherenkov radiation (CR) is

emitted. Recall that c is the speed of light in vacuum, and n is the index of refraction
of the medium. An example of CR is the blue glow seen in a nuclear reactor.
Devices sensitive to Cherenkov radiation, called Cherenkov detectors, have been
used extensively for detecting fast moving charged particles, and measuring the
intensity of reactions etc.

Since the recently constructed metamaterials have negative refractive index,
which results in the so-called reversed CR [288], a phenomenon can be used to
improve the Cherenkov detectors. The reason is that in a conventional dielectric
medium, the emitted radiation travels in the same direction as the particles, which
will interfere with the detection of those photons. However, in metamaterials,
photons and charged particles move in opposite directions so that their physical
interference is reduced. Though great progress has been made in the past decade
on theoretical, numerical and experimental study of reversed CR [66, 104, 123],
many challenging issues need to be resolved before the reversed CR can be put
in practical applications. Since the intensity of CR increases with frequency, the
optical or ultraviolent spectrum is more useful for detection. However, fabrication
techniques for creating low loss metamaterials at optical or ultraviolent frequencies
[57] is far less mature.

1.2 Governing Equations for Metamaterials

The Maxwell’s equations are the fundamental equations for understanding most
electromagnetic and optical phenomena. In time domain, the general Maxwell’s
equations can be written as

Faraday’s law (1831): r � E D �@B
@t
; (1.9)

Ampere’s law (1820): r � H D @D
@t
; (1.10)

which are used to describe the relationship between electric field E.x; t/ and mag-
netic field H.x; t/, and the underlying electromagnetic materials can be described
by two material parameters: the permittivity � and the permeability �. In (1.9) and
(1.10), we use the electric flux density D.x; t/ and magnetic flux density B.x; t/,
which are related to the fields E and H through the constitutive relations given by

D D �0E C P � �E; B D �0H C M � �H; (1.11)

where �0 is the vacuum permittivity, �0 is the vacuum permeability, and P and M
are the induced polarization and magnetization, respectively. Note that P and M are
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caused by the impinging fields, which can influence the organization of electrical
charges and magnetic dipoles in a medium. How big the induced polarization P and
magnetization M are depends on the particular material involved. For example, in
vacuum, � D �0; � D �0, hence P D M D 0; while in pure water, � D 80�0 and
� D �0, which lead to P D 79�0E and M D 0.

For metamaterials, the permittivity � and the permeability � are not just simple
constants due to the complicated interaction between electromagnetic fields and
meta-atoms (i.e., the unit cell structure). Since the scale of inhomogeneities in a
metamaterial is much smaller than the wavelength of interest, the responses of the
metamaterial to external fields can be homogenized and are described using effective
permittivity and effective permeability. A popular model for metamaterial is the
lossy Drude model [311, 313], which in frequency domain is described by:

�.!/ D �0.1 � !2pe

!.! � j�e/ / D �0�r ; (1.12)

�.!/ D �0.1 � !2pm

!.! � j�m// D �0�r ; (1.13)

where !pe and !pm are the electric and magnetic plasma frequencies, �e and �m
are the electric and magnetic damping frequencies, and ! is a general frequency. A
simple case for achieving negative refraction index n D �p

�r�r D �1 is to choose
�e D �m D 0 and !pe D !pm D p

2!:

A derivation of (1.12) is given in [235] for very thin metallic wires assembled
into a periodic lattice. Assuming that the wires have radius r , and are arranged in a
simple cubic lattice with distance a between wires, and 	 is the conductivity of the
metal, Pendry et al. [235] showed that

!2pe D 2�c2

a2 ln.a=r/
; �e D �0a

2!2pe

�r2	
; (1.14)

where c denotes the speed of light in vacuum.
Using a time-harmonic variation of exp.j!t/; from (1.11) to (1.13) we can

obtain the corresponding time domain equations for the polarization P and the
magnetization M as follows:

@2P
@t2

C �e
@P
@t

D �0!
2
peE; (1.15)

@2M
@t2

C �m
@M
@t

D �0!
2
pmH: (1.16)

Furthermore, if we denote the induced electric and magnetic currents

J D @P
@t
; K D @M

@t
; (1.17)
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then we can obtain the governing equations for modeling the wave propagation in a
DNG medium described by the Drude model [189]:

�0
@E
@t

D r � H � J; (1.18)

�0
@H
@t

D �r � E � K; (1.19)

1

�0!2pe

@J
@t

C �e

�0!2pe
J D E; (1.20)

1

�0!2pm

@K
@t

C �m

�0!2pm
K D H: (1.21)

Note that the two-dimensional transverse magnetic model of [311, Eq. (10)] can be
obtained directly from (1.18) to (1.21) by assuming that componentsEy;Hx;Hz ¤
0, while the rest components are 0.

Another popular model used for modeling wave propagation in metamaterials
is described by the so-called Lorentz model [259, 269, 313], which in frequency
domain is given by

�.!/ D �0.1� !2pe

!2 � !2e0 � j�e! /; �.!/ D �0.1� !2pm

!2 � !2m0 � j�m! /; (1.22)

where !pe; !pm; �e and �m have the same meaning as the Drude model. Further-
more,!e0 and!m0 are the electric and magnetic resonance frequencies, respectively.

A derivation of �r.!/ D 1 � F!2

!2�!2m0�j�m! is shown by Pendry et al. for a

composite medium consisting of a square array of cylinders with split ring structure
(cf. [236, Fig. 3]) formed by two sheets separated by a distance d . More specifically,
they derived

!2m0 D 3dc2

�2r3
; �m D 2	

�0r
; F D �r2

a2
;

where the parameters a; c; r and 	 have the same meaning as in (1.14). Later, Smith
and Kroll [269] changed F!2 to F!20 to ensure that �r.!/ ! 1 as ! ! 1. This
new choice results the Lorentz model (1.22) with !2pm D F!20 .

Transforming (1.22) into time domain, we obtain the Lorentz model equations
for metamaterials:

�0
@E
@t

C @P
@t

� r � H D 0; (1.23)

�0
@H
@t

C @M
@t

C r � E D 0; (1.24)
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1

�0!2pe

@2P
@t2

C �e

�0!2pe

@P
@t

C !2e0
�0!2pe

P � E D 0; (1.25)

1

�0!2pm

@2M
@t2

C �m

�0!2pm

@M
@t

C !2m0
�0!2pm

M � H D 0: (1.26)

The last popular model we want to mention is a mixed model used by engineers
and physicists [123, 234, 236, 259, 269], in which the permittivity is described by
the Drude model, while the permeability is described by the Lorentz model. More
precisely, the permittivity is described by the Drude model [234, 236]:

�.!/ D �0.1 � !2p

!.! C j
/
/; (1.27)

where ! is the excitation angular frequency, !p > 0 is the effective plasma
frequency, and 
 � 0 is the loss parameter. On the other hand, the permeability
can be described by the Lorentz model [259, 269]:

�.!/ D �0.1 � F!20
!2 C j�! � !20

/; (1.28)

where !0 > 0 is the resonant frequency, � � 0 is the loss parameter, and F 2 .0; 1/
is a parameter depending on the geometry of the unit cell of the metamaterial.

Using a time-harmonic variation of exp.j!t/, and substituting (1.27) and (1.28)
into (1.11), respectively, we obtain the time-domain equation for the polarization:

@2P
@t2

C 

@P
@t

D �0!
2
pE; (1.29)

and the equation for the magnetization:

@2M
@t2

C �
@M
@t

C !20M D �0F!
2
0H: (1.30)

To facility the mathematical study of the model, by introducing the induced
electric current J D @P

@t
and magnetic current K D @M

@t
, we can write the time

domain governing equations for the Drude-Lorentz model as following:

�0
@E
@t

D r � H � J; (1.31)

�0
@H
@t

D �r � E � K; (1.32)

1

�0!
2
0F

@K
@t

C �

�0!
2
0F

K C 1

�0F
M D H; (1.33)
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1

�0F

@M
@t

D 1

�0F
K; (1.34)

1

�0!2p

@J
@t

C 


�0!2p
J D E: (1.35)

In later chapters, we will develop various numerical methods for solving the
Drude model (1.18)–(1.21), the Lorentz model (1.23)–(1.26), and the Drude-
Lorentz model (1.31)–(1.35).

1.3 A Brief Overview of Computational Electromagnetics

Generally speaking, computational electromagnetics [45] can be classified into
either frequency-domain simulation or time-domain simulation. Each category can
be further classified into surface-based or volume-based methods. The method of
moments (MoM) or boundary element method (BEM) is formulated as integral
equations given on the surface of the physical domain. Note that MoM [138]
or BEM [55, 56] is applicable to problems for which Green’s functions of the
underlying partial differential equations are available, which limits its applicability.
Hence the volume-based methods such as the finite element method, the finite
difference method, the finite volume method (e.g. [76,77,226,239]), and the spectral
method (direct applications in computational electromagnetics see [168, 179];
applications in broader areas see [59, 142, 261, 282]) are quite popular.

One of the most favorite methods is the so-called finite-difference time-domain
(FDTD) method proposed by Yee in 1966 [299]. Due to its simplicity, the FDTD
method is very popular in electrical engineering community, and it is especially
useful for broadband simulations, since one single simulation can cover a wide range
of frequencies. For more details on the FDTD method, readers can consult Taflove
and Hagness’ book [276] and references cited therein. This book also provides
complete 1-D to 3-D MATLAB source codes so that readers can learn the FDTD
method quickly. A recent FDTD book by Hao and Mittra [137] focuses on the
simulation of metamaterial models.

But the FDTD method has a major disadvantage when it is used for complex
geometry simulation. In this case, the finite element method (FEM) is a better choice
as evidenced by several published books in this area. For example, books [267]
and [162] focus on how to develop and implement FEMs for solving Maxwell’s
equations. [267] even provides the Fortran source codes, but it only discusses the
standard Lagrange finite elements, which are used to solve the Maxwell’s equations
written in scalar or vector potentials. Though edge elements are mentioned in this
book, no implementation is provided. During 2006 and 2007, Demkowicz et al.
published two books [97,98] on hp-adaptive finite element methods for solving both
elliptic and time-harmonic Maxwell’s equations. Demkowicz also publicized his
2-D Fortran 95 code in [97]. The code implements both rectangular and triangular
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edge elements of different orders. In 2008, Hesthaven and Warburton published
a very nice package nudg in their book [141]. nudg has both MATLAB and
CCC versions, and can be used to solve the time-dependent Maxwell’s equations
written in conservation laws. If readers are interested in the finite element theory
for Maxwell’s equations, the best reference is Monk’s book [217]. For a broad
coverage on various methods (including FDTD method and FEM) and applications
to Maxwell’s equations, readers may consult the book by Cohen [85] and the book
by Bondeson et al. [42]. However, all those books mentioned above mainly focus
on Maxwell’s equations in free space, except that [137] is devoted to Maxwell’s
equations in metamaterials.

In the rest of the book, we will focus on the finite element method due to our
experience and interest.

1.4 Bibliographical Remarks

Though the field of metamaterials was born in 2000 [274], it has grown so rapidly
that about 20 books (many are edited books) have been published since 2005.
For more backgrounds on metamaterials, readers are encouraged to consult them
[19, 57, 58, 61, 93, 94, 106, 109, 137, 171, 181, 208–210, 220, 228, 245, 256, 263, 274,
314]. However, they are almost exclusively focused on physics and applications of
metamaterials. The only book focused on modeling of metamaterials is [137], which
unfortunately covers only finite difference methods.



Chapter 2
Introduction to Finite Element Methods

The finite element method (FEM) is arguably one of the most robust and popular
numerical methods used for solving various partial differential equations (PDEs).
Due to the diligent work of many researchers over the past several decades, the
fundamental theory and implementation of FEM have been well established as
evidenced by many excellent books published in this area (e.g., [4, 20, 21, 39, 51,
54, 65, 78, 158, 163, 243]).

In this chapter, we provide a brief introduction to the basic FEM theory and
programming techniques in order to prepare readers for extending these skills to
solve metamaterial Maxwell’s equations in later chapters.

The outline of this chapter is as follows: In Sect. 2.1, we introduce some basic
concepts about constructing two-dimensional (2-D) and three-dimensional (3-D)
Lagrange finite elements. Then in Sect. 2.2, we provide a succinct introduction
to Sobolev spaces. After that, we present some classic finite element results such
as the interpolation error estimates for Lagrange finite elements in Sect. 2.3. To
prepare readers for more complicated analysis and algorithmic implementation in
later chapters, we then provide a brief introduction to some basic finite element
error analysis tools for elliptic type problems in Sect. 2.4. Finally, in Sect. 2.5,
we introduce some standard coding techniques for implementing Lagrange finite
elements for solving the second order elliptic problems.

2.1 Introduction to Finite Elements

Suppose that we want to numerically solve a given PDE on a fixed domain ˝ . To
use the finite element method, basically we need to proceed the following steps:

1. Rewrite a given PDE into an equivalent weak formulation.
2. Subdivide the physical domain ˝ into smaller simple geometrical subdomains

(or elements). Often we use tetrahedra, hexahedra or prisms for a 3-D domain,
and triangles or quadrilaterals in a 2-D domain.

J. Li and Y. Huang, Time-Domain Finite Element Methods for Maxwell’s Equations
in Metamaterials, Springer Series in Computational Mathematics 43,
DOI 10.1007/978-3-642-33789-5 2, © Springer-Verlag Berlin Heidelberg 2013
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3. Design a proper finite element, which is often denoted as a triple .K;PK;˙K/

according to [78]. Here K is a geometric element, PK is a space of functions on
K , and˙K is the so-called degrees of freedom of the finite element. For efficiency
and simplicity reasons, PK is often formed by polynomials. The degrees of
freedom are often formed by values (or derivatives) of a function at the element
vertices, or some integral forms of a function on the element edges and/or on the
element.

4. Construct a finite element solution formed by basis functions of PK to approxi-
mate the infinite dimensional solution in the weak formulation. Doing this leads
to a system of discretized linear (or nonlinear) equations.

5. Solve the system of discretized equations and postprocess the obtained solution
to get the numerical solution for the original given PDE.

In this section, we focus on the third step. The rest steps will be elaborated in
later sections.

First, let us introduce some common notation for polynomial spaces used
throughout the book. Let Pk be the space of polynomials of maximum total degree
k in d variables x1; � � � ; xd , and QPk be the space of polynomials of total degree
exactly k in d variables x1; � � � ; xd . Hence a polynomialp 2 Pk if and only if it can
be written as

p.x/ D
X

˛1C���C˛d�k
c˛1;��� ;˛d x

˛1
1 x

˛2
2 � � �x˛dd

at any point x D .x1; � � � ; xd /, and a polynomial Qp 2 QPk if and only if it can be
written as

Qp.x/ D
X

˛1C���C˛dDk
c˛1;��� ;˛d x

˛1
1 x

˛2
2 � � �x˛dd

for proper coefficients c˛1;��� ;˛d : Here all ˛i are assumed to be non-negative integers.
It is easy to see that in Rd , the dimensions of the spaces Pk and QPk are

dim.Pk/ D
�
k C d

k

�
D .k C d/ � � � .k C 1/

d Š
(2.1)

and

dim. QPk/ D dim.Pk/� dim.Pk�1/; (2.2)

respectively.
On a d -dimensional rectangle, we need a tensor-product polynomial space

Ql1;��� ;ld , which is formed by polynomials of maximum degree lk in xk , where
1 	 k 	 d; i.e., a polynomial q 2 Ql1;��� ;ld if and only if it can be written as
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q.x/ D
X

0�˛1�l1;��� ;0�˛d�ld
c˛1;��� ;˛d x

˛1
1 x

˛2
2 � � �x˛dd

for some coefficients c˛1;��� ;˛d :
The dimension of Ql1;��� ;ld is easy to calculate as

dim.Ql1;��� ;ld / D .l1 C 1/.l2 C 1/ � � � .ld C 1/:

Before we move forward, let us introduce the unisolvent concept used in finite
element.

Definition 2.1. A finite element .K;PK;˙K/ is unisolvent if the set of degrees of
freedom˙K uniquely defines a function in PK .

Below are some examples of unisolvent finite elements.

Example 2.1. Consider a triangle K with vertices .xi ; yi /; i D 1; 2; 3; ordered
counterclockwisely. It is known that the area A of this triangle can be calculated as

A D 1

2

ˇ̌
ˇ̌
ˇ̌
1 x1 y1
1 x2 y2
1 x3 y3

ˇ̌
ˇ̌
ˇ̌ :

Now we can define the so-called barycentric coordinates �i.x; y/ of the triangle,
which is often denoted as

�i .x; y/ D 1

2A
.˛i C ˇix C �iy/; i D 1; 2; 3; (2.3)

where constants ˛i ; ˇi and �i are

˛i D xj yk � xkyj ; ˇi D yj � yk; �i D �.xj � xk/;

where i 6D j 6D k, and i; j and k permute naturally.
It is not difficult to see that: for any 1 	 i; j 	 3, we have

�i.xj ; yj / D ıij D
�
1 if i D j;

0 otherwise;

from which we see that any function u 2 P1 on K can be uniquely represented by

u.x; y/ D
3X

iD1
u.xi ; yi /�i .x; y/ 8 .x; y/ 2 K:
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Using the triple notation, we can denote this unisolvent element (often called as
P1 element) as:

K D fThe triangle with vertices .xi ; yi /; i D 1; 2; 3; g
PK D Polynomials of degree 1 in variables x and y;

˙K D fFunction values at the vertices: u.xi ; yi /; i D 1; 2; 3:g

Using the barycentric coordinates �i , we can define other finite elements. Below
is the so-called P2 element:

Example 2.2.

K D fA triangle with vertices ai .xi ; yi /; i D 1; 2; 3;

and edge midpoints aij ; 1 	 i < j 	 3g;
PK D Polynomials of degree 2 in variables x and y:

˙K D fFunction values at vertices and midpoints: u.ai /; u.aij /; i; j D 1; 2; 3:g

We can prove that P2 element is unisolvent.

Lemma 2.1. Any function u 2 P2 on K is uniquely determined by its values at all
vertices and edge midpoints, i.e., by u.ai /; 1 	 i 	 3; and u.aij /; 1 	 i < j 	 3:

Proof. Note that the total number of degrees of freedom in ˙K is equal to 6, which
is the same as dim.P2/. Hence we only need to show that if u.ai / D u.aij / D 0,
then u � 0: Note that the restriction of u to edge a2a3 is a quadratic function in one
variable and vanishes at three distinct points (i.e., at a2; a3 and a23), hence u.x; y/
must be zero on this edge. This implies that u should contain a factor �1.x; y/:

By the same argument, u must be zero on edge a1a2, which implies that u should
contain a factor �3.x; y/: Similarly, because u is zero on edge a1a3, u should also
contain a factor �2.x; y/. Therefore, we can write

u.x; y/ D c�1.x; y/�2.x; y/�3.x; y/;

which becomes a third-order polynomial unless cD 0. Hence, u � 0, which con-
cludes the proof. ut

Actually, any function u inP2 element can be explicitly represented as [78, p. 47]:

u.x; y/ D
3X

iD1
u.ai /�i .x; y/.2�i .x; y/ � 1/C

X

1�i<j�3
4u.aij /�i .x; y/�j .x; y/:

Similarly, we can construct a P1 element on a tetrahedron.
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Example 2.3.

Denote K D fA tetrahedron with four vertices Vi .xi ; yi ; zi /; i D 1; 2; 3; 4g;
PK D Polynomials of degree 1 in three variables;

˙K D fFunction values at the vertices: u.Vi /; i D 1; 2; 3; 4g:

On elementK , any function u of PK can be written as

u.x; y; z/ D aC bx C cy C d z; (2.4)

where the coefficients a; b; c; and d can be determined by enforcing (2.4) equal to
the given values u.Vi / at the four vertices of the tetrahedron. Introducing the short
notation ui D u.Vi /, we have

aC bx1 C cy1 C d z1 D u1;

aC bx2 C cy2 C d z2 D u2;

aC bx3 C cy3 C d z3 D u3;

aC bx4 C cy4 C d z4 D u4;

solving which we obtain

a D 1

6V

ˇ̌
ˇ̌
ˇ̌
ˇ̌

u1 u2 u3 u4
x1 x2 x3 x4
y1 y2 y3 y4
z1 z2 z3 z4

ˇ̌
ˇ̌
ˇ̌
ˇ̌

D 1

6V
.a1u1 C a2u2 C a3u3 C a4u4/;

b D 1

6V

ˇ̌
ˇ̌
ˇ̌
ˇ̌

1 1 1 1

u1 u2 u3 u4
y1 y2 y3 y4
z1 z2 z3 z4

ˇ̌
ˇ̌
ˇ̌
ˇ̌

D 1

6V
.b1u1 C b2u2 C b3u3 C b4u4/;

c D 1

6V

ˇ̌
ˇ̌
ˇ̌
ˇ̌

1 1 1 1

x1 x2 x3 x4
u1 u2 u3 u4
z1 z2 z3 z4

ˇ̌
ˇ̌
ˇ̌
ˇ̌

D 1

6V
.c1u1 C c2u2 C c3u3 C c4u4/;

d D 1

6V

ˇ̌
ˇ̌
ˇ̌
ˇ̌

1 1 1 1

x1 x2 x3 x4

y1 y2 y3 y4
u1 u2 u3 u4

ˇ̌
ˇ̌
ˇ̌
ˇ̌

D 1

6V
.d1u1 C d2u2 C d3u3 C d4u4/;

where the coefficients a; b; c and d can be determined from the expansion of
determinants, and V denotes the volume of the element, which can be expressed as



24 2 Introduction to Finite Element Methods

V D 1

6

ˇ̌
ˇ̌
ˇ̌
ˇ̌

1 1 1 1

x1 x2 x3 x4

y1 y2 y3 y4
z1 z2 z3 z4

ˇ̌
ˇ̌
ˇ̌
ˇ̌
:

Substituting a; b; c and d back into (2.4) and collecting like terms uj , we have

u.x; y; z/ D
4X

jD1
u.xj ; yj ; zj /Nj .x; y; z/; (2.5)

where functionsNj are given by

Nj .x; y; z/ D 1

6V
.aj C bj x C cj y C dj z/: (2.6)

We like to remark that Nj .x; y; z/ are often called the shape functions of the finite
element, and they have the property

Nj .xi ; yi ; zi / D ıij D
�
1 i D j;

0 i ¤ j:

By a similar technique, we can construct finite elements on d -rectangles. First,
we give an example on a rectangular element.

Example 2.4. Consider a rectangle KD Œxc � hx; xc C hx� � Œyc � hy; yc C hy�,
whose four vertices are oriented counterclockwisely, starting with the bottom-left
vertex V1 D .xc � hx; yc � hy/: Then we can denote theQ1 rectangular element by
the triple:

K D fThe rectangle with four vertices Vi ; i D 1; 2; 3; 4g;
PK D PolynomialQ1;1 on K;

˙K D fFunction values at the vertices: u.Vi /; i D 1; 2; 3; 4g:

It is easy to check that any function u of Q1;1 on K can be uniquely represented
as follows:

u.x; y/ D
4X

jD1
u.xj ; yj /Nj .x; y/;

where the shape functionsNj are given by

N1.x; y/ D 1

A
.xc C hx � x/.yc C hy � y/;
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N2.x; y/ D 1

A
.x � xc C hx/.yc C hy � y/;

N3.x; y/ D 1

A
.x � xc C hx/.y � yc C hy/;

N4.x; y/ D 1

A
.x � xc C hx/.y � yc C hy/;

here A D 4hxhy denotes the area of the rectangle.

Now we give an example on a cubic element.

Example 2.5. Consider a cube

K D Œxc � hx; xc C hx� � Œyc � hy; yc C hy� � Œzc � hz; zc C hz�;

whose eight vertices are oriented counterclockwisely (four on the bottom face, and
four on the top face), starting with the front-bottom-left vertex V1 D .xc � hx; yc �
hy; zc � hz/. We can define a unisolventQ1 cubic element by the triple:

K D fThe cube with 8 vertices Vi ; i D 1; 2; � � � ; 8g;
PK D PolynomialQ1;1;1 on K;

˙K D fFunction values at the vertices: u.Vi /; i D 1; 2; � � � ; 8g:

It is not difficult to check that any function u of Q1;1;1 on K can be uniquely
represented as follows:

u.x; y; z/ D
8X

jD1
u.xj ; yj ; zj /Nj .x; y; z/;

where the shape functionsNj are given by

N1.x; y; z/ D 1

V
.xc C hx � x/.yc C hy � y/.zc C hz � z/;

N2.x; y; z/ D 1

V
.x � xc C hx/.yc C hy � y/.zc C hz � z/;

N3.x; y; z/ D 1

V
.x � xc C hx/.y � yc C hy/.zc C hz � z/;

N4.x; y; z/ D 1

V
.xc C hx � x/.y � yc C hy/.zc C hz � z/;

and the other four Nj have the same form as above except that the last terms are
changed to z � .zc � hz/. Here V D 8hxhyhz denotes the volume of the cube.
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2.2 Functional Analysis and Sobolev Spaces

2.2.1 Basic Functional Analysis

In our later analysis of Maxwell’s equations, we shall appeal to many basic theorems
from functional analysis. In this section, we simply summarize some definitions
and theorems to be used in later sections. Readers interested in details can consult
specialized books such as [53].

Let X be a normed linear space with norm jj � jjX .

Definition 2.2. A sequence fukg1
kD1 
 X converges to u 2 X , denoted as uk ! u,

if limk!1 jjuk � ujjX D 0: If for any � > 0, there exists N > 0 such that

jjuk � umjjX < � for any k;m � N;

then the sequence fukg1
kD1 
 X is called a Cauchy sequence.

Definition 2.3. The space X is called complete if each Cauchy sequence in X
converges; namely, whenever fukg1

kD1 is a Cauchy sequence, there exists u 2X such
that uk ! u.

Definition 2.4. A complete normed linear space is called a Banach space.

Definition 2.5. A collection M of subsets of Rd is called 	-algebra if

(i) ;;Rd 2 M ;
(ii) A 2 M implies that Rd n A 2 M ;

(iii) fAkg1
kD1 
 M implies that [1

kD1Ak;\1
kD1Ak 2 M .

It can be proved that there exists a 	-algebra M of subsets of Rd and a mapping
j � j W M ! Œ0;C1� with the following properties:

(i) Every open subset of Rd and every closed subset of Rd belong to M .
(ii) If A is a ball of Rd , then jAj equals the d -dimensional volume of A.

The sets in M are often called Lebesgue measurable sets and j � j is Lebesgue
measure. Hence Lebesgue measure provides a way of describing the volume of
subsets of Rd .

Definition 2.6. A function f W Rd ! R is called a measurable function if
f �1.S/2 M for every open subset S 
 R.

Definition 2.7. Let˝ be an open subset of Rd , and 1 	 p 	 1: For a measurable
function f W ˝ ! R, we define the norm

jjf jjLp.˝/ D .

Z

˝

jf jpdx/1=p if 1 	 p < 1
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and

jjf jjL1.˝/ D inf
S�˝;jS jD0

sup
˝nS

jf .x/j D ess sup˝ jf .x/j if p D 1:

Furthermore, Lp.˝/ is defined to be the linear space of all measurable functions
f W ˝ ! R for which jjf jjLp.˝/ < 1:

It is known that Lp.˝/; 1 	 p 	 1; is a Banach space.

Definition 2.8. Let X be a real linear space. A mapping .�; �/ W X � X ! R is
called an inner product if

(i) .u; v/ D .v; u/ for any u; v 2 X ;
(ii) Each of the maps u ! .u; v/ and v ! .u; v/ is linear on X ;

(iii) .u; u/ � 0 for any u 2 X ;
(iv) .u; u/ D 0 if any only if u D 0.

Furthermore, if .�; �/ is an inner product, the associated norm is

jjujjX D .u; u/1=2 for any u 2 X:

Moreover, ifX is complete with respect to the norm jj�jjX , thenX is called a Hilbert
space.

A simple example of a Hilbert space isL2.˝/, which has the scalar inner product

.u; v/ D
Z

˝

u.x/v.x/dx:

Two elementary estimates for Hilbert spaces are often used in numerical analysis.
One is the Cauchy-Schwarz inequality

j.u; v/j 	 jjujjX jjvjjX 8 u; v 2 X: (2.7)

The other one is the arithmetic-geometric mean inequality: for any u; v 2X and
ı > 0, we have

j.u; v/j 	 ı

2
jjujj2X C 1

2ı
jjvjj2X: (2.8)

2.2.2 Sobolev Spaces

Sobolev spaces are named after the Russian mathematician Sergei Sobolev, who
introduced this concept around 1950. A Sobolev space is a space of functions
equipped with a norm which can be used to measure both the size and regularity
of a function. Hence, Sobolev spaces play a very important role in analyzing partial
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differential equations. In this section, we just present some important properties
of Sobolev spaces related to our later usage. For more comprehensive discussions,
readers can consult specialized books on Sobolev spaces (e.g. [2]).

Let C1
0 .˝/ (or D.˝/) denote the space of infinitely differentiable functions

with compact support in ˝ . Furthermore, let ˛ D .˛1; � � � ; ˛d / be an d -tuple of
nonnegative integers and denote its length by j˛j D Pd

iD1 ˛i :
Before we introduce the weak derivative concept, let us provide some motivation.

Suppose we are given a function u 2 C1.˝/: If � 2 C1
0 .˝/, using integration by

parts we have
Z

˝

u�xi dx D �
Z

˝

uxi �dx i D 1; 2; � � � ; d: (2.9)

Here no boundary integral term exists, since � has compact support in ˝ and
vanishes on @˝ . Similarly, if u 2 Ck.˝/ for some integer k > 1, we can obtain

Z

˝

uD˛�dx D .�1/j˛j
Z

˝

D˛u�dx 8 � 2 C1
0 .˝/: (2.10)

Now (2.10) has a problem if u is not Ck, since D˛u on the right hand side has
no obvious meaning. We resolve this difficulty by introducing the concept of weak
derivative. Let us denote the set of locally integrable functions

L1loc.˝/ D fv W v 2 L1.K/; for all compact set K
˝g:

Definition 2.9. Let u; v 2 L1loc.˝/: We say v is the ˛-th weak partial derivative of
u, denoted as v D D˛u, provided that

Z

˝

uD˛�dx D .�1/j˛j
Z

˝

v�dx (2.11)

holds true for all � 2 C1
0 .˝/

It is easy to see that if a weak derivative exists, then it is uniquely defined up to
a set of measure zero. Furthermore, for any u 2 C j˛j.˝/, the weak derivative D˛u
exists and equals the classic derivative.

With the above preparations, we can define the Sobolev space W k;p.˝/.

Definition 2.10. The Sobolev space W k;p.˝/ consists of all locally summable
functions u W ˝ ! R; i.e., u 2 L1loc.˝/, such that for each multi-index ˛ with
j˛j 	 k;D˛u exists in the weak sense and belongs to Lp.˝/. Moreover, for any
u 2 W k;p.˝/, its norm is defined to be

jjujjWk;p.˝/ D
(
.
P

j˛j�k
R
˝

jD˛ujpdx/1=p if 1 	 p < 1;P
j˛j�k ess sup˝ jD˛uj if p D 1:

It is known that W k;p.˝/ is a Banach space (see e.g., [51, p. 28]).
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We like to remark that a function belonging to a Sobolev space can be discontin-
uous and/or unbounded. A simple example is u.x/D jxj�˛ , which is unbounded at
x D 0 for ˛ > 0: However, u.x/ belongs to some Sobolev space.

Lemma 2.2. Let u.x/ D jxj�˛ .x ¤ 0/ defined in the open unit ball ˝ D B.0; 1/

in Rd . Then u 2 W 1;p.˝/ if and only if ˛ < d�p
p
:

Proof. Note that u is smooth away from 0, and

uxi .x/ D �˛xi jxj�.˛C2/ .x ¤ 0/:

For any � 2 C1
0 .˝/ and fixed � > 0, we have

Z

˝nB.0;�/
u�xi dx D

Z

@B.0;�/

u�nids �
Z

˝nB.0;�/
uxi �dx;

where ni denotes the unit inward normal on @B.0; �/:
If ˛ C 1 < d , then jDu.x/j D ˛

jxj˛C1 2 L1.˝/, in which case,

j
Z

@B.0;�/

u�nidsj 	 jj�jjL1

Z

@B.0;�/

��˛ds 	 C�d�1�˛ ! 0 as � ! 0:

Hence for any 0 	 ˛ < d � 1, we have

Z

˝

u�xi dx D �
Z

˝

uxi �dx 8 � 2 C1
0 .˝/:

Similarly, it is easy to see that

jDu.x/j D ˛

jxj˛C1 2 Lp.˝/ if and only if .˛ C 1/p < d;

which concludes the proof. ut
Definition 2.11. Given a subset S 
X; the closure of S in X (usually denoted
as S ) is the set of all limits of convergent subsequence of S using the X norm.
Furthermore, if S DX , we say that the subset S is dense in X .

Definition 2.12. W k;p
0 .˝/ is denoted as the closure of C1

0 .˝/ inW k;p.˝/. When
p D 2, we usually write

Hk.˝/ D W k;2.˝/ .or Hk
0 .˝/ D W

k;2
0 .˝//;

since Hk.˝/ is a Hilbert space.
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Definition 2.13. A function f W ˝ ! R is called Lipschitz continuous if

jf .x/ � f .y/j 	 Ljx � yj

for some constant L > 0 and all x; y 2 ˝:
Definition 2.14. Let ˝ be an open and bounded domain of Rd .d � 2/ with
boundary @˝ . We say that ˝ is Lipschitz (or @˝ is a Lipschitz boundary), if there
exists a finite open cover U1; � � � ; Um of @˝ such that for j D 1; � � � ; m:

(i) @˝ \ Uj is the graph of a Lipschitz function �j W Rd�1 ! R, and
(ii) ˝ \ Uj is on one side of this graph.

Namely, for any x D . Qx; xd / 2 Uj , where Qx D .x1; � � � ; xd�1/, there exists a
Lipschitz function �j such that xd D �j . Qx/, ˝ \ Uj D fx W xd > �j . Qx/g and
@˝ \ Uj D fx W xd D �j . Qx/g:
Definition 2.15. A normed space U is said to be embedded in another normed
space V , denoted as U ,! V , if

(i) U is a linear subspace of V ;
(ii) The injection of U into V is continuous, i.e., there exists a constant C > 0

such that jjujjV 	 C jjujjU 8 u 2 U:
As we mentioned earlier, Sobolev spaces provide a way of quantifying the degree

of smoothness of functions. The following theorem summaries some classic results
[2].

Theorem 2.1. (Sobolev embedding theorem) Suppose that ˝ is an open set of
Rd with a Lipschitz continuous boundary, and 1 	 p < 1: Then the following
embedding results hold true:

(i) If 0 	 kp < d; then W k;p.˝/ ,! Lp�.˝/ for p� D dp

d�kp :
(ii) If kp D d; thenW k;p.˝/ ,! Lq.˝/ for any q such that p 	 q < 1:

(iii) If kp > d; then W k;p.˝/ ,! C0.˝/:

When we deal with time-dependent problems, we need some Sobolev spaces
involving time. Let X denote a real Banach space with norm jj � jjX:
Definition 2.16. The space Lp.0; T IX/ consists of all measurable functions u W
Œ0; T � ! X with endowed norm

jjujjLp.0;T IX/ D .

Z T

0

jju.t/jjpXdt/1=p < 1; if 1 	 p < 1;

and

jjujjL1.0;T IX/ D ess sup0�t�T jju.t/jjX < 1; if p D 1:
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Definition 2.17. The space C.0; T IX/ consists of all continuous functions u W
Œ0; T � ! X with

jjujjC.0;T IX/ D max
0�t�T jju.t/jjX < 1:

Definition 2.18. The Sobolev space W k;p.0; T IX/ comprises all functions u 2
Lp.0; T IX/ such that d˛u

dt˛
; 1 	 ˛ 	 k; exists in the weak sense and belongs to

Lp.0; T I˝/. Furthermore,

jjujjW k;p.0;T IX/ D
(
.
R T
0
.jju.t/jjpX CP

1�˛�k jj d˛u
dt˛

jjpX/dt/1=p if 1 	 p < 1;

ess sup0�t�T .jju.t/jjX CP
1�˛�k jj d˛u

dt˛
jjX/ if p D 1:

When p D 2, we denote

Hk.0; T IX/ D W k;2.0; T IX/:

For many applications to be discussed later, we need a space of vector functions
with a square-integrable divergence. Such a space is often denoted as H.divI˝/,
which is defined by

H.divI˝/ D fv 2 .L2.˝//d W r � v 2 L2.˝/g; (2.12)

with norm jjvjjH.divI˝/ D .jjvjj2
.L2.˝//d

C jjr � vjj2
L2.˝/

/1=2; where r� is the diver-
gence operator defined as

r � v D
dX

iD1

@vi
@xi

; for all v 2 .C1
0 .˝//

d ; d D 2; 3:

It is easy to prove that H.divI˝/ is a Hilbert space with the inner product

.u; v/div D
Z

˝

.u � v C .r � u/.r � v//dx:

Similar to space W k;p
0 .˝/, we denote H0.divI˝/ as the closure of .C1

0 .˝//
d

with respect to the norm jj � jjH.divI˝/:
Later, when we deal with Maxwell’s equations, we need a space of vector

functions with a square-integrable curl. In standard notation, we define this space by

H.curlI˝/ D fu 2 .L2.˝//d W r � u 2 .L2.˝//dg; (2.13)

with norm jjujjH.curlI˝/ D .jjujj2
.L2.˝//d

C jjr � ujj2
.L2.˝//d

/1=2; where r� is the
curl operator defined as

r � u D .
@u3
@x2

� @u2
@x3

;
@u1
@x3

� @u3
@x1

;
@u2
@x1

� @u1
@x2

/0;
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for any 3-D vector u D .u1; u2; u3/0 2 .C1
0 .˝//

d ; d D 3: For a 2-D vector, the curl
operator becomes as

r � u D @u2
@x1

� @u1
@x2

; for all u D .u1; u2/
0 2 .C1

0 .˝//
2:

It is easy to prove that H.curlI˝/ is a Hilbert space with the inner product

.u; v/curl D
Z

˝

.u � v C .r � u/ � .r � v//dx:

Furthermore, H0.curlI˝/ is denoted as the closure of .C1
0 .˝//

d with respect to
the norm jj � jjH.curlI˝/:

Similarly, with higher regularity, we can define the space

H˛.curlI˝/ D fv 2 .H˛.˝//d W r � v 2 .H˛.˝//dg; (2.14)

for any ˛ > 0 with norm jjvjj˛;curl D .jjvjj2
.H˛.˝//d

C jjr � vjj2
.H˛.˝//d

/1=2: When
˛ D 0, H˛.curlI˝/ reduces to H.curlI˝/.

2.3 Classic Finite Element Theory

To use the finite element method to solve a PDE, we have to build up a finite
dimensional space of functions on the physical domain ˝: To do this, we first need
to generate a finite element mesh covering the domain˝ , i.e., we need to construct
a set Th of non-overlapping elementsKi satisfying the following conditions:

(i) ˝ D S
Ki2Th Ki ;

(ii) Each K 2 Th is a Lipschitz domain, and has a positive measurement;
(iii) For any distinct elements K1 and K2 in Th, we have K1 \ K2 D ;. In other

words, any two neighboring elements have to meet at the common vertices,
match exactly at a common edge or a common face.

A mesh satisfying conditions (i)–(iii) is often called conforming mesh. Note that
in hp finite element method [97, 98, 255], condition (iii) is often violated, in which
case we have the so-called non-conforming mesh.

2.3.1 Conforming and Non-conforming Finite Elements

After creating a mesh for ˝ , we can use the element-wise defined finite elements
to construct a global finite element space on ˝ by lumping together all the element
degrees of freedom. The key here is how to define the element degrees of freedom
to guarantee the needed global smoothness for the finite element solution. For this,
we need to classify finite elements into two classes: conforming or non-conforming.



2.3 Classic Finite Element Theory 33

Definition 2.19. Let V be a space of functions. The finite element .K;PK;˙K/

is said to be V conforming if its corresponding global finite element space is a
subspace of V . Otherwise, the finite element is said to be V nonconforming.

It is well-known that for a finite element space to be H1.˝/ conforming, the
global finite element function has to be continuous as stated in the next lemma
(cf. [78, Theorem 2.1.1] and [217, Lemma 5.3]).

Lemma 2.3. Let K1 and K2 be two non-overlapping Lipschitz domains having a
common interface 
 such that K1 \ K2 D
: Assume that u1 2H1.K1/ and u2 2
H1.K2/, and u 2 L2.K1 [K2 [
/ be defined by

u D
�

u1 on K1;

u2 on K2:

Then u1 D u2 on 
 implies that u 2 H1.K1 [K2 [
/.
Proof. Suppose that we have a function u 2 L2.K1 [ K2 [ 
/ defined by ujKi D
ui ; i D 1; 2; and u1 D u2 on
. To prove that u 2H1.K1[K2[
/, for any function
� 2 .C1

0 .K1 [K2 [
//d , using integration by parts, we have

Z

K1[K2[

u
@�

@xi
dx D

Z

K1

u
@�

@xi
dx C

Z

K2

u
@�

@xi
dx

D �
Z

K1

@.ujK1/
@xi

�dx �
Z

K2

@.ujK2/
@xi

�dx C
Z




.u1� � ni;1 C u2� � ni;2/ds;

where ni;j denotes the unit outward normal to @Kj ; j D 1; 2; respectively.

Denote vi D @.ujKl /
@xi

; i D 1; � � � ; d , on Kl; l D 1; 2. Using the assumption that
u1 D u2 on 
, we see that the boundary integral term vanishes. Hence, we have

Z

K1[K2[

u
@�

@xi
dx D �

Z

K1[K2[

v � �dx;

which shows that u 2 H1.K1 [K2 [
/ by the definition of weak derivative. ut
Examples 2.1–2.5 given in Sect. 2.1 areH1 conforming elements. Many popular

nonconforming elements are illustrated in the nice paper by Carstensen and Hu [63].
Below we present two examples of non-conforming elements. The first one is the
so-called rotated Q1 element.

Example 2.6. Consider a rectangle K D Œxc � hx; xc C hx� � Œyc � hy; yc C hy�,
whose four vertices are oriented counterclockwise, starting with the bottom-left
vertex V1.xc � hx; yc � hy/: The four mid-edge points starting from the bottom
edge are denoted asMi; i D 1; 2; 3; 4: TheQ1 rectangular element is defined by the
following triple:
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K D fThe rectangle with four vertices Vi ; i D 1; 2; 3; 4g;
PK D Polynomial with basis 1; x; y; x2; y2 on K;

˙K D fFunction values at the mid-edge points: u.Mi/; i D 1; 2; 3; 4g:

The unisolvence of this finite element .K;PK;˙K/ can be proved as follows.
Assume that an arbitrary function u of PK onK is represented as

u.x; y/ D a1 C a2.x � xc/C a3.y � yc/C a4Œ.x � xc/
2 � .y � yc/

2�; (2.15)

where the unknown coefficients a1; a2; a3 and a4 can be determined by the
interpolation conditions

u.Mi/ D ui ; i D 1; 2; 3; 4: (2.16)

Imposing (2.16) at the four mid-edge points, we have

a1 � hya3 � h2ya4 D u1;

a1 C hya3 � h2ya4 D u3;

a1 C hxa2 C h2xa4 D u2;

a1 � hxa2 C h2xa4 D u4;

which gives the following unique solution

a1 D Œh2x.u1 C u3/C h2y.u2 C u4/�=2.h
2
x C h2y/;

a2 D .u2 � u4/=2hx;

a3 D .u3 � u1/=2hy;

a4 D Œ.u2 C u4/ � .u1 C u3/�=2.h
2
x C h2y/:

Another popular non-conforming element is Wilson’s rectangular element.

Example 2.7. Consider the same rectangleK D Œxc�hx; xcChx��Œyc�hy; ycChy�
as Example 2.6. The Wilson element can be defined by the following triple:

K D fThe rectangle with four vertices Vi ; i D 1; 2; 3; 4g;
PK D Polynomial P2 on K;

˙K D fFunction values at the vertices: u.Vi /; i D 1; 2; 3; 4; and mean values of

the second derivatives of u overK W 1

jKj
Z

K

@2u

@x2
dx;

1

jKj
Z

K

@2u

@y2
dxg:
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The unisolvence of this finite element .K;PK;˙K/ can be proved as follows. For
a function u of P2 on K , we can represent it as

u.x; y/ D a1Ca2.x�xc/Ca3.y�yc/Ca4.x�xc/.y�yc/Ca5.x�xc/2Ca6.y�yc/2;
(2.17)

where the unknown coefficients ai can be determined by the given degrees of
freedom˙K , which lead to the system of linear equations:

a1 � hxa2 � hya3 C hxhya4 C h2xa5 C h2ya6 D u1;

a1 C hxa2 � hya3 � hxhya4 C h2xa5 C h2ya6 D u2;

a1 C hxa2 C hya3 C hxhya4 C h2xa5 C h2ya6 D u3;

a1 � hxa2 C hya3 � hxhya4 C h2xa5 C h2ya6 D u4;
Z

K

@2u

@x2
dx D 2jKja5;

Z

K

@2u

@y2
dx D 2jKja6:

Solving the above system, we can obtain the following unique solution

a5 D 1

2jKj
Z

K

@2u

@x2
dx; a6 D 1

2jKj
Z

K

@2u

@y2
dx;

a1 D u1 C u2 C u3 C u4
4

� h2x
2jKj

Z

K

@2u

@x2
dx � h2y

2jKj
Z

K

@2u

@y2
dx;

a2 D .u2 � u1 C u3 � u4/=4hx;

a3 D .u3 C u4 � u1 � u2/=4hy;

a4 D Œ.u3 � u4/� .u2 � u1/�=4hxhy:

2.3.2 Basic Interpolation Error Estimates

Given a finite element .K;PK;˙K/, we can define a local Lagrange interpolant:

˘k
Kv D

nX

iD1
v.ai /�i ;
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where ai are the vertices of K , v.ai / are the degrees of freedom, and �i are the
shape functions. Examples include the first-order interpolant

˘1
Kv.x; y/ D

3X

iD1
v.ai /�i .x; y/;

and the second-order interpolant

˘2
Kv.x; y/ D

3X

iD1
v.ai /�i .2�i � 1/C

3X

1�i<j�3
4v.aij /�i�j ;

mentioned in Sect. 2.1. Examples˘1
Kv and˘2

Kv are Lagrange interpolations, which
satisfy the property ˘1;2

K v.ai / D v.ai /; i D 1; 2; 3: More complicated interpolants
such as Example 2.7 involve other degrees of freedom.

By piecing together the local interpolants, we can define a corresponding global
interpolant˘k

h as follows:

.˘k
h v/jK D ˘k

K.vjK/ 8 K 2 Th:

We assume further that each element K of Th can be obtained as an affine
mapping of a reference element OK, i.e.,

K D FK. OK/; FK. Ox/ D BK Ox C bK; (2.18)

whereBK is a d �d non-singular matrix. The rest of this section is concerned about
the estimate of interpolation error v �˘k

h v.

Lemma 2.4. Denote Ov. Ox/ D v.FK. Ox//. If v 2 W m;p.K/;m � 0; p 2 Œ1;1�; then
Ov 2 W m;p. OK/: Moreover, there exists a constant C D C.m; p; d/ such that

jvjm;p;K 	 C jjB�1
K jjmjdet.BK/j1=pjOvjm;p; OK; 8 Ov 2 W m;p. OK/; (2.19)

and

jOvjm;p; OK 	 C jjBK jjmjdet.BK/j�1=pjvjm;p;K; 8 v 2 W m;p.K/; (2.20)

where jj � jj denotes the matrix norm associated to the Euclidean norm in Rd :

Proof. For simplicity we just show the proof of (2.19) for p D 2. A complete proof
can be found in the classic book by Ciarlet [78, Theorem 3.1.2]. Since C1.K/ is
dense in Hm.K/, it is sufficient to prove (2.19) for a smooth function v.
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Using the chain rule and the mapping FK , we have

jvj2m;2;K D
X

j˛jDm
jjD˛vjj20;K 	 C jjB�1

K jj2m
X

jˇjDm

Z

K

j ODˇ Ovj2dx

	 C jjB�1
K jj2m

X

jˇjDm
jj ODˇ Ovjj2

0; OK � .det.BK//; (2.21)

which completes the proof of (2.19) for p D 2. ut
To obtain an explicit bound on jjBK jj; jjB�1

K jj and det.BK/, we introduce some
notation. For an elementK , we denote

hK D diameter of the smallest sphere (or circle) containingK;

and
�K D diameter of the largest sphere (or circle) inscribed in K:

Similarly, h OK and � OK are used for the reference element OK:
Noting that det.BK/ D vol.K/=vol. OK/; we easily have

C1�
d
K 	 jdet.BK/j 	 C2h

d
K; (2.22)

where the positive constants C1 and C2 are independent of hK and �K .

Lemma 2.5. The following estimates hold

jjB�1
K jj 	 h OK

�K
; jjBK jj 	 hK

� OK
:

Proof. By definition, we have

jjB�1
K jj D 1

�K
sup

j�jD�K
jB�1

K �j: (2.23)

For any � satisfying j�j D �K; we can always find two points x; y 2 K such that
x � y D �: Note that jB�1

K �j D jB�1
K .x � y/j D j Ox � Oyj 	 h OK; substituting which

into (2.23) completes the proof of the first inequality. The other one can be proved
in a similar way. ut
Lemma 2.6 ([78, Theorem 3.1.1]). There exists a constant C. OK/ such that

inf
Op2Pk. OK/

jjOv C OpjjkC1;p; OK 	 C. OK/jOvjkC1;p; OK 8 Ov 2 W kC1;p. OK/:

With the above preparations, we can prove the following interpolation error
estimates.
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Theorem 2.2 ([78, Theorem 3.1.5]). Let . OK; OPK; Ȯ
K/ be a finite element. If

W kC1;p. OK/ ,! C s. OK/;
W kC1;p. OK/ ,! W m;q. OK/;
Pk. OK/ 
 OPK 
 W m;q. OK/;

hold true for integers m; k � 0, and some numbers p; q 2 Œ1;1�, where s denotes
the greatest order of derivatives occurring in the degrees of freedom set Ȯ

K , then
there exists a constant C , depending on OK; OPK and Ȯ

K , such that

jv �˘k
Kvjm;q;K 	 C jdet.BK/j1=q�1=p h

kC1
K

�mK
jvjkC1;p;K 8 v 2 W kC1;p.K/:

Proof. Noting that the shape functions O�i in OK are given by O�i D �i ıFK;we obtain

b˘k
Kv D ˘k

h v ı FK D
X

i

v.ai /.�i ı FK/ D
X

i

v.FK. Oai // O�i D ˘k
OK Ov;

from which and Lemmas 2.4–2.6, we have

jv �˘k
Kvjm;q;K � C jjB�1

K jjmjdet.BK/j1=q jOv � b˘k
Kvjm;q; OK � C

�mK
jdet.BK/j1=q jOv �˘k

OK
Ovjm;q; OK

� C

�mK
jdet.BK/j1=q jjI �˘k

OK
jjL .W kC1;p

IW m;q/ inf
Op2Pk

jjOv C OpjjkC1;p; OK

� C

�mK
jdet.BK/j1=qC jOvjkC1;p; OK

� C

�mK
jdet.BK/j1=q jjBK jjkC1jdet.BK/j�1=pjvjkC1;p;K

� C

�mK
h
kC1
K jdet.BK/j1=q�1=pjvjkC1;p;K ;

which completes the proof. ut
The parameter �K can be eliminated if the finite element mesh is regular.

Definition 2.20. A triangulation Th of ˝ is called regular when h D maxK2Th hK
approaches zero, if there exists a constant 	 � 1, independent of h, such that

hK

�K
	 	 for anyK 2 Th:

Under the regularity assumption, from Theorem 2.2 and (2.22), we can obtain
the following interpolation error estimate over a physical domain˝ .
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Theorem 2.3. In addition to the assumptions of Theorem 2.2, if the mesh of ˝ is
regular, then

jv �˘k
h vjm;q;˝ 	 Chd.1=q�1=p/CkC1�mjvjkC1;p;˝ 8 v 2 W kC1;p.˝/:

2.4 Finite Element Analysis for Elliptic Problems

In this section, we will present some basic finite element error analysis techniques
developed for elliptic problems. For simplicity, we limit our discussion to conform-
ing finite elements. More general discussions can be found in classic books such as
[51, 78, 243].

2.4.1 Abstract Convergence Theory

Consider an abstract variational problem: Find u 2 V such that

A.u; v/ D F.v/ 8 v 2 V; (2.24)

where V denotes a real Hilbert space and F 2V 0. Here V 0 denotes the dual
space of V . The following famous Lax-Milgram lemma justifies the existence and
uniqueness of the solution for this problem.

Theorem 2.4 (Lax-Milgram lemma [78, p. 8]). Let V be a real Hilbert space
with norm jj � jjV ; A.�; �/ be a bilinear form from V � V to R, and F.�/ be a linear
continuous functional from V to R. Furthermore, suppose that A.�; �/ is bounded:

9ˇ > 0 such that jA.w; v/j 	 ˇjjwjjV jjvjjV for all w; v 2 V;

and coercive:

9˛ > 0 such that jA.v; v/j � ˛jjvjj2V for all v 2 V:

Then, there exists a unique solution u 2 V to (2.24) and

jjujjV 	 1

˛
jjF jjV 0 :

Assume that a family of finite dimensional subspaces Vh is constructed to
approximate the infinite dimensional space V , i.e.,

inf
vh2Vh

jjv � vhjjV ! 0 as h ! 0; for all v 2 V:
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The standard Galerkin FEM for solving (2.24) is: Find uh 2 Vh such that

A.uh; vh/ D F.vh/ 8 vh 2 Vh: (2.25)

From (2.24) and (2.25), we obtain the Galerkin orthogonality relation:

A.u � uh; vh/ D 0 8 vh 2 Vh: (2.26)

Combining (2.26) with the coercivity and continuity of A.�; �/, we have

˛jju � uhjj2V 	 A.u � uh; u � uh/ D A.u � uh; u � vh/

	 ˇjju � uhjjV jju � vhjjV ;

which leads to the following stability and convergence result.

Theorem 2.5 (Céa lemma). Under the assumption of Theorem 2.4, there exists a
unique solution uh to (2.25) and

jjuhjjV 	 1

˛
jjF jjV 0 :

Furthermore, if u denotes the solution to (2.24), then

jju � uhjjV 	 ˇ

˛
inf

vh2Vh
jju � vhjjV ; (2.27)

i.e., uh converges to u as h ! 0:

2.4.2 Error Estimate for an Elliptic Problem

Here we demonstrate how the abstract convergence theory presented in last section
can be used for a specific problem. Without loss of generality, let us consider the
following elliptic boundary value problem

�4u C u D f in ˝; (2.28)

u D 0 on @˝: (2.29)

Multiplying (2.28) by a test function v 2 H1
0 .˝/ and using the Green’s formula

�
Z

˝

4uvdx D �
Z

@˝

@u

@n
vds C

Z

˝

dX

iD1

@u

@xi

@v

@xi
; 8 u 2 H2.˝/; v 2 H1.˝/;

(2.30)
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where @
@n

D Pd
iD1 ni @

@xi
is the normal derivative operator, we can obtain an

equivalent variational problem: Find u 2 H1
0 .˝/ such that

A.u; v/ � .ru;rv/C .u; v/ D .f; v/; 8 v 2 H1
0 .˝/: (2.31)

Application of the Cauchy-Schwarz inequality shows that

jA.u; v/j D j.ru;rv/C .u; v/j 	 jjrujj0jjrvjj0 C jjujj0jjvjj0 	 2jjujj1jjvjj1;

which means that A.�; �/ is continuous on H1
0 .˝/ �H1

0 .˝/:

On the other hand, we easily obtain

A.v; v/ D jjrvjj20 C jjvjj20 D jjvjj21;

which proves the coercivity of A.�; �/. Therefore, by the Lax-Milgram lemma, the
variational problem (2.31) has a unique solution u 2 H1

0 .˝/:

To solve (2.31) by the finite element method, we construct a finite dimensional
subspace Vh of H1

0 .˝/:

Vh D fvh 2 H1
0 .˝/I 8 K 2 Th; vhjK 2 Pk.K/g; (2.32)

where Th is a regular family of triangulations of ˝ .
The finite element approximation uh 2 Vh of (2.31) is: Find uh 2 Vh such that

.ruh;rvh/C .uh; vh/ D .f; vh/; 8 vh 2 Vh:

For the elliptic problem (2.28) and (2.29), the following optimal error estimates
hold true in both H1 and L2 norms.

Theorem 2.6. Let ˝ be a polygonal domain of Rd ; d D 2; 3, with Lipschitz
boundary, and Th be a regular family of triangulations of ˝ . Let Vh be defined
in (2.32). If the exact solution u 2 Hs.˝/\H1

0 .˝/; s � 2; the error estimate holds

jju � uhjj1 	 Chl jjujjlC1; l D min.k; s � 1/; k � 1:

Suppose, furthermore, for each e 2 L2.˝/; the solution w of the adjoint problem
(see (2.35) below) of (2.28) belongs to H2.˝/ and satisfies

jjwjj2 	 C jjejj0; 8 e 2 L2.˝/: (2.33)

Then we have

jju � uhjj0 	 ChlC1jjujjlC1; l D min.k; s � 1/; k � 1:
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Proof. By the Céa lemma, for any u 2 Hs.˝/[H1
0 .˝/; s � 2; we have

jju � uhjj1 	 2 inf
vh2Vh

jju � vhjj1 	 2jju �˘k
h ujj1 	 Chl jjujjlC1;

where l D min.k; s�1/, and˘k
h is the finite element interpolation operator defined

in Sect. 2.3.
To derive error estimates in the L2-norm, we need to use the so-called Aubin-

Nitsche technique (also called duality argument ). Denote error e D u � uh, and let
w be the solution of the adjoint problem of (2.28):

� 4w C w D e in ˝; w D 0 on @˝; (2.34)

whose variational formulation is: Find w 2 H1
0 .˝/ such that

A.v;w/ D .e; v/ 8 v 2 H1
0 .˝/: (2.35)

Hence, by the Galerkin orthogonality relation, we have

jju � uhjj20 D .e; u � uh/ D A.u � uh;w/ D A.u � uh;w �˘k
h w/

	 2jju � uhjj1jjw �˘k
hwjj1 	 Chl jjujjlC1 � hjjwjj2; (2.36)

which, along with the bound (2.33), leads to

jju � uhjj0 	 ChlC1jjujjlC1;

which is optimal in the L2-norm. This concludes the proof. ut
Using more sophisticated weighted-norm technique, error estimates in the L1

norm can be proved [78, p. 165].

Theorem 2.7. Under the assumption of u 2H1
0 .˝/\W kC1;1.˝/; k� 1; we have

jju � uhjj1;˝ C hjjr.u � uh/jj1;˝ 	 Ch2j lnhjjuj2;1;˝; for k D 1;

and

jju � uhjj1;˝ C hjjr.u � uh/jj1;˝ 	 ChkC1jujkC1;1;˝; for k � 2:

2.5 Finite Element Programming for Elliptic Problems

In this section, we introduce the basic procedures for programming a finite element
method used for solving the second-order elliptic boundary value problems. We
want to remark that finite element programming is quite a sophisticated task



2.5 Finite Element Programming for Elliptic Problems 43

and can be written in a stand-alone book. Readers can find more advanced
and sophisticated programming algorithms in books devoted to this subject (e.g.,
[21, 62, 97, 107, 112, 158, 174, 240]). For example, [21] presents the package
PLTMG, which solves elliptic problems using adaptive FEM in MATLAB; [174]
introduces Diffpack, a sophisticated toolbox for solving PDEs in CCC; [252]
elaborates the adaptive finite element software ALBERTA written in ANSI-C;
[107] introduces an open-source MATLAB package IFISS, which can be used to
solve convection-diffusion, Stokes, and Navier-Stokes equations. Demkowicz [97]
presents a self-contained hp-finite element package for solving elliptic problems and
time-harmonic Maxwell’s equations.

In the rest of this section, we detail the important steps for programming a finite
element method in MATLAB to solve the elliptic problem:

�4u C u D f in ˝ D .0; 1/2; (2.37)

u D 0 on @˝; (2.38)

by using Q1 element. The material of this section is modified from our previous
book [187, Chap. 7].

2.5.1 The Basic Steps

2.5.1.1 FEM Mesh Generation

As we mentioned earlier, we need to subdivide the physical domain ˝ into small
elements. For simplicity, here we generate a uniform rectangular mesh Th for ˝ .
The mesh structure can be clearly described by four variables and four arrays. More
specifically, we use nx and ny for the total number of elements in the x- and y-
direction, respectively; ne and np for the total number of elements and the total
number of nodes in Th, respectively. We use the 1-D array x.1 W np/ and y.1 W np/ to
represent the nodal x and y coordinates, respectively. A 2-D array conn(1:ne,1:4)
is used to store the connectivity matrix for the mesh, i.e., conn.i; 1 W 4/ specifies the
four node numbers of element i . A 2-D array gbc.1 W np; 1 W 2/ is used to store the
indicators for Dirichlet nodes in gbc.1 W np; 1/, and the corresponding boundary
values in gbc.1 W np; 2/.

The rectangular mesh Th can be generated using the MATLAB code
getQ1mesh.m, which is shown below.

% Generate Q1 mesh on [xlow, xhigh]x[ylow, yhigh]
% nx,ny: number of elements in each direction
% x,y: 1-D array for nodal coordinates
% conn(1:ne,1:4): connectivity matrix
% ne, np: total numbers of elements, nodes generated
% gbc(1:np, 1:2): store Dirichlet node labels and values
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function[x,y,conn,ne,np,gbc] ...
= getQ1mesh(xlow,xhigh,ylow,yhigh,nx,ny)

ne = nx*ny;
np = (nx+1)*(ny+1);

% create nodal coordinates
dx=(xhigh - xlow)/nx; dy=(yhigh - ylow)/ny;
for i = 1:(nx+1)

for j=1:(ny+1)
x((ny+1)*(i-1)+j) = dx*(i-1);
y((ny+1)*(i-1)+j) = dy*(j-1);

end
end

% form the connectivity matrix:
% start from low-left corner countclockwisely.
for j=1:nx

for i=1:ny
ele = (j-1)*ny + i;
conn(ele,1) = ele + (j-1);
conn(ele,2) = conn(ele,1) + ny + 1;
conn(ele,3) = conn(ele,2) + 1;
conn(ele,4) = conn(ele,1) + 1;

end
end

% pick out Dirichlet BC nodes
for i=1:np

if (abs(x(i) - xlow) < 0.1*dx ...
| abs(x(i) - xhigh) < 0.1*dx)

gbc(i,1)=1; % find one BC node
elseif (abs(y(i) - ylow) < 0.1*dy ...

| abs(y(i) - yhigh) < 0.1*dy)
gbc(i,1)=1; % find one BC node

end
end

A simple 4 � 4 rectangular mesh generated with this code is shown in Fig. 2.1,
where the nodal numbers and element numbers are provided. Note that the nodes
of each element are oriented counterclockwisely. For example, the connectivity
matrices for elements 1 and 2 are given by:

conn.1; 1 W 4/ D 1; 6; 7; 2; conn.2; 1 W 4/ D 2; 7; 8; 3:

2.5.1.2 Forming FEM Equations

The finite element method for solving (2.37) and (2.38) is: Find uh 2 vh 
 H1
0 .˝/

such that
.ruh;r�h/C .uh; �h/ D .f; �h/ 8 �h 2 vh; (2.39)
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Fig. 2.1 An exemplary Q1

element: node and element
labelings

where the Q1 finite element space is defined as

Vh D fv 2 H1
0 .˝/I 8 K 2 Th; vjK 2 Q1.K/ and vjK\@˝ D 0g:

On each rectangular elementK , the exact solution u is approximated by

uKh .x; y/ D
4X

jD1
uKj  

K
j .x; y/; (2.40)

which leads to a 4 � 4 element coefficient matrix of (2.39) with entries

Aij �
Z

K

r Kj � r Ki dxdy C
Z

K

 Kj  
K
i dxdy; i; j D 1; � � � ; 4: (2.41)

2.5.1.3 Calculation of Element Matrices

The calculation of Aij is often carried out on a reference rectangle OK with vertices

.�1; �1/ D .�1;�1/; .�2; �2/ D .1;�1/; .�3; �3/ D .1; 1/; .�4; �4/ D .�1; 1/;

whose corresponding shape functions

O i.�; �/ D 1

4
.1C �i �/.1C �i�/; i D 1; � � � ; 4: (2.42)
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The mapping between an arbitrary rectangular element with vertices .xi ; yi /; 1 	
i 	 4; and the reference element is given by

x D
4X

jD1
xj O j .�; �/; y D

4X

jD1
yj O j .�; �/: (2.43)

The basis function  j .x; y/ on a general rectangle is defined as

 j .x; y/ D O j .�.x; y/; �.x; y//;

from which we have

@ O j
@�

D @ j

@x

@x

@�
C @ j

@y

@y

@�
; (2.44)

@ O j
@�

D @ j

@x

@x

@�
C @ j

@y

@y

@�
; (2.45)

i.e.,

J T � r j D
2

4
@ O j
@�

@ O j
@�

3

5 ; j D 1; 2; 3;

where we denote the gradient

r j D
"
@ j
@x
@ j
@y

#

and the Jacobi matrix J of the mapping as

J �
"
@x
@�

@x
@�

@y

@�

@y

@�

#
:

In the above, J T denotes the transpose of J .
From (2.44) and (2.45), we see that

r j D .J T /�1
2

4
@ O j
@�

@ O j
@�

3

5 D 1

det.J /

"
@y

@�
� @y

@�

� @x
@�

@x
@�

#2

4
@ O j
@�

@ O j
@�

3

5 (2.46)

D 1

det.J /

2

4 .
P4

jD1 yj
@ O j
@�
/
@ O j
@�

� .P4
jD1 yj

@ O j
@�
/
@ O j
@�

�.P4
jD1 xj

@ O j
@�
/
@ O j
@�

C .
P4

jD1 xj
@ O j
@�
/
@ O j
@�

3

5 : (2.47)
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Since it is too complicated to evaluate Aij analytically, below we use Gaussian
quadrature over the reference rectangle to approximate Aij . For example,

Z

K

G.x; y/dxdy D
Z

OK
G. Ox; Oy/jJ jd�d�

�
NX

mD1
.

NX

nD1
G.�m; �n/jJ j!n/!m;

where �m and �m, and !m and !n are the quadrature points and weights in the � and
� directions, respectively. In our implementation, we use the second-order Gaussian
quadrature rule, in which case

�1 D � 1p
3
; �2 D 1p

3
; !1 D !2 D 1:

The right-hand side vector .f; �i / is approximated as

.f; �i / � .
1

4

4X

jD1
fj ; �i /; i D 1; 2; 3; 4:

Below is our MATLAB code elemA.m, which is used to calculate the element
matrix and right-hand side vector.

function [ke,rhse] = elemA(conn,x,y,gauss,rhs,e);

% Q1 elementary stiffness matrix
ke = zeros(4,4);
rhse=zeros(4,1);
one = ones(1,4);
psiJ = [-1, +1, +1, -1]; etaJ = [-1, -1, +1, +1];

% coordinates of each element ’e’
for j=1:4

je = conn(e,j); % get the node label
xe(j) = x(je); ye(j) = y(je); % get the coordinates

end

for i=1:2 % loop over gauss points in eta
for j=1:2 % loop over gauss points in psi

eta = gauss(i); psi = gauss(j);
% construct shape functions: starting at low-left corner

NJ=0.25*(one + psi*psiJ).*(one + eta*etaJ);
% derivatives of shape functions in reference coordinate

NJpsi = 0.25*psiJ.*(one + eta*etaJ); % 1x4 array
NJeta = 0.25*etaJ.*(one + psi*psiJ); % 1x4 array
% derivatives of x and y wrt psi and eta
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xpsi = NJpsi*xe’; ypsi = NJpsi*ye’;
xeta = NJeta*xe’; yeta = NJeta*ye’;
Jinv = [yeta, -xeta; -ypsi, xpsi]; % 2x2 array
jcob = xpsi*yeta - xeta*ypsi;

% derivatives of shape functions in original coordinate
NJdpsieta = [NJpsi; NJeta]; % 2x4 array
NJdxy = Jinv*NJdpsieta; % 2x4 array
% assemble element stiffness matrix ke: 4x4 array
ke = ke + (NJdxy(1,:))’*(NJdxy(1,:))/jcob ...

+ (NJdxy(2,:))’*(NJdxy(2,:))/jcob ...
+ NJ(1,:)’*NJ(1,:)*jcob;

rhse = rhse + rhs*NJ’*jcob;
end

end

2.5.1.4 Assembly of Global Matrix

To obtain the global coefficient matrix, we need to assembly the contributions from
each element coefficient matrix, i.e., we need to loop through all elements in the
mesh, find the corresponding global nodal label for each local node, and put them
in the right locations of the global coefficient matrix. A pseudo code is listed below:

for n=1:NE % loop through all elements
% computer element coefficient matrix
for i=1:4 % loop through all nodes

i1 = conn(n,i)
for j=1:4

j1=conn(n,j)
Ag(i1,j1)=Ag(i1,j1)+Aloc(i,j)

End
End

End

After the assembly process, we need to impose the given Dirichlet boundary
conditions. Suppose that after assembly we obtain a global linear system

Au D b: (2.48)

Assume that we have to impose a Dirichlet boundary condition u D u.xk; yk/ at
the k-th global node. A simple way to impose this boundary condition is as follows:
First, replace each entry bi of b by bi �Aikuk ; Then reset all entries in the k-th row
and k-th column of A to 0, and the diagonal entry Akk to 1; Finally, replace the k-th
entry bk of b by uk:
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This algorithm can be implemented by a pseudo code listed below:

for k=1:NG % loop through all global nodes
% identify all Dirichlet nodes
If (gbc(k,1) = 1) then

for i=1:NG
b(i) = b(i) - Ag(i,k)*gbc(k,2)
Ag(i,k) = 0
Ag(k,i) = 0

End
Ag(k,k) = 1
b(k) = gbc(k,2)

End
End

2.5.2 A MATLAB Code for Q1 Element

A driver function ellip Q1.m developed for implementing the Q1 element for
solving the elliptic equation (2.37) is shown below:

%---------------------------------------------------
% 2D Q1 FEM for solving
% -Lap*u + u = f(x,y)
% on a rectangular domain (xlow,xhigh)x(ylow,yhigh)
% with Dirichlet BC condition: u=g on boundary
%---------------------------------------------------

clear all;

% readers can change the parameters to
% reset their own rectangualr domain and the mesh size
xlow = 0.0; xhigh = 1.0;
ylow = 0.0; yhigh = 1.0;
nx=20; ny=20;

% Gaussian quadrature points
gauss = [-1/sqrt(3), 1/sqrt(3)];

% generate a Q1 mesh
[x,y,conn,ne,np,gbc] = ...

getQ1mesh(xlow,xhigh,ylow,yhigh,nx,ny);

% specify an exact solution and use it for Dirichlet BC
for i=1:np
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uex(i)=sin(pi*x(i)).*cos(pi*y(i));
if(gbc(i,1)==1) % find a Dirichlet node

gbc(i,2) = uex(i); % assign the BC value
end

end

% initialize the coefficient matrix and the rhs vector
Ag = zeros(np); bg=zeros(np,1);

nloc = 4; % number of nodes per element
for ie = 1:ne % loop over all elements

rhs= (feval(@SRC,x(conn(ie,1)),y(conn(ie,1)))...
+ feval(@SRC,x(conn(ie,2)),y(conn(ie,2)))...
+ feval(@SRC,x(conn(ie,3)),y(conn(ie,3)))...
+ feval(@SRC,x(conn(ie,4)),y(conn(ie,4))))/nloc;

[Aloc,rhse] = elemA(conn,x,y,gauss,rhs,ie);
% assemble local matrices into the global matrix
for i=1:nloc;

irow = conn(ie,i); % global row index
bg(irow)=bg(irow) + rhse(i);
for j=1:nloc;

icol = conn(ie,j); %global column index
Ag(irow, icol) = Ag(irow, icol) + Aloc(i,j);

end;
end;

end;

% impose the Dirichlet BC
for m=1:np
if(gbc(m,1)==1)
for i=1:np
bg(i) = bg(i) - Ag(i,m) * gbc(m,2);
Ag(i,m) = 0; Ag(m,i) = 0;

end
Ag(m,m) = 1.0; bg(m) = gbc(m,2);

end
end

%solve the equation
ufem = Ag\bg;

% display the max pointwise error
disp(’Max error=’), max(ufem-uex’),
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Fig. 2.2 Numerical solutions obtained on nx D ny D 10 (left), and nx D ny D 20 (right) grids

% plot the FEM solution
tri = delaunay(x,y);
trisurf(tri,x,y,ufem);

In this code, we solve the Eq. (2.37) with non-homogenous Dirichlet boundary
condition u D g with the exact solution

u D sin�x cos�y;

which leads to f D .2�2 C 1/u:
The problem can be solved with several uniformly refined grids by just changing

nx and ny in driver function ellip Q1.m. For example, maximum pointwise
errors obtained with nxD nyD 10; 20; 40 grids are 0:0084; 0:0021; 5:2583e�004;
respectively, which clearly shows the O.h2/ convergence rate in the L1-norm.
Exemplary numerical solutions obtained with nxDnyD 10 and 20 are shown in
Fig. 2.2.



Chapter 3
Time-Domain Finite Element Methods
for Metamaterials

In this chapter, we present several fully discrete mixed finite element methods for
solving Maxwell’s equations in metamaterials described by the Drude model and
the Lorentz model. In Sects. 3.1 and 3.2, we respectively discuss the constructions of
divergence and curl conforming finite elements, and the corresponding interpolation
error estimates. These two sections are quite important, since we will use both the
divergence and curl conforming finite elements for solving Maxwell’s equations in
the rest of the book. The material for Sects. 3.1 and 3.2 is quite classic, and we
mainly follow the book by Monk (Finite element methods for Maxwell’s equations.
Oxford Science Publications, New York, 2003). After introducing the basic theory
of divergence and curl conforming finite elements, we focus our discussion on
developing some finite element methods for solving the time-dependent Maxwell’s
equations when metamaterials are involved. More specifically, in Sect. 3.3, we
discuss the well posedness of the Drude model. Then in Sects. 3.4 and 3.5, we
present detailed stability and error analysis for the Crank-Nicolson scheme and
the leap-frog scheme, respectively. Finally, we extend our discussion on the well
posedness, scheme development and analysis to the Lorentz model and the Drude-
Lorentz model in Sects. 3.6 and 3.7, respectively.

3.1 Divergence Conforming Elements

3.1.1 Finite Element on Hexahedra and Rectangles

If a vector function has a continuous normal derivative, then such a finite element
is usually called divergence conforming. More specifically, similar to the H1

conforming finite elements discussed in Chap. 2, we can prove the following
result.

J. Li and Y. Huang, Time-Domain Finite Element Methods for Maxwell’s Equations
in Metamaterials, Springer Series in Computational Mathematics 43,
DOI 10.1007/978-3-642-33789-5 3, © Springer-Verlag Berlin Heidelberg 2013
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Lemma 3.1. Let K1 and K2 be two non-overlapping Lipschitz domains having a
common interface 
 such that K1 \ K2 D
: Assume that u1 2 H.divIK1/ and
u2 2 H.divIK2/, and u 2 .L2.K1 [K2 [
//d be defined by

u D
�

u1 onK1;

u2 onK2:

Then u1 � n D u2 � n on
 implies that u 2 H.divIK1 [K2 [
/, where n is the unit
normal vector to 
.

Proof. Suppose that we have a function u 2 .L2.K1 [ K2 [ 
//d defined by
ujKi D ui ; i D 1; 2; and u1 �n D u2 �n on
. To prove that u 2 H.divIK1[K2[
/,
we only need to show that r � u 2 L2.K1 [ K2 [ 
/. For any function � 2
C1
0 .K1 [K2 [
/, using integration by parts, we have

Z

K1[K2[

u � r�dx

D �
Z

K1

r � .ujK1/�dx �
Z

K2

r � .ujK2/�dx C
Z




.u1 � n1 C u2 � n2/�ds;

where n1 and n2 denote the unit outward normals to @K1 and @K2, respectively.
Denote a function v such that vjKl D r � .ujKl /; l D 1; 2. Using the assumption

that u1 � n D u2 � n on
, we see that the boundary integral term vanishes. Hence, we
have Z

K1[K2[

u � r�dx D �

Z

K1[K2[

v�dx;

which shows that r � u 2 L2.K1 [ K2 [ 
/ by the definition of weak derivative.
This concludes our proof. ut

Now let us consider a divergence conforming element on a reference hexahedron.

Definition 3.1. For any integer k � 1, the Nédélec divergence conforming element
is defined by the triple:

OK D .0; 1/3;

P OK D Qk;k�1;k�1 �Qk�1;k;k�1 �Qk�1;k�1;k;

˙ OK D M Of . Ou/ [M OK. Ou/;

where M Of . Ou/ is the set of degrees of freedom given on all faces Ofi of OK, each with
the outward normal ni :

M Of . Ou/ D f
Z

Ofi
Ou � OniqdA; 8 q 2 Qk�1;k�1. Ofi /; i D 1; � � � ; 6g (3.1)
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andM OK. Ou/ is the set of degrees of freedom given on the element OK:

M OK. Ou/ D f
Z

OK
Ou � OqdV; 8 Oq 2 Qk�2;k�1;k�1�Qk�1;k�2;k�1�Qk�1;k�1;k�2g: (3.2)

First we want to prove that the Nédélec element defined in Definition 3.1 is
indeed unisolvent.

Theorem 3.1. The degrees of freedom (3.1) and (3.2) uniquely determine a vector
function Ou 2 Qk;k�1;k�1 �Qk�1;k;k�1 �Qk�1;k�1;k on OK D .0; 1/3:

Proof. Our proof follows [217].

(i) First we show that if all the face degrees of freedom in (3.1) on a face (say Ofi )
are zero, then Ou � Oni D 0 on this face. Considering that all faces are parallel to the
coordinate axes, on any face Ofi , Ou � Oni 2 Qk�1;k�1: Hence choosing Oq D Ou � Oni
in (3.1) immediately leads to Ou � Oni D 0.

(ii) Now let us consider the unisolvence. Note that the dimension of PK is
3k2.k C 1/, which equals the total number of degrees of freedom in˙ OK:Hence
we just need to prove that vanishing all degrees of freedom for Ou 2 P OK yields
Ou D 0: From Part (i), we know that Ou � Oni D 0 on all faces, which implies that Ou
can be written as

Ou D . Ox1.1 � Ox1/Or1; Ox2.1 � Ox2/Or2; Ox3.1 � Ox3/Or3/T ;

where Or1 2 Qk�2;k�1;k�1, Or2 2 Qk�1;k�2;k�1, and Or3 2 Qk�1;k�1;k�2. Choosing
Oq D Or � .Or1; Or2; Or3/T in (3.2) shows that Or D 0, which completes the proof. ut

By trace theorem [2], we have Ouj Of 2 .Hı. Of //3 
 .L2. Of //3: Hence the degrees

of freedom (3.1) and (3.2) are well defined for any Ou 2 .H 1
2Cı. Of //3; ı > 0:

After obtaining the basis function on the reference hexahedron OK, we can derive
the basis function on a general element K by mapping. To make the degrees of
freedom (3.1) and (3.2) invariant, we need the following special transformation

u ı FK D 1

det.BK/
Bk Ou; (3.3)

where FK is the affine mapping defined in (2.18). For technical reasons, we assume
that BK is a diagonal matrix, i.e., the mapped element K has all edges parallel to
the coordinate axes. The unit outward normal vector n to @K is obtained by the
transformation [217, Eq. (5.21)]:

n ı FK D 1

jB�T
K OnjB

�T
k On; (3.4)

where On is the unit outward normal vector to @ OK.
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Lemma 3.2. Suppose that det.BK/ > 0 and the function u and the normal n on K
are obtained by the transformations (3.3) and (3.4), respectively. Then the degrees
of freedom of u on K given by

Mf .u/ D f
Z

fi

u � niqdA; 8 q 2 Qk�1;k�1.fi /; i D 1; � � � ; 6g; (3.5)

MK.u/ D f
Z

K

u � qdV; 8 q ı FK D B�T
K Oq; where

Oq 2 Qk�2;k�1;k�1 �Qk�1;k�2;k�1 �Qk�1;k�1;k�2g; (3.6)

are identical to the degrees of freedom for Ou on OK given in (3.1) and (3.2).

Proof. (i) By the transformations (3.3) and (3.4), we have

Z

f

u � nqdA D
Z

Of
1

det.BK/jB�T
K Onj Ou � On Oq area.f /

area. Of /d OA D
Z

Of
Ou � OnOqd OA; (3.7)

where in the last step we used the fact that

area.f / D det.BK/jB�T
K Onjarea. Of /:

Equation (3.7) shows that the degrees of freedomMf .u/ is invariant.
(ii) The invariance of MK.u/ is easy to see by noting that

Z

K

u � qdV D
Z

OK
1

det.BK/
BK Ou � B�T

K Oq det.BK/ d OV

D
Z

OK
OuBT

K � B�T
K Oqd OV D

Z

OK
Ou � Oqd OV:

ut
Now suppose that we have a regular family of meshes of ˝ denoted by Th, and

we form a global set of degrees of freedom by assembling the degrees of freedom
from each elementK in Th, i.e.,

˙ D [K2Th ˙K:

If all neighboring elements match the whole common face (i.e., the face degrees of
freedom match), then u � n is continuous by the proof of Part (i) in Theorem 3.1.
Hence the finite element space Wh obtained by mapping the reference element in
Definition 3.1 through transformation (3.3) is divergence conforming, i.e., Wh is a
subset of H.div;˝/. Therefore, we can write Wh explicitly as
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Wh D fuh 2 H.div;˝/ W uhjK 2
Qk;k�1;k�1 �Qk�1;k;k�1 �Qk�1;k�1;k; 8 K 2 Thg: (3.8)

Similarly, we can define divergence conforming elements on rectangles.

Definition 3.2. For any integer k � 1, a divergence conforming element can be
defined by the triple:

OK D .0; 1/2;

P OK D Qk;k�1 �Qk�1;k;

˙ OK D M Of . Ou/[M OK. Ou/;

where M Of . Ou/ is the set of degrees of freedom given on all faces Ofi of OK, each with
the outward normal ni :

M Of . Ou/ D f
Z

Ofi
Ou � Oni qdA; 8 q 2 Pk�1. Ofi /; i D 1; � � � ; 4g (3.9)

andM OK. Ou/ is the set of degrees of freedom given on the element OK:

M OK. Ou/ D f
Z

OK
Ou � OqdV; 8 Oq 2 Qk�2;k�1 �Qk�1;k�2g: (3.10)

Using the same technique as in the proof of Theorem 3.1, we can easily prove
that the divergence element defined in Definition 3.2 is unisolvent.

Theorem 3.2. The degrees of freedom (3.9) and (3.10) uniquely determine a vector
function Ou 2 Qk;k�1 �Qk�1;k on OKD .0; 1/2:

Below we present two often used divergence conforming elements: one for a
cubic element; and one for a rectangular element.

Example 3.1. Choosing kD 1 in Definition 3.1, we know that u OK 2 Q1;0;0�Q0;1;0�
Q0;0;1: Hence we can represent u OK as follows:

u OK D .a1 C b1 Ox1; a2 C b2 Ox2; a3 C b3 Ox3/T ;

where the constants can be determined by the six face degrees of freedom of (3.1).
If we label the six faces in the following order: front, right, back, left, bottom and

top, then the outward normals are:

n1 D .0;�1; 0/0; n2 D .1; 0; 0/0; n3 D .0; 1; 0/0;

n4 D .�1; 0; 0/0; n5 D .0; 0;�1/0; n6 D .0; 0; 1/0;
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substituting which into (3.1) gives all the coefficients:

a1 D �
Z

left
u � n4dA; b1 D

Z

right
u � n2dA C

Z

left
u � n4dA;

a2 D �
Z

front
u � n1dA; b2 D

Z

front
u � n1dA C

Z

back
u � n3dA;

a3 D �
Z

bottom
u � n5dA; b3 D

Z

bottom
u � n5dA C

Z

top
u � n6dA:

Hence we can write u OK as

u OK.x/ D

0

B@
. Ox1 � 1/ Rleft u � n4dA C Ox1

R
right u � n2dA

. Ox2 � 1/
R

front u � n1dA C Ox2
R

back u � n3dA

. Ox3 � 1/ Rbottom u � n5dA C Ox3
R

top u � n6dA

1

CA

D ‘.
Z

left
u � n4dA/Nleft.x/C .

Z

left
u � n2dA/Nright.x/

C .

Z

left
u � n1dA/Nfront.x/C .

Z

left
u � n3dA/Nback.x/

C .

Z

left
u � n5dA/Nbottom.x/C .

Z

left
u � n6dA/Ntop.x/;

where the basis functions N�� are as follows:

Nleft D
0

@
Ox1 � 1
0

0

1

A ; Nright D
0

@
Ox1
0

0

1

A ; Nfront D
0

@
0

Ox2 � 1

0

1

A ;

Nback D
0

@
0

Ox2
0

1

A ; Nbottom D
0

@
0

0

Ox3 � 1

1

A ; Ntop D
0

@
0

0

Ox3

1

A :

Example 3.2. For rectangular elements, we can similarly define the divergence
conforming finite element space Wh:

Wh D fuh 2 H.div;˝/ W uhjK 2 Qk;k�1 �Qk�1;k; 8 K 2 Thg: (3.11)

For example, consider a rectangleKD Œxc � hx; xc C hx� � Œyc � hy; yc C hy�:

Then a function˘d
Ku 2 Wh with kD 1 can be expressed as

˘d
Ku.x; y/ D

4X

jD1
.

Z

lj

u � nj dl/Nj .x; y/; (3.12)
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where lj denote the four edges of the element K , which start from the bottom
edge and are oriented counterclockwise. By satisfying the interpolation conditionR
lj
.˘d

Ku � u/ � nj d l D 0, we can obtain the face element basis functions Nj as
follows:

N1 D
0

@
0

y � .yc C hy/

4hxhy

1

A ; N2 D
0

@
x � .xc � hx/

4hxhy
0

1

A ;

N3 D
0

@
0

y � .yc � hy/
4hxhy

1

A ; N4 D
0

@
x � .xc C hx/

4hxhy
0

1

A :

It is easy to check that the basis functions Ni satisfy the conditions:

Z

lj

Ni � nj d l D ıij ; i; j D 1; � � � ; 4:

3.1.2 Interpolation Error Estimates

From the unisolvence and divergence conforming property proved in last sec-
tion, we see that with sufficient regularity, there exists a well-defined H.divI˝/
interpolation operator on K denoted as ˘d

K . For example, if we assume that
u 2 .H1=2Cı.K//3; ı > 0, then there is a unique function

˘d
Ku 2 Qk;k�1;k�1 �Qk�1;k;k�1 �Qk�1;k�1;k

such that
Mf .u �˘d

Ku/ D 0 and MK.u �˘d
Ku/ D 0;

whereMf andMK are the sets of degrees of freedom in (3.5) and (3.6), respectively.
More specifically, this is equivalent to requiring that: For all faces fi ; i D 1; � � � ; 6;

Z

fi

.u �˘d
Ku/ � ni qdA D 0; 8 q 2 Qk�1;k�1.fi /; (3.13)

and
Z

K

.u �˘d
Ku/ � qdV D 0; 8 q ı FK D B�T

K Oq;

Oq 2 Qk�2;k�1;k�1 �Qk�1;k�2;k�1 �Qk�1;k�1;k�2: (3.14)

Before we prove the interpolation error estimate, we need to prove the following
lemma, which shows that the interpolant on a general element K and the interpola-
tion on the reference element OK are closely related.
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Lemma 3.3. Suppose that u is sufficiently smooth such that ˘d
Ku is well defined.

Then under transformation (3.3), we have

b˘d
Ku D ˘d

OK Ou:

Proof. By the definition of operator˘d
K , we know that

Mf .u �˘d
Ku/DMK.u �˘d

Ku/D 0;

which, along with the invariance of the degrees of freedom by transformation (3.3),
leads to

M Of .u � b˘d
Ku/DM OK.u � b˘d

Ku/D 0:

Then by the unisolvence of the degrees of freedom, we obtain

˘d
OK.u � b˘d

Ku/ D ˘d
OK. Ou � b˘d

Ku/ D 0: (3.15)

By the unisolvence again, we have ˘d
OK.
b˘d
Ku/D b˘d

Ku, which together with (3.15)

yields˘d
OK Ou D b˘d

Ku. ut
From the local interpolation operator ˘d

K , we can define a global interpolation
operator

˘d
h W .H 1

2Cı.˝//3 ! Wh;8 ı > 0;
element-wisely by

.˘d
h u/jK D ˘d

K.ujK/ for each K 2 Th:

The following theorem gives an error estimate for this interpolant.

Theorem 3.3. Assume that 0<ı < 1
2

and Th is a regular family of hexahe-
dral meshes on ˝ with faces aligning with the coordinate axes. Then if u 2
.Hs.˝//3; 1

2
C ı 	 s 	 k, there is a constant C >0 independent of h and u

such that

jju �˘d
h ujj.L2.˝//3 	 Chsjjujj.Hs.˝//3 ;

1

2
C ı 	 s 	 k: (3.16)

Proof. For simplicity, here we only prove the result for integer sD k � 1. Proofs
for more general cases can be found in other references (e.g., [5] for 1

2
Cı 	 s < 1).

As usual, we start with a local estimate on one element K . Using (3.3) and
Lemma 2.5, we have

jju �˘d
Kujj2

.L2.K//3
D
Z

K

ju �˘d
Kuj2dV
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D
Z

OK
jBK. Ou � b˘d

Ku/j2 1

jdet.BK/jd
OV

	 jjBK jj2
jdet.BK/j jj Ou � b˘d

Kujj2
.L2. OK//3 	 Ch2K

jdet.BK/j jj Ou � b˘d
Kujj2

.L2. OK//3 :

By Lemma 3.3, the fact that

.I �˘d
OK/ Op D 0 8 Op 2 .Qk�1;k�1;k�1/3;

and the Sobolev Embedding Theorem 2.1, we have

jj Ou � b˘d
Kujj.L2. OK//3 D jjOu �˘d

OK Oujj.L2. OK//3

D jj.I �˘d
OK/. Ou C Op/jj.L2. OK//3 	 C jj Ou C Opjj.Hk. OK//3:

Using the vector form of Lemma 2.6 to the previous inequality, we have

jj Ou �˘d
OK Oujj.L2. OK//3 	 C inf

Op2.Qk�1;k�1;k�1/3
jj Ou C Opjj.Hk. OK//3 	 C j Ouj.Hk. OK//3:

Combining the above estimates gives us

jju �˘d
Kujj.L2.K//3 	 ChK

jdet.BK/j1=2 j Ouj.Hk. OK//3 : (3.17)

Using (3.3), we have

j Ouj.Hk. OK//3 D .

Z

OK
j O@kOx Ouj2d OV /1=2

D .

Z

K

j@kx.B�1
K (det.BK/u//Bk

K j2 dV

jdet.BK/j/
1=2

	 jdet.BK/j1=2jjB�1
K jj � jjBK jjkjuj.Hk.K//3 :

Substituting the previous estimate into (3.17) and using Lemma 2.5, we obtain

jju �˘d
Kujj.L2.K//3 	 ChK

jdet.BK/j1=2
jdet.BK/j1=2

�K
hkK juj.Hk.K//3 :

Finally, substituting the previous estimate into the identity

jju �˘d
Kujj2

.L2.˝//3
D
X

K2Th
jju �˘d

Kujj2
.L2.K//3

and using the regularity of the mesh, we complete the proof. ut
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3.1.3 Finite Elements on Tetrahedra and Triangles

In this section, we will introduce some divergence conforming elements on tetrahe-
dra and triangles. For tetrahedra, we define the space

Dk D .Pk�1/3 ˚ QPk�1x: (3.18)

Recall that QPk�1 represents the space of homogeneous polynomial of degree k � 1.
It is easy to check that the dimension of Dk is

dim.Dk/ D 3 � dim.Pk�1/C dim.Pk�1/� dim.Pk�2/

D 4 � .k C 2/.k C 1/k

3Š
� .k C 1/k.k � 1/

3Š
D 1

2
.k C 1/k.k C 3/:

One interesting property aboutDk is that r �Dk 2 Pk�1:

Lemma 3.4. Let Dk be the space defined by (3.18). Then r �Dk 2 Pk�1:

Proof. We can express any u 2 Dk as u.x/D p.x/C q.x/x; where p.x/ 2 .Pk�1/3
and q.x/ 2 QPk�1. Hence

r � .q.x/x/ D @x1.qx1/C @x2.qx2/C @x3.qx3/

D rq � x C 3q D .k � 1/q C 3q D .k C 2/q;

where we used the fact that rq � x D .k � 1/q for any q 2 QPk�1: Thus r � .q.x/x/ 2
Pk�1, which along with the fact that r � .Pk�1/3 2 Pk�2 concludes the proof. ut

Now let us construct a divergence conforming element on a reference tetrahedron
OK, which has four vertices as .0; 0; 0/; .1; 0; 0/; .0; 1; 0/; .0; 0; 1/: We assume that

the four faces are labelled as that the outward unit normals of the first three faces
(i.e., left, front and bottom) are

n1 D .�1; 0; 0/0; n2 D .0;�1; 0/0; n3 D .0; 0;�1/0:

Definition 3.3. For any integer k � 1, the divergence conforming element is
defined by the triple:

OK D the reference tetrahedron;

P OK D Dk;

˙ OK D M Of . Ou/[M OK. Ou/;

whereM Of . Ou/ and M OK. Ou/ are the degrees of freedom defined as follows:
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M Of . Ou/ D f
Z

Ofi
Ou � Oni Oqd OA; 8 Oq 2 Pk�1. Ofi /; i D 1; � � � ; 4g; (3.19)

M OK. Ou/ D f
Z

OK
Ou � Oqd OV ; 8 Oq 2 .Pk�2/3g: (3.20)

Below we show that this element is indeed unisolvent.

Theorem 3.4. The degrees of freedom (3.19) and (3.20) uniquely define a vector
function Ou 2 Dk on the reference tetrahedron OK:
Proof. Note that the total number of degrees of freedom in Definition 3.3 is

4 � dim.Pk�1.f //C 3 � dim.Pk�2/ D 4 � 1
2
.k C 1/k C 3 � 1

3Š
.k C 1/k.k � 1/

D 1

2
.k C 1/k.k C 3/;

which is the same as dim.Dk/: Hence to prove the unisolvence, we only need to
show that vanishing all degrees of freedom for Ou 2 Dk gives Ou D 0. For simplicity,
we drop the hat sign in the rest proof.

(i) First we prove that if all degrees of freedom (3.19) on a face vanish, then u�n D 0

on that face. Since u 2 Dk; we can write u D p C qx for some p 2 .Pk�1/3 and
q 2 QPk�1: Assume that face f contains a point a, then for any x 2 f , we have
.x � a/ � n D 0; where n is the unit outward normal to f . Hence, we obtain

u � n D p � n C qx � n D p � n C qa � n 2 Pk�1:

Therefore, choosing qD u � n in (3.19) leads to u � n D 0:

(ii) From (i), we have u � n D 0 on @K . For any � 2 Pk�1, using integration by parts
and the assumption of vanishing degrees of freedom (3.20), we obtain

Z

K

r � u�dV D
Z

@K

u � n�dA �
Z

K

u � r�dV D 0:

Choosing �D r � u 2 Pk�1 (by Lemma 3.4) yields r � u D 0:

On the other hand, from proof of Lemma 3.4, for any u D p C qx with some
p 2 .Pk�1/3 and q 2 QPk�1, we have r � u D r � p C .k C 2/q; which leads to
qD � r � p=.k C 2/ 2 Pk�2: Hence qD 0, which yields

u D p 2 .Pk�1/3: (3.21)

If kD 1, (3.21) along with the condition u � n D 0 on @K immediately implies
that u D 0:
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If k � 2, then (3.21) and the fact u � n D 0 on @K imply that

u D .x1r1; x2r2; x3r3/
T ; for some r D .r1; r2; r3/

T 2 .Pk�2/3:

Choosing q D r in the vanishing degrees of freedom (3.20) shows that r D 0, hence
u D 0; which concludes our proof. ut

The divergence conforming element on a general tetrahedronK can be obtained
by mapping the finite element on the reference tetrahedron OK given by Definition 3.3
through the transformation (3.3).

Lemma 3.5. Suppose that det.BK/ > 0 and the function u and the normals n on
K are obtained by the transformations (3.3) and (3.4). Then the degrees of freedom
of u on K given by

Mf .u/ D f
Z

fi

u � ni qdA; 8 q 2 Pk�1.fi /; i D 1; � � � ; 4g; (3.22)

MK.u/ D f
Z

K

u � qdV; 8 q ı FK D B�T
K Oq; Oq 2 .Pk�2/3g (3.23)

are identical to the degrees of freedom for Ou on OK given in (3.19) and (3.20).

Given a regular family of tetrahedral meshes of ˝ denoted as Th, we can define
a finite element space Wh using the degrees of freedom (3.22) and (3.23). From
Part (i) in the proof of Theorem 3.4, we know that if two neighboring elements share
the same face degrees of freedom, then u � n is continuous across the neighboring
common face. Hence the finite element spaceWh is globally divergence conforming,
i.e., Wh is a subset of H.div;˝/. Therefore, we can write Wh explicitly as

Wh D fuh 2 H.div;˝/ W uhjK 2 Dk; 8 K 2 Thg: (3.24)

By the same technique used for hexahedral element, we can define a global
interpolation operator ˘d

h W .H1=2Cı.˝//3 ! Wh; ı > 0: The same interpolation
error estimate as Theorem 3.3 holds true, and the proof is exactly the same as that
carried out for Theorem 3.3. Details can consult Monk’s book [217].

Below we show an example for the divergence conforming element defined in
Definition 3.3 on the reference tetrahedron when kD 1.

Example 3.3. When kD 1, any function Ou in the divergence conforming element
can be expressed as

Ou D a C b Ox;
where the coefficients a D .a1; a2; a3/

T and b can be determined by the four
face degrees of freedom

R
fi

Ou � Oni dA; i D 1; � � � ; 4: Note that for our reference
tetrahedron, the unit outward normals are given by
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On1 D .�1; 0; 0/0; On2 D .0;�1; 0/0; On3 D .0; 0;�1/0; On4 D 1p
3
.1; 1; 1/0:

The condition
R
f1

Ou � On1dA gives us

Z

f1

Ou � On1dA D �
Z

x1D0;x2;x3�0;x2Cx3�1
.a1 C bx1/dA D �a1 � 1

2
;

which leads to a1 D � 2
R
f1

Ou � On1dA:
By the same arguments, we obtain

a2 D �2
Z

f2

Ou � On2dA; a3 D �2
Z

f3

Ou � On3dA:

Note that face f4 can be expressed by x1 C x2 C x3 D 1, and has area

area.f4/D
p
3
2
: Hence we have

Z

f4

Ou � On4dA D
Z

f4

1p
3
.a1 C bx1 C a2 C bx2 C a3 C bx3/dA

D
Z

f4

1p
3
.a1 C a2 C a3 C b/dA D 1

2
.a1 C a2 C a3 C b/;

which leads to

b D 2.

Z

f4

Ou � On4dA C
Z

f1

Ou � On1dA C
Z

f2

Ou � On2dA C
Z

f3

Ou � On3dA/:

Hence, the interpolation function on the reference element OK can be written as

˘d
OK Ou D

4X

jD1
.

Z

fj

Ou � njdA/ ONj .Ox/;

where the basis function ONj are:

ONi D 2.Ox � ei /; i D 1; 2; 3; ON4 D 2Ox;

where ei is the opposite vertex of each fi , i.e., e1 D .1; 0; 0/0, e2 D .0; 1; 0/0, and
e3 D .0; 0; 1/0. Moreover, it is easy to check that the basis functions satisfy the
conditions

R
fi

ONj � OnidA D ıij ; i; j D 1; 2; 3; 4:

Example 3.4. Note that for triangular elements, the divergence conforming element
space can still be defined using (3.24). The only difference is that we have to change
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three to two in the definition of Dk given by (3.18). Below we construct the lowest-
order divergence conforming triangular element.

First let us consider a reference triangle OK, which is formed by vertices
OAi ; i D 1; 2; 3; where

OA1 D .0; 0/; OA2 D .1; 0/; OA3 D .0; 1/:

The unit outward normal vectors are defined as follows:

On1 D .
1p
2
;
1p
2
/0; On2 D .�1; 0/0; On3 D .0;�1/0:

The interpolation on the reference element OK can be written as

˘d
OKE D

3X

jD1
.

Z

lj

E � Onj dl/ ONj . Ox; Oy/;

where the basis function ONj D .a1 C b Ox; a2 C b Oy/0 satisfies the conditions

Z

li

ONj � Onidl D ıij ; i; j D 1; 2; 3:

It can be shown that the basis functions ONj are:

ON1 D
� Ox

Oy
�
; ON2 D

��1C Ox
Oy

�
; ON3 D

� Ox
�1C Oy

�
:

Then for a general triangleK with vertices Ai D .xi ; yi /; i D 1; 2; 3; we can use
the affine mapping FK W Ox ! x defined by

x D x1 C .x2 � x1/ Ox C .x3 � x1/ Oy;
y D y1 C .y2 � y1/ Ox C .y3 � y1/ Oy;

to map the reference element OK to the elementK .
Let jKj be the area of K . After some lengthy algebra, we can find the inverse

mapping F�1
K of FK as follows:

Ox D 2jKjŒ.y3 � y1/.x � x1/ � .x3 � x1/.y � y1/�;

Oy D 2jKjŒ�.y2 � y1/.x � x1/C .x2 � x1/.y � y1/�;

from which we can obtain the basis function on K defined as:

Ni .x; y/ D ONi ı F �1
K ; i D 1; 2; 3:
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3.2 Curl Conforming Elements

3.2.1 Finite Element on Hexahedra and Rectangles

If a vector function has a continuous tangential component, then such a finite
element is usually called curl conforming. Similar to the H1 conforming finite
elements, we can prove the following result.

Lemma 3.6. Let K1 and K2 be two non-overlapping Lipschitz domains having a
common interface 
 such that K1 \ K2 D
: Assume that u1 2 H.curlIK1/ and
u2 2 H.curlIK2/, and u 2 .L2.K1 [K2 [
//3 be defined by

u D
�

u1 onK1;

u2 onK2:

Then u1 � n D u2 � n on 
 implies that u 2 H.curlIK1 [K2 [
/, where n is the
unit normal vector to 
.

Proof. The proof can be carried out in exactly the same way as that given for
Lemma 3.1 by using the following identity: For any function � 2 .C1

0 .K1 [K2 [

//3,

Z

K1[K2[

u � r � �dx

D
Z

K1

r � u1 � �dx C
Z

K2

r � u2 � �dx C
Z




.u1 � n1 C u2 � n2/ � �ds;

where ni is the unit outward normal to @Ki , and ui D ujKi ; i D 1; 2: ut
Let us consider the curl conforming elements on a reference hexahedron.

Definition 3.4. For any integer k � 1, the Nédélec curl conforming element is
defined by the triple:

OK D .0; 1/3;

P OK D Qk�1;k;k �Qk;k�1;k �Qk;k;k�1;

˙ OK D M Oe. Ou/[M Of . Ou/[M OK. Ou/;

where M Oe. Ou/ is the set of degrees of freedom (DOFs) given on all edges Oei of OK,
each with the unit tangential vector O� i in the direction of Oei :

M Oe. Ou/ D f
Z

Oei
Ou � O�i Oqd Os; 8 Oq 2 Pk�1. Oei /; i D 1; � � � ; 12g; (3.25)
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M Of . Ou/ is the set of degrees of freedom given on all faces Ofi of OK, each with the
unit outward normal vector ni :

M Of . Ou/ D f
Z

Ofi
Ou � Oni � Oqd OA; 8 Oq 2 Qk�2;k�1. Ofi / �Qk�1;k�2. Ofi /; i D 1; � � � ; 6g;

(3.26)

andM OK. Ou/ is the set of degrees of freedom given on the element OK:

M OK. Ou/ D f
Z

OK
Ou� Oqd OV; 8 Oq 2 Qk�1;k�2;k�2�Qk�2;k�1;k�2�Qk�2;k�2;k�1g: (3.27)

Hence we have a total of 12k edge DOFs, 6�2.k�1/k face DOFs, and 3�k.k�1/2
element DOFs. It is easy to see that

dim.P OK/ D 12k C 6 � 2.k � 1/k C 3 � k.k � 1/2 D 3k.k C 1/2:

First we want to prove that the element defined in Definition 3.4 is indeed
unisolvent.

Theorem 3.5. The degrees of freedom (3.25)–(3.27) uniquely determine a vector
function u 2 Qk�1;k;k �Qk;k�1;k �Qk;k;k�1 on OKD .0; 1/3:

Proof. (i) First we show that if all the face degrees of freedom (3.25) and (3.26) on
a face (say Ofi ) are zero, then Ou � Oni D 0 on this face. Without loss of generality,
let us consider face Ox1 D 0:On this face, noting that Ou� On1 D � Ou3jC Ou2k, hence
the tangential components of Ou on Ox1 D 0 are:

Ou3 2 Qk;k�1. Ox2; Ox3/; Ou2 2 Qk�1;k. Ox2; Ox3/:

Thus on every edge of face Ox1 D 0, we have Ou� O� 2 Pk�1: Then choosing qD Ou� O�
in (3.25) leads to Ou � O� D 0 on each edge of this face.

Furthermore, because Ou � O� D 0 on each edge of face Ox1 D 0, we know that
the tangential components of O� on this face can be written as:

Ou2 D Ox3.1 � Ox3/Ov2; Ov2 2 Qk�1;k�2. Ox2; Ox3/;
Ou3 D Ox2.1 � Ox2/Ov3; Ov3 2 Qk�2;k�1. Ox2; Ox3/:

Hence on Ox1 D 0, choosing Oq D .�Ov3; Ov2/ in (3.26) shows that Ov2 D Ov3 D 0 on
this face, i.e., Ou � On D 0 on face Ox1 D 0, which proves the curl conformity.

(ii) Now let us consider the unisolvence. Note that the dimension of P OK is 3k.kC
1/2, which is same as the total number of degrees of freedom in ˙ OK: Hence
we just need to prove that vanishing all degrees of freedom for Ou 2 P OK yields
Ou D 0: From Part (i), we know that Ou � Oni D 0 on all faces, which implies that Ou
can be written as
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Ou D . Ox2.1� Ox2/ Ox3.1� Ox3/Or1; Ox1.1� Ox1/ Ox3.1� Ox3/Or2; Ox1.1� Ox1/ Ox2.1� Ox2/Or3/T ;

where Or1 2 Qk�1;k�2;k�2, Or2 2 Qk�2;k�1;k�2, and Or3 2 Qk�2;k�2;k�1. Choosing
Oq D Or � .Or1; Or2; Or3/T in (3.27) shows that Or D 0, which completes the proof.

ut
After obtaining the basis function on the reference element OK, we can derive the

basis function on a general element K through mapping. To make the degrees of
freedom (3.25)–(3.27) invariant, we need the following special transformation

u ı FK D B�T
k Ou; (3.28)

where FK is the affine mapping defined in (2.18). For technical reasons, we assume
that BK is a diagonal matrix, hence the mapped element K has all edges parallel
to the coordinate axes. The unit outward normal vector n to K is obtained by the
transformation (3.4), and the unit tangential vector � along edge e ofK is given by:

� D BK O�=jBK O�j; (3.29)

where O� is a unit tangential vector along edge Oe of OK. Note that (3.29) can be seen
as follows: a tangent vector O�D Ox1 � Ox2 is transformed into

x1 � x2 D BK.Ox1 � Ox2/ D BK O�;

normalizing which leads to (3.29).

Lemma 3.7. Suppose that Ou 2 H.curl I OK/, and u is mapped from Ou by (3.28).
Then u 2 H.curl IK/ and

r � u D 1

det.BK/
BK Or � Ou: (3.30)

Proof. From (3.28), we have

Oui D b1iu1 C b2iu2 C b3iu3; i D 1; 2; 3:

From mapping (2.18), we have

@

@ Ox1 D @

@x1

@x1

@ Ox1 C @

@x2

@x2

@ Ox1 C @

@x3

@x3

@ Ox1 D b11
@

@x1
C b21

@

@x2
C b31

@

@x3
;

@

@ Ox2 D @

@x1

@x1

@ Ox2 C @

@x2

@x2

@ Ox2 C @

@x3

@x3

@ Ox2 D b12
@

@x1
C b22

@

@x2
C b32

@

@x3
;

@

@ Ox3 D @

@x1

@x1

@ Ox3 C @

@x2

@x2

@ Ox3 C @

@x3

@x3

@ Ox3 D b13
@

@x1
C b23

@

@x2
C b33

@

@x3
;
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using which we obtain the first component of Or � Ou as

. Or � Ou/1 D @Ou3
@ Ox2 � @Ou2

@ Ox3
D @

@ Ox2 .b13u1 C b23u2 C b33u3/ � @

@ Ox3 .b12u1 C b22u2 C b32u3/

D b13.b12
@u1
@x1

C b22
@u1
@x2

C b32
@u1
@x3

/C b23.b12
@u2
@x1

C b22
@u2
@x2

C b32
@u2
@x3

/C � � �

D .�b32b23 C b33b22/.
@u3
@x2

� @u2
@x3

/C .�b12b33 C b13b32/.
@u1
@x3

� @u3
@x1

/

C.b23b12 � b22b13/. @u2
@x1

� @u1
@x2

/

D det.BK/ � .B�1
K r � u/1;

where in the last step we used the fact that: The inverse of matrix A can be written
as A�1 D 1

det.A/C
T , where C is the matrix of cofactors, i.e., each element cij of C

is the cofactor corresponding to element aij of A.
By the same technique, we can prove that

. Or � Ou/2 D @Ou1
@ Ox3 � @Ou3

@ Ox1 D det.BK/ � .B�1
K r � u/2;

. Or � Ou/3 D @Ou2
@ Ox1 � @Ou1

@ Ox2 D det.BK/ � .B�1
K r � u/3;

which concludes our proof. ut
A more general result

.r � u/ ı FK D 1

det.dFK/
dFK Or � Ou (3.31)

holds true [217, Corollary 3.58], where the mapping FK W OK ! K is assumed to be
continuously differentiable, invertible and surjective, i.e., FK is not restricted to an
affine mapping. Here dFK D dFK. Ox/=d Ox is the jacobian of the mapping. It is easy
to see that for the affine mappingFK. Ox/DBK OxCbK , the jacobian dFK DBK , and
(3.31) reduces to (3.30).

Lemma 3.8. Suppose that det.BK/ > 0, and the function u and the tangential
vector � are obtained by the transformations (3.28) and (3.29), respectively. Then
the degrees of freedom of u on K given by

Me.u/ D f
Z

ei

u � �i qds; 8 q 2 Pk�1.ei /; i D 1; � � � ; 12g;
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Mf .u/ D f
Z

fi

u � ni � qdA;

8 q ı FK D B�T
K Oq; Oq 2 Qk�2;k�1. Ofi / �Qk�1;k�2. Ofi /; i D 1; � � � ; 6g;

MK.u/ D f
Z

K

u � qdV; 8 q ı FK D 1

det.BK/
BK Oq;

Oq 2 Qk�1;k�2;k�2 �Qk�2;k�1;k�2 �Qk�2;k�2;k�1g;

are identical to the degrees of freedom for Ou on OK given in (3.25)–(3.27).

Proof. (i) By the transformations (3.28) and (3.29), we have

Z

e

u � �qds D
Z

Oe
B�T
K Ou � 1

jBK O�jBK O� � Oq � ds

d Os d Os D
Z

Oe
Ou � O� OqdOs;

which shows that the degrees of freedomMe.u/ are invariant.
(ii) By Green’s formula and (3.30), we have

Z

@K

n � u � qdA D
Z

K

.r � u � q � u � r � q/dV

D
Z

OK
Œ

1

det.BK/
BK Or � Ou � B�T

K Oq � B�T
K Ou � 1

det.BK/
BK Or � Oq�det.BK/d OV

D
Z

OK
. Or � Ou � Oq � Ou � Or � Oq/d OV D

Z

@ OK
On � Ou � Oqd OA;

which shows that the degrees of freedomMf .u/ are invariant.
(iii) The invariance of MK.u/ is easy to see by noting that

Z

K

u � qdV D
Z

OK
B�T
K Ou � 1

det.BK/
BK Oq � det.BK/d OV D

Z

OK
Ou � Oqd OV :

ut
Now suppose that we have a regular family of hexahedral meshes of ˝ , denoted

as Th. We can define a curl conforming finite element space Vh on the mesh Th by
assembling the degrees of freedom from each elementK in Th, i.e.,

˙ D [K2Th
�
Me.u/ [Mf .u/ [MK.u/

�
:

More specifically, we can write Vh explicitly as

Vh D fuh 2 H.curlI˝/ W uhjK 2
Qk�1;k;k �Qk;k�1;k �Qk;k;k�1; 8 K 2 Thg: (3.32)
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The curl conforming finite element space (3.32) can be extended similarly to
rectangular elements, in which case Vh becomes:

Vh D fuh 2 H.curlI˝/ W uhjK 2 Qk�1;k �Qk;k�1; 8 K 2 Thg: (3.33)

On a reference rectangle OKD .0; 1/2, the set of DOFs for the curl conforming
element is formed by edge DOFs:

M Oe. Ou/ D f
Z

Oei
Ou � O�i OqdOs; 8 Oq 2 Pk�1. Oei /; i D 1; � � � ; 4g;

and element DOFs:

M OK. Ou/ D f
Z

OK
Ou � Oqd OV ; 8 Oq 2 Qk�2;k�1 �Qk�1;k�2g:

Hence we have a total of 4k edge DOFs, and 2 � .k � 1/k element DOFs, whose
summation equals

4k C 2 � .k � 1/k D 2k.k C 1/ D dim.Qk�1;k �Qk;k�1/:

The DOFs on general rectangles can be defined similarly as shown in Lemma 3.8.
More specifically, we only need the following DOFs:

Me.u/ D f
Z

ei

u � �i qds; 8 q 2 Pk�1.ei /; i D 1; � � � ; 4g;

MK.u/ D f
Z

K

u � qdV; 8 q ı FK D 1

det.BK/
BK Oq; Oq 2 Qk�2;k�1 �Qk�1;k�2g:

Below we present some exemplary curl conforming finite elements.

Example 3.5. Consider a cube KD .xc � hx; xc C hx/ � .yc � hy; yc C hy/ �
.zc � hz; zc C hz/. The lowest-order curl conforming finite element (i.e., kD 1 in
Definition 3.4) has u OK 2 Q0;1;1 � Q1;0;1 � Q1;1;0: Hence we can represent u OK as
follows:

u OK D ..a1 C b1y/.c1 C d1z/; .a2 C b2x/.c2 C d2z/; .a3 C b3x/.c3 C d3y//
T ;

where the constants can be determined by the 12 edge degrees of freedom of (3.25).
The 12 edges are labeled as follows:

l1 W .xc � hx; yc � hy; zc � hz/ ! .xc C hx; yc � hy; zc � hz/;

l2 W .xc C hx; yc � hy; zc � hz/ ! .xc C hx; yc C hy; zc � hz/;

l3 W .xc � hx; yc C hy; zc � hz/ ! .xc C hx; yc C hy; zc � hz/;
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l4 W .xc � hx; yc � hy; zc � hz/ ! .xc � hx; yc C hy; zc � hz/;

l5 W .xc � hx; yc � hy; zc C hz/ ! .xc C hx; yc � hy; zc C hz/;

l6 W .xc C hx; yc � hy; zc C hz/ ! .xc C hx; yc C hy; zc C hz/;

l7 W .xc � hx; yc C hy; zc C hz/ ! .xc C hx; yc C hy; zc C hz/;

l8 W .xc � hx; yc � hy; zc C hz/ ! .xc � hx; yc C hy; zc C hz/;

l9 W .xc C hx; yc � hy; zc � hz/ ! .xc C hx; yc � hy; zc C hz/;

l10 W .xc C hx; yc C hy; zc � hz/ ! .xc C hx; yc C hy; zc C hz/;

l11 W .xc � hx; yc C hy; zc � hz/ ! .xc � hx; yc C hy; zc C hz/;

l12 W .xc � hx; yc � hy; zc � hz/ ! .xc � hx; yc � hy; zc C hz/:

For any E 2 H.curlIK/, its curl interpolation˘c
KE satisfying

Z

li

.E �˘c
KE/ � �idl D 0; i D 1; � � � ; 12; (3.34)

where � i is the corresponding unit tangential vector along each edge li .
Using (3.34) and after some algebraic calculations, we obtain

˘c
KE.x; y; z/ D

12X

jD1
.

Z

lj

E � �j d l/Nj .x; y; z/;

where the basis functions Nj are given as follows:

N1 D

0
BB@

.yc C hy � y/.zc C hz � z/

jKj
0

0

1
CCA ; N2 D

0
BB@

0
.x � xc C hx/.zc C hz � z/

jKj
0

1
CCA ;

N3 D

0
BB@

.yc � hy � y/.zc C hz � z/

jKj
0

0

1
CCA ; N4 D

0
BB@

0
.x � xc � hx/.zc C hz � z/

jKj
0

1
CCA ;

where jKj D 8hxhyhz denotes the volume of K .
Other basis functions can be obtained similarly. For example,

N5 D

0

BB@

.yc C hy � y/.z � zc C hz/

jKj
0

0

1

CCA ; N9 D

0

BB@

0

0
.x � xc C hx/.yc C hy � y/

jKj

1

CCA :
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It is easy to check that the basis functions Nj satisfy the property

Z

li

Nj � �idl D ıij ; i; j D 1; � � � 12:

Example 3.6. Consider a rectangleKD Œxc�hx; xcChx��Œyc�hy; ycChy�. For the
lowest-order edge elementQ0;1�Q1;0, the interpolation˘c

Ku of any u 2 H.curlIK/
can be written as

˘c
Ku.x; y/ D

4X

jD1
.

Z

lj

u � �jdl/Nj .x; y/; (3.35)

where lj denote the four edges of the element, which start from the bottom and are
oriented counterclockwise. Furthermore, jlj j and �j represent the length of edge lj
and the unit tangent vector along lj , respectively. The edge element basis functions
Nj are as follows:

N1 D
0

@
.yc C hy/ � y

4hxhy
0

1

A ; N2 D
0

@
0

x � .xc � hx/

4hxhy

1

A ;

N3 D
0

@
.yc � hy/ � y

4hxhy
0

1

A ; N4 D
0

@
0

x � .xc C hx/

4hxhy

1

A :

Example 3.7. Consider a rectangle KD Œxc � hx; xc C hx� � Œyc � hy; yc C hy�.
For the second-order edge element Q1;2 � Q2;1, the interpolation ˘c

Ku of any u 2
H.curlIK/ can be obtained by satisfying

Z

li

.u �˘c
Ku/ � � iqdl D 0; 8 q 2 P1.li /; i D 1; � � � ; 4;

Z

K

.u �˘c
Ku/ � qdxdy D 0; 8 q 2 Q0;1 �Q1;0:

Let us denote the unit tangent vectors �j along lj be:

�1 D .1; 0/0; �2 D .0; 1/0; �3 D .�1; 0/0; �4 D .0;�1/0:

After lengthy calculations, we can write the interpolation˘c
Ku as

˘c
Ku.x; y/ D

12X

jD1
cjNj .x; y/; (3.36)
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where the DOFs cj are

cj D
Z

lj

u.x; y/ � �j dl; j D 1; � � � ; 4;

c5 D
Z

l1

.x � xc/u.x; y/ � �1dl; c6 D
Z

l2

.y � yc/u.x; y/ � �2dl;

c7 D
Z

l3

.x � xc/u.x; y/ � �3dl; c8 D
Z

l4

.y � yc/u.x; y/ � �4dl;

c9 D
Z

K

u.x; y/ � .1; 0/0dxdy; c10 D
Z

K

u.x; y/ � .0; 1/0dxdy;

c11 D
Z

K

u.x; y/ � .x � xc; 0/0dxdy; c12 D
Z

K

u.x; y/ � .0; y � yc/0dxdy;

and the basis functions Nj can be expressed as:

N1 D
 
Œ3.y�yc /Chy�Œ.y�yc /�hy�

8hxh2y

0

!
; N2 D

 
0

Œ3.x�xc/�hx�Œ.x�xc /Chx�
8h2xhy

!
;

N3 D
 �Œ3.y�yc /�hy�Œ.y�yc /Chy�

8hxh2y

0

!
; N4 D

 
0

�Œ3.x�xc/Chx�Œ.x�xc/�hx �
8h2xhy

!
;

N5 D
 
.x�xc/Œ3.y�yc /�3hy�Œ3.y�yc /Chy�

8h3xh
2
y

0

!
; N6 D

 
0

.y�yc /Œ3.x�xc/C3hx�Œ3.x�xc/�hx �
8h2xh

3
y

!
;

N7 D
 �.x�xc/Œ3.y�yc /C3hy�Œ3.y�yc /�hy �

8h3xh
2
y

0

!
; N8 D

 
0

�.y�yc /Œ3.x�xc/�3hx�Œ3.x�xc /Chx�
8h2xh

3
y

!
;

N9 D
 �3Œ.y�yc /�hy �Œ.y�yc /Chy�

8hxh3y

0

!
; N10 D

 
0

�3Œ.x�xc/�hx �Œ.x�xc/Chx�
8h3xhy

!
;

N11 D
 �9.x�xc/Œ.y�yc /�hy�Œ.y�yc /Chy�

8h3xh
3
y

0

!
; N12 D

 
0

�9.y�yc /Œ.x�xc/Chx�Œ.x�xc/�hx �
8h3xh

3
y

!
:

3.2.2 Interpolation Error Estimates

With sufficient regularity, there exists a well-definedH.curl/ interpolation operator
on K denoted as ˘c

K . For example, if we assume that u;r � u 2 .H1=2Cı.K//3;
ı > 0, then there is a unique function

˘c
Ku 2 Qk�1;k;k �Qk;k�1;k �Qk;k;k�1
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such that

Me.u �˘c
Ku/ D 0; Mf .u �˘c

Ku/ D 0 and MK.u �˘c
Ku/ D 0;

whereMe , Mf and MK are the sets of degrees of freedom stated in Lemma 3.8.
Similar to the proof carried out for the H.div/ interpolation operator, we can

easily prove the following lemma, which shows that the interpolant ˘c
Ku on a

general element K and the interpolation ˘c
OK Ou on the reference element OK are

closely related.

Lemma 3.9. Suppose that u is sufficiently smooth such that ˘c
Ku is well defined.

Then under transformation (3.28), we have

b˘c
Ku D ˘c

OK Ou:

From the local interpolation operator ˘c
K , we can define a global interpolation

operator
˘c
h W .H 1

2Cı.˝//3 ! Wh; 8 ı > 0;
element-wisely by

.˘c
hu/jK D ˘c

K.ujK/ for each K 2 Th:

The following theorem shows that there is a close connection between the curl
interpolation and divergence interpolation.

Theorem 3.6. For the space Wh given by (3.8) and Vh given by (3.32), we have

r � Vh 
 Wh:

Furthermore, if we assume that u is smooth enough such that ˘c
hu and ˘d

h r � u
are well defined, then we have

r �˘c
hu D ˘d

h r � u: (3.37)

Proof. For any uh 2 Vh, it is easy to see that

r � uhjK 2 Qk;k�1;k�1 �Qk�1;k;k�1 �Qk�1;k�1;k;

which leads to r � Vh 
 Wh:

Without loss of generality, we just prove that (3.37) for a reference element K
(for simplicity, we drop the hat notation). Noting that r �˘c

hu �˘d
h r � u 2 Wh 


H.divI˝/, hence proof of (3.37) is equivalent to prove that the degrees of freedom
given in (3.1) and (3.2) vanish for r �˘c

hu �˘d
h r � u.
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(i) Consider a face f of K with face normal n, and let q 2 Qk�1;k�1.f /: Using
(3.5) and integration by parts, we have

Z

f

.r �˘c
Ku �˘d

Kr � u/ � nqdA D
Z

f

.r �˘c
Ku � r � u/ � nqdA

D �
Z

f

rf � .n � .˘c
Ku � u//qdA

D
Z

f

n � .˘c
Ku � u/ � rf qdA �

Z

@f

n@f � .n � .˘c
Ku � u//qds; (3.38)

where n@f is the unit outward normal to @f on the plane f . Note that in the
second equality we used an identity [217, (3.52)], and rf denotes the surface
gradient. The first term in (3.38) actually becomes zero by noting that rf q 2
Qk�2;k�1.f / � Qk�1;k�2.f /. Furthermore, the second term in (3.38) can be
rewritten as

Z

@f

n@f � .n � .˘c
Ku � u//qds D

Z

@f

.n@f � n/ � .˘c
Ku � u/qds;

which vanishes since q 2 Pk�1.e/ on each edge of f .
(ii) Let q 2Qk�2;k�1;k�1 �Qk�1;k�2;k�1 �Qk�1;k�1;k�2. Using (3.6) and integra-

tion by parts, we have

Z

K

.r �˘c
Ku �˘d

Kr � u/ � qdV D
Z

K

.r �˘c
Ku � r � u/ � qdV

D
Z

K

.˘c
Ku � u/ � r � qdV C

Z

@K

.n � .˘c
Ku � u// � qdA:

The right hand side vanishes by using (3.27) and (3.26), and this concludes the
proof.

ut
Lemma 3.10. Suppose that v and Ov are related by the transformation (3.28). Then
for any s � 0, we have

jOvj.Hs. OK//3 	 C jdet.BK/j�1=2jjBK jjsC1jvj.Hs. OK//3;

j Or � Ovj.Hs. OK//3 	 C jdet.BK/j1=2jjBK jjs�1jr � vj.Hs. OK//3 :

Proof. From Ov DBT
Kv ı FK , we have

@˛ Ov
@Ox˛ D BT

K

@˛

@Ox˛ .v ı FK/ D BT
K.BK/

˛ @
˛v
@x˛

;
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which leads to

jj@
˛ Ov
@Ox˛ jj.L2. OK//3 D .

Z

K

jBT
K.BK/

˛ @
˛v
@x˛

j2 � 1

det.BK/
dV /1=2

	 C jdet.BK/j�1=2jjBK jjj˛jC1jj@
˛v
@x˛

jj.L2.K//3;

and summing all multi-indices j˛j1 D s completes the proof of the first part.
Using the fact that Or � Ov D det.BK/B�1

K r � v, we can prove the second part
similarly by noting that

jj @
˛

@Ox˛ .
Or � Ov/jj.L2. OK//3

D .

Z

K

jdet.BK/B
�1
K .BK/

˛ @
˛

@x˛
.r � v/j2 � 1

det.BK/
dV /1=2

	 C jdet.BK/j1=2jjBK jjj˛j�1jj @
˛

@x˛
.r � v/jj.L2.K//3 :

ut
Now we can prove the error estimate for ˘c

h interpolation operator.

Theorem 3.7. Assume that 0 < ı < 1
2

and Th is a regular family of hexahedral
meshes on ˝ with faces aligning with the coordinate axes. If u;r � u 2
.Hs.˝//3; 1

2
C ı 	 s 	 k, then there is a constant C > 0 independent of h

and u such that

jju �˘c
hujj.L2.˝//3 C jjr � .u �˘c

hu/jj.L2.˝//3

	 Chs.jjujj.Hs.˝//3 C jjr � ujj.Hs.˝//3/;
1

2
C ı 	 s 	 k: (3.39)

Proof. For simplicity, here we only prove the result for integer sD k � 1.
As usual, we start with a local estimate on one elementK . By (3.28), we have

jju �˘c
Kujj.L2.K//3 D .

Z

K

ju �˘c
Kuj2dV /1=2

D .

Z

OK
jB�T

K . Ou � b˘c
Ku/j2jdet.BK/jd OV /1=2

	 jdet.BK/j1=2jjB�1
K jj jj Ou � b˘c

Kujj.L2. OK//3: (3.40)

By Lemma 3.9 and the fact that

.I �˘c
OK/ Op D 0 8 Op 2 .Qk�1;k�1;k�1/3;
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we have

jj Ou � b˘c
Kujj.L2. OK//3 D jjOu �˘c

OK Oujj.L2. OK//3 D jj.I �˘c
OK/. Ou C Op/jj.L2. OK//3

	 C.jj Ou C Opjj.Hk. OK//3 C jj Or � . Ou C Op/jj.Hk. OK//3/: (3.41)

Using the fact that [217, (5.12)]: If v;r � v 2 .Hs.K//3 for 0 	 s 	 k, then

inf
�2Q3

k�1;k�1;k�1

.jjv C �jj.Hs.K//3 C jjr � .v C �/jj.Hs.K//3/

	 C.jvj.Hs.K//3 C jr � vj.Hs.K//3 C jr � vj.H Œs�.K//3/;

where Œs� is the integer part of s, we obtain

jj Ou �˘c
OK Oujj.L2. OK//3 	 C.j Ouj.Hk.K//3 C j Or � Ouj.Hk.K//3/: (3.42)

Substituting (3.41) and (3.42) into (3.40) and using Lemma 3.10, we obtain

jju �˘c
Kujj.L2.K//3 	 jdet.BK/j1=2jB�1

K j � C.j Ouj.Hk.K//3 C j Or � Ouj.Hk.K//3/

	 C jdet.BK/j1=2jB�1
K j � .jBK jkC1jdet.BK/j�1=2juj.Hk.K//3

CjBK jk�1jdet.BK/j1=2jr � uj.Hk.K//3/

	 ChkK.juj.Hk.K//3 C jr � uj.Hk.K//3/;

which completes the proof for the L2 error estimate.
Using (3.37) and Theorem 3.3, we can prove the curl estimate:

jjr � .u �˘c
Ku/jj.L2.K//3 D jj.I �˘d

K/r � ujj.L2.K//3 	 Chkjjr � ujj.Hk.K//3:

ut

3.2.3 Finite Elements on Tetrahedra and Triangles

Before we construct a curl conforming finite element on a tetrahedron, we need to
define a subspace of homogeneous vector polynomials of degree k denoted by

Sk D fp 2 . QPk/3 W x � p D 0g: (3.43)

Note that x � p 2 QPkC1, hence the dimension of Sk can be calculated as follows:

dim.Sk/ D 3dim. QPk/ � dim. QPkC1/

D 3.dim.Pk/ � dim.Pk�1// � .dim.PkC1/� dim.Pk//
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D 3.
.k C 3/.k C 2/.k C 1/

3Š
� .k C 2/.k C 1/k

3Š
/

�. .k C 4/.k C 3/.k C 2/

3Š
� .k C 3/.k C 2/.k C 1/

3Š
/ D .k C 2/k:

We need another important polynomial space

Ck D .Pk�1/3 ˚ Sk: (3.44)

It is easy to check that the dimension of CK is

dim.Ck/ D 3dim.Pk�1/C dim.Sk/ D 1

2
.k C 3/.k C 2/k:

Now we can define the curl conforming element on the reference tetrahedron OK
with four vertices: .0; 0; 0/; .1; 0; 0/; .0; 1; 0/ and .0; 0; 1/:

Definition 3.5. For any integer k � 1, the Nédélec curl conforming element is
defined by the triple:

OK is the reference tetrahedron;

P OK D Ck;

˙ OK D M Oe. Ou/[M Of . Ou/[M OK. Ou/;

whereM Oe. Ou/;M Of . Ou/ andM OK. Ou/ are the sets of degrees of freedom given on edges

of OK, faces of OK, and OK itself:

M Oe. Ou/ D f
Z

Oei
Ou � O�i Oqd Os; 8 Oq 2 Pk�1. Oei /; i D 1; � � � ; 6g; (3.45)

M Of . Ou/ D f 1

area. Ofi /
Z

Ofi
Ou � Oqd OA; 8 Oq 2 .Pk�2. Ofi //3

and Oq � Oni D 0; i D 1; � � � ; 4g; (3.46)

M OK. Ou/ D f
Z

OK
Ou � Oqd OV ; 8 Oq 2 .Pk�3. OK//3g: (3.47)

Note that the face degrees of freedom defined by (3.46) look different from the
original ones given by Nédélec [222], they are actually equivalent as remarked in
Monk [217, p. 129]. Note that any Oq 2 .Pk�2. Of //3 satisfying Oq � On D 0 can be
written as Oq D . On � Oq/ � On, from which we have

Z

Of
Ou � Oqd OA D

Z

Of
Ou � On � Oq � Ond OA;
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which is equivalent to

Z

Of
Ou � On � Ord OA; Or 2 .Pk�2. Of //2;

since Oq � On 2 .Pk�2. Of //2:
Lemma 3.11. Suppose that det.BK/ > 0 and the function u and the tangential
vector � are obtained by the transformations (3.28) and (3.29). Then the degrees of
freedom of u on K given by

Me.u/ D f
Z

ei

u � � i qds; 8 q 2 Pk�1.ei /; i D 1; � � � ; 6g;

Mf .u/ D f
Z

fi

u � qdA; 8 q ı FK D BK Oq;

Oq 2 .Pk�2. Ofi //3; Oq � Oni D 0; i D 1; � � � ; 4g;

MK.u/ D f
Z

K

u � qdV; 8 q ı FK D 1

det.BK/
BK Oq; Oq 2 .Pk�3. OK//3g;

are identical to the degrees of freedom for Ou on OK given in Definition 3.5.

The proof of this lemma is very similar to that given for Lemma 3.8. Details can
be found in [217, Lemma 5.34]. Similarly, the finite element given in Lemma 3.11 is
curl conforming and unisolvent. Readers interested in the detailed proof can consult
[217, pp. 133–134].

Furthermore, we can construct the global curl conforming finite element space
on a tetrahedral mesh Th of ˝ by

Vh D fu 2 H.curl I˝/ W ujK 2 Ck for all K 2 Thg: (3.48)

If u is smooth enough, then on any elementK 2 Th we can define the element-wise
interpolant˘c

Ku 2 Ck satisfying

Me.u �˘c
Ku/ D Mf .u �˘c

Ku/ D MK.u �˘c
Ku/ D 0: (3.49)

Hence we can define the global interpolant˘c
hu 2 Vh element by element:

.˘c
hu/jK D ˘c

K.ujK/ 8 K 2 Th:

Furthermore, we can prove that the global curl interpolant˘c
hu and the global diver-

gence interpolant˘d
h u defined in Sect. 3.1 satisfy the relation [217, Lemma 5.40]:

r �˘c
hu D ˘d

h .r � u/:
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Also the same interpolation error estimate stated in Theorem 3.7 holds true. Detailed
proof can be found in [217, Theorem 5.41].

The above construction can be extended to triangular elements, in which case
(3.43) and (3.44) become as:

Ck D .Pk�1/2 ˚ Sk; Sk D fp 2 . QPk/2 W x � p D 0g: (3.50)

It can be seen that on triangles,

dim.Ck/ D 2dim.Pk�1/C dim.Sk/ D 2 � .k C 1/k

2
C k D k.k C 2/:

Similar to Definition 3.5, the curl conforming element on a reference triangle OK
can be formed by the following edge and element DOFs:

M Oe. Ou/ D f
Z

Oei
Ou � O�i Oqd Os; 8 Oq 2 Pk�1. Oei /; i D 1; 2; 3g; (3.51)

M OK. Ou/ D f
Z

OK
Ou � Oqd OV ; 8 Oq 2 .Pk�2. OK//2g: (3.52)

It is easy to see that the total edge DOFs are 3k, and the total element DOFs are
2 � k.k�1/

2
, whose summation is

3k C 2 � k.k � 1/

2
D k.k C 2/ D dim.Ck/:

Moreover, from (3.50) we easily write the spaces C1 and C2 on OK as:

C1 D h
�
1

0

�
;

�
0

1

�
;

� Oy
� Ox

�
i;

C2 D .P1. OK//2 ˚ h
� Ox Oy

� Ox2
�
;

� Oy2
� Ox Oy

�
i:

The Nédélec curl conforming element on general triangles can be obtained
through transformations (3.28) and (3.29) and the degrees of freedom given by

Me.u/ D f
Z

ei

u � �i qds; 8 q 2 Pk�1.ei /; i D 1; 2; 3g;

MK.u/ D f
Z

K

u � qdV; 8 q ı FK D 1

det.BK/
BK Oq; Oq 2 .Pk�2. OK//2g:

Below we present two lowest-order curl conforming elements: one for tetrahedra,
and another one for triangles.
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Example 3.8. For kD 1 in (3.44), Nédélec [222] shows that

C1 D fu.x/ D a C b � x; where a;b 2 R3g;

where a and b are uniquely determined by the edge degrees of freedom
R
e u � �ds

ofK . HereK is assumed to be a general non-degenerate tetrahedron formed by ver-
tices Ai , where i D 1; 2; 3; 4: From (3.44) and (3.43), we can write the space C1 as:

C1 D .P0. OK//3 ˚ h
0

@
0

�x3
x2

1

A ;

0

@
�x3
0

x1

1

A ;

0

@
�x2
x1
0

1

Ai:

To obtain a better form for the basis functions of C1, we need to use the
barycentric coordinate function �i corresponding to node Ai . More specifically,
if we denote �i D˛i0 C ˛i1x C ˛i2y C ˛i3z, then �i.Aj / satisfies

�i .Aj / D ıi;j ; i; j D 1; � � � ; 4; (3.53)

which has a unique solution for each �i : For example, when i D 1, (3.53) can be
written as follows: 0

BB@

1 x1 y1 z1
1 x2 y2 z2
1 x3 y3 z3
1 x4 y4 z4

1

CCA

0

BB@

˛10

˛11
˛12
˛13

1

CCA D

0

BB@

1

0

0

0

1

CCA ;

whose coefficient matrix has determinant as six times of the volume of K , and
hence the system has a unique solution. With barycentric coordinate function �i , it
can be shown that the basis function of C1 with unit integral on an edge formed by
vertices Ai and Aj is given by

�i;j D �ir�j � �jr�i ; i; j D 1; � � � ; 4: (3.54)

Note that elements such as C1 depend on the edge degrees of freedom and are
often called edge elements. C1 is also called Whitney element, since Whitney [294]
introduced this right framework in which to develop a finite element discretization
of electromagnetic theory.

Example 3.9. Similarly, we can construct the lowest-order curl conforming element
on a general triangle K formed by vertices Ai ; i D 1; 2; 3: It can be shown that the
basis function of C1 on an edge formed by vertices Ai and Aj is given by

�i;j D �ir�j � �jr�i ; i; j D 1; � � � ; 3:
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3.3 Mathematical Analysis of the Drude Model

From Chap. 1, the governing equations used for modeling wave propagation in
metamaterials with the Drude model can be written as:

�0
@E
@t

D r � H � J; (3.55)

�0
@H
@t

D �r � E � K; (3.56)

1

�0!2pe

@J
@t

C �e

�0!2pe
J D E; (3.57)

1

�0!2pm

@K
@t

C �m

�0!2pm
K D H: (3.58)

For simplicity, we assume that the modeling domain is ˝ � .0; T /; where ˝
is a bounded Lipschitz polyhedral domain in R3 with connected boundary @˝:
Furthermore, we assume that the boundary of ˝ is perfect conducting so that

n � E D 0 on @˝; (3.59)

where n is the unit outward normal to @˝: Also, the initial conditions for (3.55)–
(3.58) are assumed to be as follows:

E.x; 0/ D E0.x/; H.x; 0/ D H0.x/; (3.60)

J.x; 0/ D J0.x/; K.x; 0/ D K0.x/; (3.61)

where E0.x/;H0.x/; J0.x/ and K0.x/ are some given functions.
First, we can show that the model problem (3.55)–(3.61) is stable.

Lemma 3.12. The solution .E;H; J;K/ of the problem (3.55)–(3.61) satisfies the
following stability estimate:

�0jjE.t/jj20 C �0jjH.t/jj20 C 1

�0!2pm
jjK.t/jj20 C 1

�0!2pe
jjJ.t/jj20

	 �0jjE.0/jj20 C �0jjH.0/jj20 C 1

�0!2pm
jjK.0/jj20 C 1

�0!2pe
jjJ.0/jj20: (3.62)

Proof. Multiplying Eq. (3.55)–(3.58) by E;H; J;K and integrating over the domain
˝ , respectively, adding the resultants together, and using the identity

Z

˝

r � H � Edx D
Z

˝

H � r � Edx �
Z

@˝

H � n � Eds
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and the boundary condition (3.59), we obtain

1

2

d

dt
Œ�0jjE.t/jj20 C �0jjH.t/jj20 C 1

�0!2pm
jjK.t/jj20 C 1

�0!2pe
jjJ.t/jj20�

C �m

�0!2pm
jjK.t/jj20 C �e

�0!2pe
jjJ.t/jj20 D 0;

which easily leads to the stability estimate (3.62). ut
Now we want to show that the model problem (3.55)–(3.61) exists a unique

solution.

Theorem 3.8. There exists a unique solution E2H0.curl I˝/ and H 2H.curl I˝/
for the system (3.55)–(3.61).

Proof. Let us denote the Laplace transform of a function f .t/ defined for t � 0 by
Of .s/ D R1

0
e�st f .t/dt: Taking the Laplace transform of (3.55)–(3.58), we have

�0.s OE � E0/ D r � OH � OJ; (3.63)

�0.s OH � H0/ D �r � OE � OK; (3.64)

.s C �e/OJ D J0 C �0!
2
pe

OE; (3.65)

.s C �m/ OK D K0 C �0!
2
pm

OH: (3.66)

Combining (3.63) with (3.65), we obtain

�0Œs.s C �e/C !2pe�
OE D .s C �e/r � OH C �0.s C �e/E0 � J0: (3.67)

Similarly, combining (3.64) with (3.66), we obtain

�0Œs.s C �m/C !2pm�
OH D �0.s C �m/H0 � .s C �m/r � OE � K0;

whose curl gives

�0Œs.s C �m/C !2pm�r � OH
D �0.s C �m/r � H0 � .s C �m/r � r � OE � r � K0: (3.68)

Adding the result of (3.67) multiplied by �0Œs.s C �m/ C !2pm� to the result of
(3.68) multiplied by .s C �e/, we have

�0�0Œs.s C �e/C 2!2pe�Œs.s C �m/C !2pm�
OE C .s C �m/.s C �e/r � r � OE

D �0Œs.s C �m/C !2pm�Œ�0.s C �e/E0 � J0�

C.s C �e/Œ�0.s C �m/r � H0 � r � K0�: (3.69)
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A weak formulation of (3.69) is: Find OE 2 H0.curl I˝/ such that

�0�0Œs.s C �e/C 2!2pe�Œs.s C �m/C !2pm�.
OE;�/

C.s C �m/.s C �e/.r � OE;r � �/
D �0Œs.s C �m/C !2pm�.�0.s C �e/E0 � J0;�/

C.s C �e/.�0.s C �m/r � H0 � r � K0;�/ 8 � 2 H0.curl I˝/;

which has a unique solution by the Lax-Milgram lemma. The inverse Laplace
transform of the function OE is the solution E of (3.55)–(3.61), and the uniqueness of
E follows from the uniqueness of the Laplace transform.

Existence and uniqueness of solution H can be proved similarly. ut
Finally, we can prove that the electric and magnetic fields also satisfy the Gauss’

law if the initial fields are divergence free. More specifically, we have

Lemma 3.13. Assume that the initial conditions are divergence free, i.e.,

r � .�0E0/ D 0; r � .�0H0/ D 0; r � J0 D 0; r � K0 D 0: (3.70)

Then for any time t > 0; we have

r � .�0E.t// D 0; r � .�0H.t// D 0; r � J.t/ D 0; r � K.t/ D 0:

Proof. Taking the divergence of (3.55), we have

@

@t
.r � .�0E// D �r � J: (3.71)

Then taking the divergence of (3.57), we have

@

@t
.r � J/C �er � J D !2per � .�0E/: (3.72)

Substituting (3.71) into (3.72), we obtain a second-order constant coefficient
ordinary differential equation

.
@2

@t2
C �e

@

@t
C !2pe/r � .�0E/ D 0; (3.73)

which has initial conditions (from (3.70) and (3.71))

r � .�0E/.0/ D @

@t
.r � .�0E//.0/ D 0: (3.74)
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From the basic theory of ordinary differential equation, we know that the problem
(3.73) and (3.74) only has zero solution, i.e.,

r � .�0E.t// D 0;

substituting which into (3.71) leads to r � J.t/D 0:

By symmetry, we can prove r � .�0H.t//D 0 and r � K.t/D 0: ut

3.4 The Crank-Nicolson Scheme for the Drude Model

3.4.1 The Raviart-Thomas-Nédélec Finite Elements

To design a finite element method, we assume that ˝ is partitioned by a family of
regular tetrahedral (or cubic) meshes Th with maximum mesh size h: Depending
upon the regularity of the solution of the problem, we can use proper order diver-
gence and curl conforming (often called as Raviart-Thomas-Nédélec) tetrahedral
elements discussed in Sects. 3.1 and 3.2: For any l � 1,

Uh D fuh 2 H.divI˝/ W uhjK 2 .pl�1/3 ˚ Qpl�1x; 8 K 2 Thg; (3.75)

Vh D fvh 2 H.curlI˝/ W vhjK 2 .pl�1/3 ˚ Sl ; 8 K 2 Thg; (3.76)

where the space
Sl D fp 2 . Qpl/3; x � p D 0g;

or Raviart-Thomas-Nédélec cubic elements:

Uh D fuh 2 H.divI˝/ W uhjK 2 Ql;l�1;l�1 �Ql�1;l;l�1 �Ql�1;l�1;l ;8K 2 Thg;
Vh D fvh 2 H.curlI˝/ W vhjK 2 Ql�1;l;l �Ql;l�1;l �Ql;l;l�1; 8 K 2 Thg:

Recall that Qpk denotes the space of homogeneous polynomials of degree k, and
Qi;j;k denotes the space of polynomials whose degrees are less than or equal to
i; j; k in variables x; y; z, respectively. To impose the boundary condition n � E D 0
on the boundary @˝ of ˝ , we introduce a subspace of Vh:

V0
h D fv 2 Vh W v � n D 0 on @˝g:

In the error analysis below, we will often use the following fact that

r � Vh 
 Uh: (3.77)

Also we will need two operators. The first one is the standard L2.˝/-projection
operator: For any H 2 .L2.˝//d ; PhH 2 Uh satisfies
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.PhH � H; h/D 0; 8  h 2 Uh:

Another one is the standard Nédélec interpolation operator ˘c
h mapped from

H.curlI˝/ to Vh. To simplify the notation, we will just use ˘h for ˘c
h in the rest

of this chapter.
Recall that we have the following interpolation error estimate: For any E 2

Hl.curlI˝/; 1 	 l; we have

jjE �˘hEjj0 C jjr � .E �˘hE/jj0 	 Chl jjEjjl;curl; (3.78)

and the projection error estimate:

jjH � PhHjj0 	 Chl jjHjjl ; 8 H 2 .H l .˝//d ; 0 	 l: (3.79)

To define a fully discrete scheme, we divide the time interval Œ0; T � into M
uniform subintervals by points tk D k� , where � D T

M
and kD 0; 1; � � � ;M .

3.4.2 The Scheme and Its Stability Analysis

Now we can formulate a Crank-Nicolson mixed finite element scheme for (3.55)–
(3.58): for kD 1; 2; � � � ;M; find Ekh 2 V0

h; J
k
h 2 Vh;Hk

h;K
k
h 2 Uh such that

�0.ı�Ekh;�h/� .H
k

h;r � �h/C .J
k

h;�h/ D 0; (3.80)

�0.ı�Hk
h; h/C .r � E

k

h; h/C .K
k

h; h/ D 0; (3.81)

1

�0!2pe
.ı�Jkh; Q�h/C �e

�0!2pe
.J
k

h;
Q�h/ D .E

k

h;
Q�h/; (3.82)

1

�0!2pm
.ı�Kk

h;
Q h/C �m

�0!2pm
.K

k

h;
Q h/ D .H

k

h;
Q h/; (3.83)

for any �h 2 V0
h;  h 2 Uh; Q�h 2 Vh; Q h 2 Uh; subject to the initial conditions

E0h.x/ D ˘hE0.x/; H0
h.x/ D PhH0.x/;

J0h.x/ D ˘hJ0.x/; K0
h.x/ D PhK0.x/:

In (3.80)–(3.83), we use the central difference and average operators at time lever
k C 1

2
:

ı�u
k D .uk � uk�1/=�; uk D .uk C uk�1/=2;

where uk D u.k�/:
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First, let us look at the scheme (3.80)–(3.83) carefully. It can be seen that (3.82)
and (3.83) are equivalent to

Jkh D �0!
2
pe

2��1 C �e
.Ekh C Ek�1

h /C 2��1 � �e
2��1 C �e

Jk�1
h ; (3.84)

Kk
h D �0!

2
pm

2��1 C �m
.Hk

h C Hk�1
h /C 2��1 � �m

2��1 C �m
Kk�1
h : (3.85)

Then substituting (3.84) and (3.85) into (3.80) and (3.81), respectively, we obtain

.
2�0

�
C �0!

2
pe

2��1 C �e
/.Ekh;�h/� .Hk

h;r � �h/ D � 4��1

2��1 C �e
.Jk�1
h ;�h/

C.2�0
�

� �0!
2
pe

2��1 C �e
/.Ek�1

h ;�h/C .Hk�1
h ;r � �h/; (3.86)

.
2�0

�
C �0!

2
pm

2��1 C �m
/.Hk

h; h/C .r � Ekh; h/ D � 4��1

2��1 C �m
.Kk�1

h ; h/

C.2�0
�

� �0!
2
pm

2��1 C �m
/.Hk�1

h ; h/� .r � Ek�1
h ; h/: (3.87)

Hence, to solve the system (3.80)–(3.83) at each time step, we just need to solve
the smaller system (3.86) and (3.87) for Ekh and Hk

h, then update Jkh and Kk
h using

(3.84) and (3.85).
We want to assure that the system (3.86) and (3.87) is invertible.

Lemma 3.14. At each time step, the system (3.86) and (3.87) is uniquely solvable.

Proof. Note that the coefficient matrix for the system (3.86) and (3.87) with the
vector solution .Ekh;H

k
h/

0 can be written as

Q �
�
A �B
B 0 D

�
;

where the matricesA D . 2�0
�

C �0!
2
pe

2��1C�e /.�h;�h/ andDD .
2�0
�

C �0!
2
pm

2��1C�m /. h; h/

are symmetric positive definite, and the matrix B D . h;r � �h/: Here �h and  h

are arbitrary functions from V0
h and Uh, respectively.

It is easy to check that the determinant of Q equals det.A/det.D C B 0A�1B/;
which is obviously non-zero. Hence,Q is non-singular, which concludes the proof.

ut
Finally, we want to show that the scheme (3.80)–(3.83) is unconditionally stable

and has a discrete stability similar to the continuous case stated in Lemma 3.12.
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Lemma 3.15. For the solution of (3.80)–(3.83), we have

�0jjEkhjj20 C �0jjHk
hjj20 C 1

�0!2pe
jjJkhjj20 C 1

�0!2pm
jjKk

hjj20

	 �0jjE0hjj20 C �0jjH0
hjj20 C 1

�0!2pe
jjJ0hjj20 C 1

�0!2pm
jjK0

hjj20:

Proof. Choosing �h D �.Ekh C Ek�1
h /; h D �.Hk

h C Hk�1
h /; Q�h D �.Jkh C Jk�1

h /;
Q h D �.Kk

h C Kk�1
h / in (3.80)–(3.83), respectively, and adding the resultants

together, we obtain

�0.jjEkhjj20 � Ek�1
h jj20/C �0.jjHk

hjj20 � jjHk�1
h jj20/

C 1

�0!2pe
.jjJkhjj20 � jjJk�1

h jj20/C ��e

2�0!2pe
jjJkh C Jk�1

h jj20

C 1

�0!2pm
.jjKk

hjj20 � jjKk�1
h jj20/C ��m

2�0!2pm
jjKk

h C Kk�1
h jj20 D 0;

from which it is easy to obtain the following unconditional stability

�0jjEkhjj20 C �0jjHk
hjj20 C 1

�0!2pe
jjJkhjj20 C 1

�0!2pm
jjKk

hjj20

	 �0jjEk�1
h jj20 C �0jjHk�1

h jj20 C 1

�0!2pe
jjJk�1

h jj20 C 1

�0!2pm
jjKk�1

h jj20

	 � � � 	 �0jjE0hjj20 C �0jjH0
hjj20 C 1

�0!2pe
jjJ0hjj20 C 1

�0!2pm
jjK0

hjj20:

ut

3.4.3 The Optimal Error Estimate

In this section, we shall prove that the Crank-Nicolson scheme (3.80)–(3.83) is
optimally convergent. To prove that, we need the following estimates.

Lemma 3.16. Denote uk D 1
2
.uk C uk�1/: Then we have

.i/ kı�ukk20 D kuk � uk�1

�
k20 	 1

�

Z tk

tk�1

kut .t/k20dt 8 u 2 H1.0; T I .L2.˝//3/;

.ii/ kuk � 1

�

Z tk

tk�1

u.t/dtk20 	 �3

4

Z tk

tk�1

kutt.t/k20dt 8u 2 H2.0; T I .L2.˝//3/:
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Proof. (i) The proof follows by squaring the identity

ı�uk D 1

�

Z tk

tk�1

ut .t/dt

and using the Cauchy-Schwarz inequality.
(ii) Squaring both sides of the integral identity

1

2
.uk C uk�1/� 1

�

Z tk

tk�1

u.t/dt D 1

2�

Z tk

tk�1

.t � tk�1/.tk � t/utt.t/dt; (3.88)

we can obtain

juk � 1

�

Z tk

tk�1

u.t/dtj2 	 1

4�2
.

Z tk

tk�1

.t � tk�1/2.tk � t/2dt/.
Z tk

tk�1

jutt.t/j2dt/

	 1

4
�3
Z tk

tk�1

jutt.t/j2dt;

integrating which over˝ concludes the proof.
ut

Below we will often use the so-called discrete Gronwall inequality ([243, p. 14],
[114]).

Theorem 3.9. Let f .t/ and g.t/ be nonnegative functions defined on tj D j�;

j D 0; 1; � � � ;M , and g.t/ be non-decreasing. If

.tk/ 	 g.tk/C r�

k�1X

jD0
f .tj /;

where r is a positive constant, then we have

f .tk/ 	 g.tk/ exp.kr�/:

Now we can prove the following optimal error estimate for the scheme (3.80)–
(3.83).

Theorem 3.10. Let .En;Hn/ and .Enh;H
n
h/ be the analytic and finite element

solutions at time t D tn; respectively. Under the regularity assumptions

H;K 2 .L2.0; T I .H l.˝//3//3;

E; J 2 L1.0; T IHl.curlI˝//; Et ; Jt 2 .L2.0; T IHl.curlI˝///3;
Htt;Ett;Ktt; Jtt;r � Htt;r � Ett 2 .L2.0; T I .L2.˝//3//3;

there exists a constant C DC.T; �0; �0; !pe; !pm; �e; �m;E;H;K;L/; independent
of both time step � and mesh size h, such that
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max
1�n�M.jjE

n � Enhjj0 C jjHn � Hn
hjj0 C jjJn � Jnhjj0 C jjKn � Kn

hjj0/ 	 C.�2 C hl/;

where l � 1 is the order of basis functions in spaces Uh and Vh.

Proof. Multiplying (3.55)–(3.58) by 1
�
�h 2 V0

h;
1
�
 h 2 Uh;

1
�

Q�h 2 Vh;
1
�

Q h 2 Uh,
respectively, integrating the resultants in time over I k D Œtk�1; tk � and in space over
˝ , then using the Stokes’ formula

Z

˝

r � E � D
Z

@˝

n � E � C
Z

˝

E � r � ; (3.89)

we obtain

�0.ı�Ek;�h/ � . 1
�

Z

I k
H.s/ds;r � �h/C .

1

�

Z

I k
J.s/ds;�h/ D 0; (3.90)

�0.ı�Hk; h/C .r � 1

�

Z

I k
E.s/ds; h/C .

1

�

Z

I k
K.s/ds; h/ D 0; (3.91)

1

�0!2pe
.ı�Jk; Q�h/C �e

�0!2pe
.
1

�

Z

I k
J.s/ds; Q�h/ D .

1

�

Z

I k
E.s/ds; Q�h/; (3.92)

1

�0!2pm
.ı�Kk; Q h/C �m

�0!2pm
.
1

�

Z

I k
K.s/ds; Q h/ D .

1

�

Z

I k
H.s/ds; Q h/: (3.93)

Denote �kh D˘hEk � Ekh; �
k
h DPhHk � Hk

h;
Q�kh D˘hJk � Jkh; Q�kh DPhKk � Kk

h:

Subtracting (3.80)–(3.83) from (3.90)–(3.93), respectively, we obtain the error
equations

.i/ �0.ı� �
k
h ;�h/� .�kh;r � �h/ D �0.ı� .˘hEk � Ek/;�h/

� .PhH
k � 1

�

Z

I k
H.s/ds;r � �h/ � . 1

�

Z

I k
J.s/ds � J

k

h;�h/;

.ii/ �0.ı��
k
h; h/C .r � �kh; h/ D �0.ı� .PhHk � Hk/; h/

C .r � .˘hE
k � 1

�

Z

I k
E.s/ds/; h/� .

1

�

Z

I k
K.s/ds � K

k

h; h/;

.iii/
1

�0!2pe
.ı� Q�kh ; Q�h/C �e

�0!2pe
. Q�kh; Q�h/ D 1

�0!2pe
.ı� .˘hJk � Jk/; Q�h/

C �e

�0!2pe
.˘hJ

k � 1

�

Z

I k
J.s/ds; Q�h/C .

1

�

Z

I k
E.s/ds � E

k

h;
Q�h/;

.iv/
1

�0!2pm
.ı� Q�kh; Q h/C �m

�0!2pm
. Q�kh; Q h/ D 1

�0!2pm
.ı�.PhKk � Kk/; Q h/
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C �m

�0!2pm
.PhK

k � 1

�

Z

I k
K.s/ds; Q h/C .

1

�

Z

I k
H.s/ds � H

k

h;
Q h/:

Choosing �h D �.�khC�k�1
h /;  h D �.�khC�k�1

h /; Q�h D �. Q�khCQ�k�1
h /; Q h D �. Q�khCQ�k�1

h / in the above error equations, adding the resultants together, and using the
property of operator Ph, we obtain

�0.jj�kh jj20 � jj�k�1
h jj20/C �0.jj�khjj20 � jj�k�1

h jj20/

C 1

�0!2pe
.jj Q�kh jj20 � jj Q�k�1

h jj20/C 2��e

�0!2pe
jj Q�kC1

h jj20

C 1

�0!2pm
.jj Q�khjj20 � jj Q�k�1

h jj20/C 2��m

�0!2pm
jj Q�kC1

h jj20

D 2��0.ı� .˘hEk � Ek/; �
k

h/� 2�.H
k � 1

�

Z

I k
H.s/ds;r � �kh/

�2�.1
�

Z

I k
J.s/ds � J

k

h; �
k

h/C 2�.r � .˘hE
k � 1

�

Z

I k
E.s/ds/; �kh/

�2�.1
�

Z

I k
K.s/ds � K

k

h; �
k
h/C 2�

�0!2pe
.ı� .˘hJk � Jk/; Q�kh/

C 2��e

�0!2pe
.˘hJ

k � 1

�

Z

I k
J.s/ds; Q�kh/C 2�.

1

�

Z

I k
E.s/ds � E

k

h;
Q�kh/

C 2��m

�0!2pm
.K

k � 1

�

Z

I k
K.s/ds; Q�kh/C 2�.

1

�

Z

I k
H.s/ds � H

k

h; Q�kh/

D
10X

iD1
.Err/i : (3.94)

Since this is our first error analysis of numerical schemes for solving Maxwell’s
equations in metamaterials, below we provide detailed estimates of each .Err/i in
(3.94).

Using the Cauchy-Schwarz inequality, the arithmetic-geometric mean inequality

.a; b/ 	 ıjjajj20 C 1

4ı
jjbjj20 8 ı > 0; (3.95)

Lemma 3.16, and the interpolation estimate (3.78), we have

Err1 	 ��0.2ı1jj�khjj20 C 1

2ı1
jjı�.˘hEk � Ek/jj20/

	 ��0Œı1.jj�kh jj20 C jj�k�1
h jj20/C 1

2ı1�

Z

I k
jj@t .˘hEk � Ek/jj20dt�
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	 ��0Œı1.jj�kh jj20 C jj�k�1
h jj20/C 1

2ı1�

Z

I k
Ch2l jjEt jj2l;curldt�:

Similarly, we can obtain

Err2 	 �Œ2ı2jj�khjj20 C 1

2ı2
jjr � .Hk � 1

�

Z

I k
H.s/dsjj20

	 �Œı2.jj�kh jj20 C jj�k�1
h jj20/C �3

8ı2

Z

I k
jjr � Htt.s/jj20ds�:

Err3 D �2�.1
�

Z

I k
J.s/ds � J

k C J
k �˘hJ

k C Q�kh; �
k

h/

	 �2�. Q�
k

h; �
k

h/C�Œ2ı3jj�
k

hjj20C
1

ı3
.jj1
�

Z

I k
J.s/ds � J

kjj20 C jjJk �˘hJ
kjj20/�

	 �2�. Q�kh; �
k

h/C �Œı3.jj�kh jj20 C jj�k�1
h jj20/

C �3

4ı3

Z

I k
jjJtt.s/jj20ds C Ch2l jjJjj2

L1.0;T IHl.curlI˝//�:

By the same arguments, we have

Err4 D 2�.r � .˘hE
k � E

k
/C r � .Ek � 1

�

Z

I k
E.s/ds/; �kh/

	 �Œ2ı4jj�khjj20 C 1

ı4
.jjr � .˘hE

k � E
k
/jj20 C jjr � .Ek � 1

�

Z

I k
E.s/ds/jj20/�

	 �ı4.jj�khjj20 C jj�k�1
h jj20/C

�

ı4
.Ch2l jjEjj2

L1.0;T IHl.curlI˝//C
�3

4

Z

I k
jjr � Ett.s/jj20ds/;

and

Err5 D �2�.1
�

Z

I k
K.s/ds � K

k C K
k � PhK

k C Q�kh; �kh/

	 �2�. Q�kh; �kh/C �ı5.jj�khjj20 C jj�k�1
h jj20/C �4

8ı5

Z

I k
jjKttjj20ds:

Similar to Err1, we have

Err6 D 2�

�0!2pe
.ı� .˘hJk � Jk/; Q�

k

h/

	 �

�0!2pe
Œı6.jj Q�kh jj20 C jj Q�k�1

h jj20/C 1

2ı6�

Z

I k
Ch2l jjJt jj2l;curldt�:



3.4 The Crank-Nicolson Scheme for the Drude Model 95

Furthermore, we have

Err7 D 2��e

�0!2pe
.˘hJ

k � J
k C J

k � 1

�

Z

I k
J.s/ds; Q�kh/

	 ��e

�0!2pe
Œı7.jj Q�kh jj20 C jj Q�k�1

h jj20/C 1

ı7
.
�3

4

Z

I k
jjJtt jj20ds C Ch2l jjJjj2

L1.0;T IHl.curlI˝///�;

Err8 D 2�.
1

�

Z

I k
E.s/ds � E

k C E
k �˘hE

k C �
k

h;
Q�kh/

	 2�.�
k

h;
Q�kh/C �Œ2ı8jj Q�

k

hjj20 C 1

ı8
.jj1
�

Z

I k
E.s/ds � E

k jj20 C jjEk �˘hE
k jj20/�

	 2�.�
k

h;
Q�kh/C �ı8.jj Q�kh jj20 C jj Q�k�1

h jj20/

C �

ı8
.
�3

4

Z

I k
jjEtt jj20ds C Ch2l jjEjj2

L1.0;T IHl.curlI˝///;

Err9 	 ��m

�0!2pm
Œı9.jj Q�khjj20 C jj Q�k�1

h jj20/C �3

8ı9

Z

I k
jjKttjj20ds�;

and

Err10 D 2�.
1

�

Z

I k
H.s/ds � H

k C H
k � PhH

k C �kh; Q�kh/

	 2�.�kh; Q�kh/C �Œı10.jj Q�khjj20 C jj Q�k�1
h jj20/C �3

8ı10

Z

I k
jjHttjj20ds�:

Substituting the estimates of Erri into (3.94), and summing up the results from
kD 1 to n .n 	 M � 1/, and using the facts n� 	 T and �0h D �0h D Q�0h D Q�0h D 0; we
can obtain (details see [191])

�0jj�nh jj20 C �0jj�nhjj20 C 1

�0!2pe
jj Q�nh jj20 C 1

�0!2pm
jj Q�nhjj20

	 C�

n�1X

kD1
.jj�kh jj20 C jj�khjj20 C jj Q�kh jj20 C jj Q�khjj20/C C.h2l C �4/;

which, along with the discrete Gronwall inequality, the triangle inequality, the
estimates (3.78) and (3.79), completes the proof. ut
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3.5 The Leap-Frog Scheme for the Drude Model

3.5.1 The Leap-Frog Scheme

The Crank-Nicolson scheme discussed in last section is implicit, hence we have to
solve a linear system at each time step, which is quite computationally intensive.
Using a similar idea to the famous Yee scheme [299], we can construct an explicit

leap-frog finite element scheme [183]: Given initial approximations E0h;K
0
h;H

1
2

h ; J
1
2

h ,

for kD 1; 2; � � � ; find Ekh 2 V0
h; J

kC 1
2

h 2 Vh;H
kC 1

2

h ;Kk
h 2 Uh such that

�0.
Ekh � Ek�1

h

�
;�h/� .H

k� 1
2

h ;r � �h/C .J
k� 1

2

h ;�h/ D 0; (3.96)

�0.
H
kC 1

2

h � H
k� 1

2

h

�
; h/C .r � Ekh; h/C .Kk

h; h/ D 0; (3.97)

1

�0!2pe
.
J
kC 1

2

h � J
k� 1

2

h

�
; Q�h/C �e

�0!2pe
.
J
kC 1

2

h C J
k� 1

2

h

2
; Q�h/ D .Ekh; Q�h/; (3.98)

1

�0!2pm
.
Kk
h � Kk�1

h

�
; Q h/C �m

�0!2pm
.
Kk
h C Kk�1

h

2
; Q h/ D .H

k� 1
2

h ; Q h/; (3.99)

for any �h 2 V0
h;  h 2 Uh; Q�h 2 Vh; Q h 2 Uh:

Note that (3.98) and (3.99) can be simplified to

J
kC 1

2

h D 2�0!
2
pe

2��1 C �e
Ekh C 2��1 � �e

2��1 C �e
J
k� 1

2

h ; (3.100)

Kk
h D 2�0!

2
pm

2��1 C �m
H
k� 1

2

h C 2��1 � �m
2��1 C �m

Kk�1
h : (3.101)

respectively.
In practice, the above leap-frog scheme can be implemented as follows: at each

time step, we first solve (3.96) for Ekh and update Kk
h using (3.101) in parallel, then

solve (3.97) for H
kC 1

2

h and update J
kC 1

2

h by (3.100) in parallel. Compared to the
Crank-Nicolson scheme presented in the last section, the leap-frog scheme is more
efficient for solving large-scale problems, since no large global coefficient matrix
has to be stored and inversed. Of course, we still have to inverse two mass matrices:
one for (3.96) and one for (3.98). For the lowest-order cubic (or rectangular) edge
element, we can even use mass-lumping technique [217, p. 352] for the mass matrix
in (3.96) to speed up the computation, in which case, the mass matrix becomes a
diagonal matrix. Of course, being an explicit scheme, the leap-frog scheme has a
time step constraint as we will show in next section.
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3.5.2 The Stability Analysis

In this section, we shall prove that the leap-frog scheme (3.98) and (3.99) is
conditionally stable and has a discrete stability similar to the continuous stability
obtained in Lemma 3.12.

Lemma 3.17. Denote �e D j 2��1��e
2��1C�e j; �m D j 2��1��m

2��1C�m j: For the recursively defined

J
kC 1

2

h and Kk
h, we have

.i/ jjJkC 1
2

h jj20 	 2Œ�20!
4
pe�T

kX

lD1
jjElhjj20 C �2ke jjJ 1

2

h jj20�; (3.102)

.ii/ jjKk
hjj20 	 2Œ�20!

4
pm�T

k�1X

lD0
jjHlC 1

2

h jj20 C �2km jjK0
hjj20�: (3.103)

Proof. From (3.100) and the triangle inequality, we have

jjJkC 1
2

h jj0 	 �0!
2
pe� jjEkhjj0 C �ejjJk� 1

2

h jj0
	 �0!

2
pe� jjEkhjj0 C �e.�0!

2
pe� jjEk�1

h jj0 C �ejjJk� 3
2

h jj0/
	 � � �
	 �0!

2
pe�.jjEkhjj0 C �ejjEk�1

h jj0 C � � � C �k�1
e jjE1hjj0/C �ke jjJ 1

2

h jj0

	 �0!
2
pe�

kX

lD1
jjElhjj0 C �ke jjJ 1

2

h jj0; (3.104)

where we used the fact �e < 1 in the last step.
Squaring both sides of (3.104), we further have

jjJkC 1
2

h jj20 	 2Œ�20!
4
pe�

2.

kX

lD1
jjElhjj0/2 C �2ke jjJ 1

2

h jj20�

	 2Œ�20!
4
pe�

2.

kX

lD1
12/.

kX

lD1
jjElhjj20/C �2ke jjJ 1

2

h jj20�

	 2Œ�20!
4
pe�T

kX

lD1
jjElhjj20 C �2ke jjJ 1

2

h jj20�; (3.105)

where we used the fact k� 	 T in the last step.
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Similarly, from (3.101), we have

jjKk
hjj0 	 �0!

2
pm� jjHk� 1

2

h jj0 C �mjjKk�1
h jj0;

using which and repeating the above procedure, we can obtain

jjKk
hjj20 	 2Œ�20!

4
pm�T

k�1X

lD0
jjHlC 1

2

h jj20 C �2km jjK0
hjj20�; (3.106)

which completes the proof. ut
Theorem 3.11. Let Cv D 1=

p
�0�0 denote the speed of light in vacuum, and Cinv

denote the constant from the standard inverse estimate

jjr �  hjj0 	 Cinvh
�1jj hjj0;  h 2 Vh: (3.107)

Then under the assumption that the time step

� D min.
h

2CinvCv
; 1/; (3.108)

the solutions of (3.96)–(3.99) satisfy the following:

�0jjEnhjj20 C �0jjHnC 1
2

h jj20 C 1

�0!2pm
jjKn

hjj20 C 1

�0!2pe
jjJnC 1

2

h jj20

	 C
�
jjE0hjj20 C jjH 1

2

h jj20 C jjJ 1
2

h jj20 C jjK0
hjj20

�
; 8 n � 1;

where the constant C > 1 is independent of h and � .

Proof. Choosing �h D �.Ekh C Ek�1
h / in (3.96),  h D �.H

kC 1
2

h C H
k� 1

2

h / in (3.97),
adding (3.96) and (3.97) together, then using the following identity

�.Hk� 1
2

h ;r � .Ekh C Ek�1
h //C .r � Ekh;H

kC 1
2

h C H
k� 1

2

h /

D �.Hk� 1
2

h ;r � Ek�1
h /C .r � Ekh;H

kC 1
2

h /; (3.109)

and summing the resultants from kD 1 to kDn, we obtain

�0.jjEnhjj20 � jjE0hjj20/C �0.jjHnC 1
2

h jj20 � jjH 1
2

h jj20/

D �Œ.H
1
2

h ;r � E0h/ � .r � Enh;H
nC 1

2

h /�

��
nX

kD1
.J
k� 1

2

h ;Ekh C Ek�1
h /� �

nX

kD1
.Kk

h;H
kC 1

2

h C H
k� 1

2

h /: (3.110)
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By the Cauchy-Schwartz inequality and the inverse estimate (3.107), we have

�.r � Enh;H
nC 1

2

h / 	 � � Cinvh
�1jjEnhjj0jjHnC 1

2

h jj0
D � � Cinvh

�1 � Cv
p
�0jjEnhjj0 � p

�0jjHnC 1
2

h jj0
	 ı1�0jjEnhjj20 C 1

4ı1
.
CinvCv�

h
/2�0jjHnC 1

2

h jj20; (3.111)

and

�

nX

kD1
.J
k� 1

2

h ;Ekh C Ek�1
h / 	 �

nX

kD1
jjJk� 1

2

h jj0.jjEkhjj0 C jjEk�1
h jj0/

	 �

nX

kD1
Œı2jjEkhjj20 C ı3jjEk�1

h jj20 C .
1

4ı2
C 1

4ı3
/jjJk� 1

2

h jj20�:

Furthermore, from (3.105) and the fact that �e < 1, we have

�

nX

kD1
jjJk� 1

2

h jj20 	 2�

nX

kD1
Œ�20!

4
pe�T

k�1X

lD1
jjElhjj20 C �2.k�1/

e jjJ 1
2

h jj20�

	 2Œ�20!
4
pe�T

2

n�1X

lD1
jjElhjj20 C T jjJ 1

2

h jj20�:

Similarly, we have

�

nX

kD1
.Kk

h;H
kC 1

2

h C H
k� 1

2

h /

	 �

nX

kD1
Œı4jjHkC 1

2

h jj20 C ı5jjHk� 1
2

h jj20 C .
1

4ı4
C 1

4ı5
/jjKk

hjj20�;

and

�

nX

kD1
jjKk

hjj20 	 2�

nX

kD1
Œ�20!

4
pm�T

k�1X

lD0
jjHlC 1

2

h jj20 C �2km jjK0
hjj20�

	 2Œ�20!
4
pm�T

2

n�1X

lD0
jjHlC 1

2

h jj20 C T jjK0
hjj20�:
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Substituting the above estimates and the following (let nD 0 in (3.111))

�.H
1
2

h ;r � E0h/ 	 ı1�0jjE0hjj20 C 1

4ı1
.
CinvCv�

h
/2�0jjH

1
2

h jj20

into (3.110), we obtain

�0.jjEnhjj20 � jjE0hjj20/C �0.jjHnC 1
2

h jj20 � jjH 1
2

h jj20/

	 �

2
jjr � H

1
2

h jj20 C .
�

2
C �ı3/jjE0hjj20

C.ı1 C �ı2

�0
/�0jjEnhjj20 C Œ

1

4ı1
.
CinvCv�

h
/2 C �ı4

�0
��0jjHnC 1

2

h jj20

C�Œ. 1
2ı2

C 1

2ı3
/�20!

4
peT

2 C ı2 C ı3�

n�1X

lD1
jjElhjj20 C .

1

2ı2
C 1

2ı3
/T jjJ 1

2

h jj20

C�Œ. 1
2ı4

C 1

2ı5
/�20!

4
pmT

2 C ı4 C ı5�

n�1X

lD0
jjHlC 1

2

h jj20 C .
1

2ı4
C 1

2ı5
/T jjK0

hjj20:

By choosing ıi small enough and � DO.h/ such that jjEnhjj20 and jjHnC 1
2

h jj20
can be controlled by the left-hand side (e.g., ı1 D 1

4
, ı2 D 1

4
�0, ı4 D 1

4
�0,

� D min. h
2CinvCv

; 1/; ı3 D �0; ı5 D�0), and using the discrete Gronwall inequality,
we have

�0jjEnhjj20 C �0jjHnC 1
2

h jj20 	 C ŒjjE0hjj20 C jjH 1
2

h jj20 C jjJ 1
2

h jj20 C jjK0
hjj20�;

which, along with (3.105) and (3.106), concludes the proof. ut
Remark 3.1. Note that when h is small enough, the time step constraint (3.108)
reduces to the standard CFL condition � DO.h/, which is often imposed on explicit
schemes used to solve the first-order hyperbolic systems.

A tight and accurate estimate of the constant Cinv in (3.107) is quite challenging,
since it depends on the element shape and the order of the basis function. Below we
just show a tight estimate of Cinv for the lowest rectangular edge element.

Lemma 3.18. Consider a domain ˝ is triangulated by a mesh Th formed by
m rectangles Ki D Œxic � hx; x

i
c C hx� � Œyic � hy; y

i
c C hy�, i D 1; � � � ; m: Let

hD maxfhx; hyg. Then we have

Cinv � maxf
p
3

2

h

hx
;

p
3

2

h

hy
g: (3.112)
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Proof. Recall that the lowest edge element basis functions are (cf. Example 3.6):

N i
1 .x; y/ D

 
.yicChy/�y
4hxhy

0

!
; N i

2 .x; y/ D
 

0
x�.xic�hx/
4hxhy

!
;

N i
3 .x; y/ D

 
.yic�hy/�y
4hxhy

0

!
; N i

4 .x; y/ D
 

0
x�.xicChx/
4hxhy

!
;

whereN i
j ; j D 1; 2; 3; 4; start from the bottom edge and orient counterclockwisely.

It is easy to check that the 2-D curl of N i
j satisfies

Z

Ki

jr �N i
j j2dxdy D

Z

Ki

j 1

4hxhy
j2dxdy D 1

4hxhy
;

and N i
j satisfies

Z

Ki

jN i
1 j2dxdy D

Z

Ki

.
yic C hy � y
4hxhy

/2dxdy

D 2hx

.4hxhy/2
� �1
3
.yic C hy � y/3jyicChy

yDyic�hy D hy

3hx
;

Z

Ki

jN i
3 j2dxdy D hy

3hx
;

Z

Ki

jN i
2 j2dxdy D jN i

4 j2dxdy D hx

3hy
;

from which we can see that

jjr �N i
j jj20;Ki

jjN i
j jj20;Ki

D 3

4h2y
; j D 1; 3: (3.113)

Similarly, we have
jjr �N i

j jj20;Ki
jjN i

j jj20;Ki
D 3

4h2x
; j D 2; 4;

applying which to (3.107) we complete the proof. ut
By Lemma 3.18, we should try to use shape regular meshes and avoid anisotropic

meshes in practice computation, since the anisotropic mesh may have a very large
Cinv and lead to a very small time step according to (3.108).

3.5.3 The Optimal Error Estimate

To carry out the error analysis for the scheme (3.96)–(3.99), we need some
preliminary estimates.
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Lemma 3.19. Denote uj D u.�; j�/: For any u 2 H2.0; T IL2.˝//, we have

.i/ jjuk � 1

�

Z t
kC

1
2

t
k�

1
2

u.s/dsjj20 	 �3

4

Z t
kC

1
2

t
k�

1
2

jjutt.s/jj20ds;

.ii/ jjuk� 1
2 � 1

�

Z tk

tk�1

u.s/dsjj20 	 �3

4

Z tk

tk�1

jjutt.s/jj20ds;

.iii/ jj1
2
.uk�1 C uk/� 1

�

Z tk

tk�1

u.s/dsjj20 	 �3

4

Z tk

tk�1

jjutt.s/jj20ds;

.iv/ jj1
2
.uk� 1

2 C ukC 1
2 /� 1

�

Z t
kC

1
2

t
k�

1
2

u.s/dsjj20 	 �3

4

Z t
kC

1
2

t
k�

1
2

jjutt.s/jj20ds:

Furthermore, for any u 2 H1.0; T IL2.˝//, we have

.v/ jjı�ukC 1
2 jj20 D jjukC 1

2 � uk� 1
2

�
jj20 	 1

�

Z t
kC

1
2

t
k�

1
2

jjut .t/jj20dt:

Proof. (i) Using the following integral identity

u.s/ D u.tk/C .s � tk/ut .tk/C
Z tk

s

.r � s/utt.r/dr

we obtain

juk � 1

�

Z t
kC

1
2

t
k�

1
2

u.s/dsj2 D j � 1

�

Z t
kC

1
2

t
k�

1
2

Œ

Z tk

s

.r � s/utt.r/dr�dsj2

	 1

�2
.

Z t
kC

1
2

t
k�

1
2

Œ

Z tk

s

.r � s/utt.r/dr�
2ds/.

Z t
kC

1
2

t
k�

1
2

12ds/

	 1

�

Z t
kC

1
2

t
k�

1
2

.

Z tk

s

.r � s/2dr/.
Z tk

s

jutt.r/j2dr/ds 	 1

4
�3
Z t

kC
1
2

t
k�

1
2

jutt.r/j2dr;

integrating which over˝ concludes the proof.
(ii) The proof is all the same as (i) except we use the following identity

u.s/ D u.tk� 1
2
/C .s � tk� 1

2
/ut .tk� 1

2
/C

Z s

t
k�

1
2

.s � r/utt.r/dr:

(iii) The proof is given in Lemma 3.16.
(iv) The proof is based on the following identity
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1

2
.uk� 1

2 CukC 1
2 /� 1

�

Z t
kC

1
2

t
k�

1
2

u.s/ds D 1

2�

Z t
kC

1
2

t
k�

1
2

.s� tk� 1
2
/.tkC 1

2
� s/uss.s/ds:

(v) The proof is easily obtained by using ukC
1
2 �uk�

1
2

�
D R tkC

1
2

t
k�

1
2

ut .t/dt:

ut
Suppose that the solution is smooth enough, then we can prove the following

optimal error estimate for the leap-frog scheme (3.96)–(3.99).

Theorem 3.12. Let .En;Hn/ and .Enh;H
n
h/ be the analytic and finite element

solutions at time t D tn; respectively. Under the regularity assumptions

H;K 2 L1.0; T I .H l.˝//3/;

E; J;Et ; Jt 2 L1.0; T IHl.curlI˝//;
Ett;Htt; Jtt;Ktt;r � Ett;r � Htt 2 L2.0; T I .L2.˝//3/;

there exists a constant C DC.T; �0; �0; !pe; !pm; �e; �m;E;H; J;K/; independent
of both time step � and mesh size h, such that

max
1�n .jjE

n � Enhjj0 C jjHnC 1
2 � H

nC 1
2

h jj0 C jjJnC 1
2 � J

nC 1
2

h jj0 C jjKn � Kn
hjj0/

	 C.�2Chl/C C
�
jjE0 � E0hjj0 C jjH 1

2 � H
1
2

h jj0 C jjJ 1
2 � J

1
2

h jj0 C jjK0 � K0
hjj0

�
:

where l � 1 is the order of basis functions defined in spaces Uh and Vh.

Proof. Integrating the governing equations (3.55) and (3.58) from tk�1 to tk , and
(3.56) and (3.57) from tk� 1

2
to tkC 1

2
, then multiplying the respective resultants by

�h
�
;
 h
�
;

Q�h
�
;

Q h
�

and integrating over˝ , we have

�0.
Ek � Ek�1

�
;�h/� .

1

�

Z tk

tk�1

H.s/ds;r 	 �h/C .
1

�

Z tk

tk�1

J.s/ds;�h/ D 0; (3.114)

�0.
HkC

1
2 � Hk�

1
2

�
; h/C .

1

�

Z t
kC

1
2

t
k�

1
2

r 	 E.s/ds; h/C. 1
�

Z t
kC

1
2

t
k�

1
2

K.s/ds; h/ D 0;

(3.115)

1

�0!2pe
.

JkC
1
2 � Jk�

1
2

�
; Q�h/C �e

�0!2pe
.
1

�

Z t
kC

1
2

t
k�

1
2

J.s/ds; Q�h/ D .
1

�

Z t
kC

1
2

t
k�

1
2

E.s/ds; Q�h/; (3.116)

1

�0!2pm
.

Kk � Kk�1

�
; Q h/C �m

�0!2pm
.
1

�

Z tk

tk�1

K.s/ds; Q h/ D .
1

�

Z tk

tk�1

H.s/ds; Q h/: (3.117)
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Denote

�kh D ˘hEk � Ekh; Q�k� 1
2

h D ˘hJk� 1
2 � J

k� 1
2

h ;

�
k� 1

2

h D PhHk� 1
2 � H

k� 1
2

h ; Q�kh D PhKk � Kk
h:

Subtracting (3.96)–(3.99) from (3.114)–(3.117), respectively, we obtain

�0.
�kh � �k�1

h

�
;�h/� .�

k� 1
2

h ;r � �h/

D �0.ı� .˘hEk � Ek/;�h/ � .PhHk� 1
2 � 1

�

Z tk

tk�1

H.s/ds;r � �h/

C.�Q�k� 1
2

h C˘hJk� 1
2 � 1

�

Z tk

tk�1

J.s/ds;�h/; (3.118)

�0.
�
kC 1

2

h � �
k� 1

2

h

�
; h/C .r � �kh ; h/

D �0.ı� .PhHkC 1
2 � HkC 1

2 /; h/C .r � .˘hEk � 1

�

Z t
kC

1
2

t
k�

1
2

E.s/ds/; h/

C.�Q�kh C PhKk � 1

�

Z t
kC

1
2

t
k�

1
2

K.s/ds; h/; (3.119)

1

�0!2pe
.

Q�kC 1
2

h � Q�k� 1
2

h

�
; Q�h/C �e

�0!2pe
.
1

2
. Q�kC 1

2

h C Q�k� 1
2

h /; Q�h/

D 1

�0!2pe
.ı� .˘hJkC 1

2 � JkC 1
2 /; Q�h/C �e

�0!2pe
.
1

2
.˘hJkC 1

2 C˘hJk� 1
2 /

�1
�

Z t
kC

1
2

t
k�

1
2

J.s/ds; Q�h/C.
1

�

Z t
kC

1
2

t
k�

1
2

E.s/ds �˘hEk C �kh ;
Q�h/; (3.120)

and

1

�0!2pm
.

Q�kh � Q�k�1
h

�
; Q h/C �m

�0!2pm
.
1

2
. Q�kh C Q�k�1

h /; Q h/

D 1

�0!2pm
.ı� .PhKk � Kk/; Q h/C �m

�0!2pm
.
1

2
.PhKk C PhKk�1/

�1
�

Z tk

tk�1

K.s/ds; Q h/C .
1

�

Z tk

tk�1

H.s/ds � PhHk� 1
2 C �

k� 1
2

h ; Q h/: (3.121)
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Choosing

�h D �kh C �k�1
h ;  h D �

kC 1
2

h C �
k� 1

2

h ; Q�h D Q�kC 1
2

h C Q�k� 1
2

h ; Q h D Q�kh C Q�k�1
h ;

in (3.118)–(3.121), respectively, then using the following identities:

.r � �kh ; �kC 1
2

h C �
k� 1

2

h /� .�
k� 1

2

h ;r � .�kh C �k�1
h //

D .r � �kh ; �kC 1
2

h / � .r � �k�1
h ; �

k� 1
2

h /;

and

�. Q�k� 1
2

h ; �kh C �k�1
h /� . Q�kh; �kC 1

2

h C �
k� 1

2

h /

C.�kh ; Q�kC 1
2

h C Q�k� 1
2

h /C .�
k� 1

2

h ; Q�kh C Q�k�1
h /

D �. Q�k� 1
2

h ; �k�1
h /C . Q�kC 1

2

h ; �kh / � . Q�kh; �kC 1
2

h /C . Q�k�1
h ; �

k� 1
2

h /;

and summing up the resultants from kD 1 to kDn, we obtain

�0.jj�nh jj20 � jj�0h jj20/C �0.jj�nC 1
2

h jj20 � jj�12h jj20/

C 1

�0!2pe
.jj Q�nC 1

2

h jj20 � jj Q� 12h jj20/C 1

�0!2pm
.jj Q�nhjj20 � jj Q�0hjj20/

	 ��0

nX

kD1
.ı�.˘hEk � Ek/; �kh C �k�1

h /

��
nX

kD1
.PhHk� 1

2 � 1

�

Z tk

tk�1

H.s/ds;r � .�kh C �k�1
h //

C�
nX

kD1
.˘hJk� 1

2 � 1

�

Z tk

tk�1

J.s/ds; �kh C �k�1
h /

C��0
nX

kD1
.ı� .PhHkC 1

2 � HkC 1
2 /; �

kC 1
2

h C �
k� 1

2

h /

C�
nX

kD1
.r � .˘hEk � 1

�

Z t
kC

1
2

t
k�

1
2

E.s/ds/; �
kC 1

2

h C �
k� 1

2

h /

C�
nX

kD1
.PhKk � 1

�

Z t
kC

1
2

t
k�

1
2

K.s/ds; �
kC 1

2

h C �
k� 1

2

h /
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C �

�0!2pe

nX

kD1
.ı� .˘hJkC 1

2 � JkC 1
2 /; Q�kC 1

2

h C Q�k� 1
2

h /

C ��e

�0!2pe

nX

kD1
.
1

2
.˘hJkC 1

2 C˘hJk� 1
2 /� 1

�

Z t
kC

1
2

t
k�

1
2

J.s/ds; Q�kC 1
2

h C Q�k� 1
2

h /

C�
nX

kD1
.
1

�

Z t
kC

1
2

t
k�

1
2

E.s/ds �˘hEk; Q�kC 1
2

h C Q�k� 1
2

h /

C �

�0!2pm

nX

kD1
.ı�.PhKk � Kk/; Q�kh C Q�k�1

h /

C ��m

�0!2pm

nX

kD1
.
1

2
.PhKk C PhKk�1/ � 1

�

Z tk

tk�1

K.s/ds; Q�kh C Q�k�1
h /

C�
nX

kD1
.
1

�

Z tk

tk�1

H.s/ds � PhHk� 1
2 ; Q�kh C Q�k�1

h /C �. Q�nC 1
2

h ; �nh /� �. Q� 12h ; �0h/

��. Q�nh; �nC 1
2

h /C �. Q�0h; �
1
2

h /C �.r � �0h; �
1
2

h /� �.r � �nh ; �nC 1
2

h /

D
18X

iD1
Erri : (3.122)

The proof is completed by using Lemma 3.19 and careful estimating all Erri :
Readers can consult the proof of Theorem 3.10 or the original paper [183]. ut
Remark 3.2. We like to remark that a similar leap-frog scheme can be developed
for Maxwell’s equations in free space by dropping the constitutive equations (3.57)
and (3.58), and treating J and K as fixed sources in (3.55) and (3.56). Following the
same proof as carried out above, we can show that the stability and error estimate in
the free space become as:

�0jjEnhjj20 C �0jjHnC 1
2

h jj20 	 C ŒjjE0hjj20 C jjH 1
2

h jj20�;

and

max
1�n .jjE

n � Enhjj0 C jjHnC 1
2 � H

nC 1
2

h jj0/

	 C.�2 C hl/C C.jjE0 � E0hjj0 C jjH 1
2 � H

1
2

h jj0/:
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3.6 Extensions to the Lorentz Model

3.6.1 The Well-Posedness of the Lorentz Model

Another popular model for describing wave propagation in metamaterials is the
Lorentz model discussed in Chap. 1. Recall that the time-domain Lorentz model
is described by the following governing equations:

�0
@E
@t

C @P
@t

� r � H D 0; (3.123)

�0
@H
@t

C @M
@t

C r � E D 0; (3.124)

1

�0!2pe

@2P
@t2

C �e

�0!2pe

@P
@t

C !2e0
�0!2pe

P � E D 0; (3.125)

1

�0!2pm

@2M
@t2

C �m

�0!2pm

@M
@t

C !2m0
�0!2pm

M � H D 0: (3.126)

Note that the governing equations written in this way are convenient to obtain the
stability and error analysis elegantly. Hopefully, readers may appreciate this as we
move forward.

For simplicity, we assume that the model problem (3.123)–(3.126) is comple-
mented by a perfect conducting boundary condition (3.59), and initial conditions

E.x; 0/ D E0.x/; H.x; 0/ D H0.x/; P.x; 0/ D P0.x/; (3.127)

M.x; 0/ D M0.x/;
@P
@t
.x; 0/ D P1.x/;

@M
@t
.x; 0/ D M1.x/; (3.128)

where E0;H0;P0;M0;P1; and M1 are some given functions.
Denote V� as the dual space of V DH0.curlI˝/: Then a weak for-

mulation of (3.123)–(3.126) can be formed as: Find the solution E 2
H1.0; T I V�/\ .L2.0; T I V//3, H 2 H1.0; T I .L2.˝//3/; P 2 H2.0; T I V�/;M 2
H2.0; T I .L2.˝//3/ such that

�0.
@E
@t
;�/C .

@P
@t
;�/ � .H;r � �/ D 0; (3.129)

�0.
@H
@t
; /C .

@M
@t
; /C .r � E; / D 0; (3.130)

1

�0!2pe
Œ.
@2P
@t2

; Q�/C �e.
@P
@t
; Q�/C !2e0.P; Q�/� � .E; Q�/ D 0; (3.131)

1

�0!2pm
Œ.
@2M
@t2

; Q /C �m.
@M
@t
; Q /C !2m0.M; Q /� � .H; Q / D 0; (3.132)
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hold true for any � 2 H0.curlI˝/; 2 .L2.˝//3; Q� 2 H.curlI˝/; and Q 2
.L2.˝//3.

First, we have the following stability for the Lorentz model (3.129)–(3.132).

Lemma 3.20.

�0jjE.t/jj20 C �0jjH.t/jj20 C 1

�0!2pe
jj@P
@t
.t/jj20

C 1

�0!2pm
jj@M
@t
.t/jj20 C !2e0

�0!2pe
jjP.t/jj20 C !2m0

�0!2pm
jjM.t/jj20

	 �0jjE.0/jj20 C �0jjH.0/jj20 C 1

�0!2pe
jj@P
@t
.0/jj20

C 1

�0!2pm
jj@M
@t
.0/jj20 C !2e0

�0!2pe
jjP.0/jj20 C !2m0

�0!2pm
jjM.0/jj20:

Proof. Choosing �D E; D H, Q�D @P
@t
; Q D @M

@t
in (3.129)–(3.132) respectively,

then summing up the resultants, we have

1

2

d

dt
Œ�0jjEjj20 C 1

�0!2pe
jj@P
@t

jj20 C !2e0
�0!2pe

jjPjj20�C
�e

�0!2pe
jj@P
@t

jj20

C1

2

d

dt
Œ�0jjHjj20 C 1

�0!2pm
jj@M
@t

jj20 C !2m0
�0!2pm

jjMjj20�C
�m

�0!2pm
jj@M
@t

jj20 D 0;

integrating which from 0 to t completes the proof. ut
The existence and uniqueness of the solution for the Lorentz model (3.123)–

(3.128) can be proved by following the same technique developed earlier in
Theorem 3.8 for the Drude model.

Theorem 3.13. The model (3.123)–(3.128) exists a unique solution E 2H0.curlI
˝/ and H 2 H.curlI˝/.
Proof. Taking the Laplace transform of (3.123) and (3.124), we obtain

�0.s OE � E0/C s OP � P0 � r � OH D 0 (3.133)

�0.s OH � H0/C s OM � M0 C r � OE D 0: (3.134)

Taking the Laplace transform of (3.125) and (3.126), we have

OP D Œ.s C �e/P0 C P0.0/C OE�=.s2 C �es C !2e0/ (3.135)

OM D Œ.s C �m/M0 C M0.0/C OH�=.s2 C �ms C !2m0/: (3.136)
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Substituting (3.135) into (3.133), we have

.�0s C s

s2 C �es C !2e0
/ OE � r � OH

D �0E0 C P0 � Œ.s C �e/P0 C P0.0/�s
s2 C �es C !2e0

� f0; (3.137)

.�0s C s

s2 C �ms C !2m0
/ OH C r � OE

D �0H0 C M0 � Œ.s C �m/M0 C M0.0/�s
s2 C �ms C !2m0

� g0: (3.138)

Eliminating OH from (3.137) and (3.138), we obtain

.�0s C s

s2 C �es C !2e0
/.�0s C s

s2 C �ms C !2m0
/ OE C r � r � OE

D r � g0 C .�0s C s

s2 C �ms C !2m0
/f0; (3.139)

whose weak formulation can be written as: Find OE 2 H0.curlI˝/ such that

.�0s C s

s2 C �es C !2e0
/.�0s C s

s2 C �ms C !2m0
/. OE;�/C .r � OE;r � �/

D .r � g0 C .�0s C s

s2 C �ms C !2m0
/f0;�/; 8 � 2 H0.curlI˝/: (3.140)

By the Lax-Milgram lemma, the Eq. (3.140) exists a unique solution OE 2
H0.curlI˝/ for any s > 0. The existence and uniqueness of OH 2 H.curlI˝/ can be
assured by using the same argument, in which case we just eliminate OE from (3.137)
and (3.138). The solutions E and H are the inverse Laplace transforms of OE and OH,
respectively. ut

3.6.2 The Crank-Nicolson Scheme and Error Analysis

3.6.2.1 The Scheme and Stability Analysis

We first consider a Crank-Nicolson type scheme: For kD 1; 2; � � � ; N � 1; find
EkC1
h 2 V0

h;P
kC1
h 2 Vh;HkC1

h ;MkC1
h 2 Uh such that

�0.ı2�Ekh;�h/C .ı2�Pkh;�h/� .H
k

h;r � �h/ D 0; (3.141)
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�0.ı2�Hk
h; h/C .ı2�Mk

h; h/C .r � E
k

h; h/ D 0; (3.142)

1

�0!2pe
Œ.
ı�PkC1

h � ı�Pkh
�

; Q�h/C�e.ı2�Pkh; Q�h/C!2e0.P
k

h;
Q�h/� D .E

k

h;
Q�h/; (3.143)

1

�0!2pm
Œ.
ı�MkC1

h � ı�Mk
h

�
; Q h/C �m.ı2�Mk

h;
Q h/C !2m0.M

k

h;
Q h/� D .H

k

h;
Q h/;

(3.144)

hold true for any �h 2 V0
h; h 2 Uh; Q�h 2 Vh and Q h 2 Uh. Here we denote

ı�u
k D .uk � uk�1/=�; ı2�u

k D .ukC1 � uk�1/=2�; uk D .ukC1 C uk�1/=2:

To implement this scheme, we use the following initial approximations:

E0h.x/ D ˘hE0.x/; H0
h.x/ D PhH0.x/; (3.145)

P0h.x/ D ˘hP0.x/; M0
h.x/ D PhM0.x/; (3.146)

E1h.x/ D ˘hE.x; �/ � ˘h.E.x; 0/C �Et .x; 0//

D ˘hŒE0.x/C ���1
0 .r � H0.x/� P1.x//�; (3.147)

H1
h.x/ D PhH.x; �/ � PhŒH0.x/� ���1

0 .r � E0.x/C M1.x//�; (3.148)

P1h.x/ D ˘hP.x; �/ � ˘h.P.x; 0/C �Pt .x; 0/C �2

2
Ptt.x; 0//

D ˘hŒP0.x/C �P1.x/C �2

2
.�0!

2
peE0 � !2e0P0 � �eP1/�; (3.149)

M1
h.x/ D PhŒM0.x/C �M1.x/C �2

2
.�0!

2
pmH0 � !2m0M0 � �mM1/�: (3.150)

For this scheme, we have the following stability:

Lemma 3.21. For any k � 2, we have

�0jjEkhjj20 C �0jjHk
hjj20 C 2

�0!2pe
jjı�Pkhjj20

C 2

�0!2pm
jjı�Mk

hjj20 C !2e0
�0!2pe

jjPkhjj20 C !2m0
�0!2pm

jjMk
hjj20

	 �0jjE1hjj20 C �0jjH1
hjj20 C !2e0

�0!2pe
jjP1hjj20 C !2m0

�0!2pm
jjM1

hjj20

C�0jjE0hjj20 C �0jjH0
hjj20 C 2

�0!2pe
jjı�P1hjj20
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C 2

�0!2pm
jjı�M1

hjj20 C !2e0
�0!2pe

jjP0hjj20 C !2m0
�0!2pm

jjM0
hjj20:

Proof. Choosing �h D �.EkC1
h C Ek�1

h /; h D �.HkC1
h C Hk�1

h /; Q�h D �.ı�PkC1
h C

ı�Pkh/; Q h D �.ı�MkC1
h C ı�Mk

h/ in (3.141)–(3.144), respectively, and adding the
resultants together, we have

�0

2
.jjEkC1

h jj20 � jjEk�1
h jj20/C �0

2
.jjHkC1

h jj20 � jjHk�1
h jj20/

C 1

�0!2pe
.jjı�PkC1

h jj20 � jjı�Pkhjj20/C 1

�0!2pm
.jjı�MkC1

h jj20 � jjı�Mk
hjj20/

C !2e0
2�0!2pe

.jjPkC1
h jj20 � jjPk�1

h jj20/C !2m0
2�0!2pm

.jjMkC1
h jj20 � jjMk�1

h jj20/ 	 0:

Summing up the above estimate from kD 1 to kDn � 1, and using the identity

nX

kD1
.a2kC1 � a2k�1/ D a2nC1 C a2n � a21 � a20;

we can easily see that the proof completes. ut
Let us look at the scheme carefully. From (3.143), we have

PkC1
h D a1.EkC1

h C Ek�1
h /C a2Pkh � a3Pk�1

h ; (3.151)

where

a1 D �0!
2
pe�

2

2C ��e C �2!2e0
; a2 D 4

2C ��e C �2!2e0
; a3 D 2 � ��e C �2!2e0

2C ��e C �2!2e0
:

Similarly, from (3.144), we have

MkC1
h D Qa1.HkC1

h C Hk�1
h /C Qa2Mk

h � Qa3Mk�1
h ; (3.152)

where

Qa1 D �0!
2
pm�

2

2C ��m C �2!2m0
; Qa2 D 4

2C ��m C �2!2m0
; Qa3 D 2 � ��m C �2!2m0

2C ��m C �2!2m0
:

Substituting (3.151) and (3.152) into (3.141) and (3.142), respectively, we obtain

.�0 C a1/.EkC1
h ;�h/ � �.HkC1

h ;r � �h/ D .�0 � a1/.Ek�1
h ;�h/

�a2.Pkh;�h/C .1C a3/.Pk�1
h ;�h/C �.Hk�1

h ;r � �h/; (3.153)
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and

.�0 C Qa1/.HkC1
h ; h/C �.r � EkC1

h ; h/ D .�0 � Qa1/.Hk�1
h ; h/

�Qa2.Mk
h; h/C .1C Qa3/.Mk�1

h ; h/� �.r � Ek�1
h ; h/; (3.154)

whose system’s coefficient matrix can be written as

�
A �B 0
B D

�
, where matrices

AD .�0 Ca1/.�h;�h/ andDD .�0 C Qa1/. h; h/ are symmetric positive definite,
and matrixB D �.r ��h; h/: Here B 0 denotes the transpose of B: It is easy to see
that the determinant of the coefficient matrix is

ˇ̌
ˇ̌A �B 0
B D

ˇ̌
ˇ̌ D jAj �

ˇ̌
ˇ̌ I �A�1B 0
B D

ˇ̌
ˇ̌ D jAj �

ˇ̌
ˇ̌ I �A�1B 0
0 D C BA�1B 0

ˇ̌
ˇ̌ D jAj � jD CBA�1B 0j;

which is non-zero. Hence in practical implementation of the scheme (3.141)–
(3.144), at each time step we can solve (3.153) and (3.154) for .EkC1

h ;HkC1
h /, then

update PkC1
h and MkC1

h using (3.151) and (3.152), respectively.

3.6.2.2 The Optimal Error Estimate

Before proving the optimal error estimate for the Crank-Nicolson scheme (3.141)–
(3.144), we need some estimates.

Lemma 3.22 ([184, Lemma 4.3]). For anyp.x; t/ 2 H3.0; T IL2.˝// and k � 1,
we have

jj.p
kC1 C pk

2
� pkC 1

2 / � .p
k C pk�1

2
� pk� 1

2 /jj20 	 �5

8

Z tkC1

tk�1

jjps3.s/jj20ds:

Proof. By Taylor expansions, it is easy to see the following identity is true:

p.t/C p.t � �/
2

�p.t � �

2
/ D 1

2
Œ

Z t

t� �
2

.t �s/ps2.s/dsC
Z t� �

2

t��
.s� tC�/ps2 .s/ds�;

applying which to pt we obtain

jj.p
kC1 C pk

2
� pkC 1

2 / � .p
k C pk�1

2
� pk� 1

2 /jj20

D jj
Z tkC1

tk

d

dt
.
p.t/C p.t � �/

2
� p.t � �

2
//dtjj20

D jj1
2

Z tkC1

tk

Œ

Z t

t� �
2

.t � s/ps3.s/ds C
Z t� �

2

t��
.s � t C �/ps3.s/ds�dtjj20
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	 �

4

Z tkC1

tk

2Œjj
Z t

t� �
2

.t � s/ps3.s/dsjj20 C jj
Z t� �

2

t��
.s � t C �/ps3.s/dsjj20�dt

	 �

2

Z tkC1

tk

Œ
�

2
jj
Z t

t� �
2

.t � s/2jjps3.s/jj20ds C �

2

Z t� �
2

t��
.s � t C �/2jjps3.s/jj20ds�dt

	 �3

2
� �

2

4

Z tkC1

tk�1

jjps3.s/jj20ds;

from which the proof completes. ut
By similar arguments, the following two estimates can be proved (cf. [184]).

Lemma 3.23. For any p.x; t/ 2 H4.0; T IL2.˝// and k � 1, we have

jj.ı�pkC1 � pkC 1
2

t /� .ı�p
k � p

k� 1
2

t /jj20 	 �5

32

Z tkC1

tk�1

jjps4.s/jj20ds:

Lemma 3.24. For any p.x; t/ 2 H2.0; T IL2.˝// and k � 1, we have

jjp
kC1 C pk�1

2
� pkjj20 	 �3

Z tkC1

tk�1

jjps2.s/jj20ds:

With the above estimates and proper regularity assumptions, we can prove the
following optimal error estimate.

Theorem 3.14. Let .Em;Hm;Pm;Mm/ and .Emh ;H
m
h ;P

m
h ;M

m
h / be the analytic and

numerical solutions of (3.129)–(3.132) and (3.141)–(3.144) at time tm; respectively.
Under the regularity assumptions

E 2 H1.0; T IHl.curlI˝//\ L1.0; T IHl.curlI˝//\H2.0; T IH.curlI˝//;
P 2 H2.0; T IHl.curlI˝//\L1.0; T IHl.curlI˝//\H4.0; T I .L2.˝//3/;
H 2 H2.0; T IH.curlI˝//\ L1.0; T I .H l .˝//3/;

M 2 H4.0; T I .L2.˝//3/ \L1.0; T I .H l.˝//3/;

there exists a constant C > 0 independent of mesh size h and time step � , such that

�0jjEn � Enhjj20 C !2e0
�0!2pe

jjPn � Pnhjj20 C �0jjHn � Hn
hjj20 C !2m0

�0!2pm
jjMn � Mn

hjj20

	 C.h2l C �4/C C.jj�0hjj20 C jj Q�0h jj20 C jj�0hjj20 C jj Q�0hjj20/;
CC Œjj�1h jj20 C jjı� Q�1h jj20 C jj Q�1hjj20 C jj�1hjj20 C jjı� Q�1hjj20 C jj Q�1hjj20�;
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where �kh D˘hEk � Ekh; �
k
h DPhHk � Hk

h;
Q�kh D˘hPk � Pkh; Q�kh DPhMk � Mk

h; and
l � 1 is the order of the basis functions in spaces Uh and Vh:

Remark 3.3. Note that the initial approximations (3.145)–(3.150) yield the initial
errors

jj�0hjj0 D jj Q�0h jj0 D jj�0hjj0 D jj Q�0hjj0 D 0;

jj�1hjj0 D jjı� Q�1h jj0 D jj Q�1hjj0 D jj�1hjj0 D jjı� Q�1hjj0 D jj Q�1hjj0 D O.hl C �2/;

from which we have the optimal error estimate

jjE � Enhjj0 C jjP � Pnhjj0 C jjH � Hn
hjj0 C jjM � Mn

hjj0 	 C.hl C �2/:

Proof. Integrating (3.129) and (3.130) in time from t D tk�1 to tkC1 and dividing
all by 2� , and integrating (3.131) and (3.132) in time from t D tk� 1

2
to t D tkC 1

2
and

then dividing by � , we have

�0.ı2�Ek;�/C .ı2�Pk;�/� .
1

2�

Z tkC1

tk�1

H.s/ds;r � �/ D 0; (3.155)

�0.ı2�Hk; /C .ı2�Mk; /C .
1

2�

Z tkC1

tk�1

r � E.s/ds; / D 0; (3.156)

1

��0!2pe
.
@PkC 1

2

@t
� @Pk� 1

2

@t
; Q�/C �e

�0!2pe
.
PkC 1

2 � Pk� 1
2

�
; Q�/

C !2e0
�0!2pe

.
1

�

Z t
kC

1
2

t
k�

1
2

P.s/ds; Q�/� .
1

�

Z t
kC

1
2

t
k�

1
2

E.s/ds; Q�/ D 0; (3.157)

1

��0!2pm
.
@MkC 1

2

@t
� @Mk� 1

2

@t
; Q /C �m

�0!2pm
.
MkC 1

2 � Mk� 1
2

�
; Q /

C !2m0
�0!2pm

.
1

�

Z t
kC

1
2

t
k�

1
2

M.s/ds; Q /� .
1

�

Z t
kC

1
2

t
k�

1
2

H.s/ds; Q / D 0: (3.158)

Denote �kh D˘hEk � Ekh; �
k
h DPhHk � Hk

h;
Q�kh D˘hPk � Pkh; Q�kh DPhMk � Mk

h:

Subtracting (3.141)–(3.144) from (3.155)–(3.158) with �D�h,  D h, Q�D Q�h,
and Q D Q h, using the property of operator Ph; we obtain the error equations

.i/ �0.
�kC1
h � �k�1

h

2�
;�h/C .

Q�kC1
h � Q�k�1

h

2�
;�h/ � 1

2
.�kC1
h C �k�1

h ;r � �h/

D �0.
.˘hEkC1 �˘hEk�1/� .EkC1 � Ek�1/

2�
;�h/
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C. .˘hPkC1 �˘hPk�1/ � .PkC1 � Pk�1/
2�

;�h/

�.1
2
.HkC1 C Hk�1/� 1

2�

Z tkC1

tk�1

H.s/ds;r � �h/; (3.159)

.ii/ �0.
�kC1
h � �k�1

h

2�
; h/C .

Q�kC1
h � Q�k�1

h

2�
; h/C 1

2
.r � .�kC1

h C �k�1
h /; h/

D .
1

2
.r �˘hEkC1 C r �˘hEk�1/ � 1

2�

Z tkC1

tk�1

r � E.s/ds; h/; (3.160)

.iii/
1

��0!2pe
.ı� Q�kC1

h � ı� Q�kh ; Q�h/C �e

�0!2pe
.

Q�kC1
h � Q�k�1

h

2�
; Q�h/

C !2e0
�0!2pe

.
Q�kC1
h C Q�k�1

h

2
; Q�h/ � . �

kC1
h C �k�1

h

2
; Q�h/

D 1

��0!2pe
..ı�˘hPkC1 � ı�˘hPk/� .P

kC 1
2

t � P
k� 1

2
t /; Q�h/

C �e

�0!2pe
.
˘hPkC1 �˘hPk�1

2�
� PkC 1

2 � Pk� 1
2

�
; Q�h/

C !2e0
�0!2pe

.
˘hPkC1 C˘hPk�1

2
� 1

�

Z t
kC

1
2

t
k�

1
2

P.s/ds; Q�h/

�.˘hEkC1 C˘hEk�1

2
� 1

�

Z t
kC

1
2

t
k�

1
2

E.s/ds; Q�h/; (3.161)

.iv/
1

��0!2pm
.ı� Q�kC1

h � ı� Q�kh; Q h/C �m

�0!2pm
.

Q�kC1
h � Q�k�1

h

2�
; Q h/

C !2m0
�0!2pm

.
Q�kC1
h C Q�k�1

h

2
; Q h/� .

�kC1
h C �k�1

h

2
; Q h/

D 1

��0!2pm
..ı�MkC1 � ı�Mk/ � .MkC 1

2
t � M

k� 1
2

t /; Q h/

C �m

�0!2pm
.
MkC1 � Mk�1

2�
� MkC 1

2 � Mk� 1
2

�
; Q h/
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C !2m0
�0!2pe

.
MkC1 C Mk�1

2
� 1

�

Z t
kC

1
2

t
k�

1
2

M.s/ds; Q h/

�.HkC1 C Hk�1

2
� 1

�

Z t
kC

1
2

t
k�

1
2

H.s/ds; Q h/: (3.162)

Choosing �h D �.�kC1
h C �k�1

h /;  h D �.�kC1
h C �k�1

h /; Q�h D �.ı� Q�kC1
h C

ı� Q�kh /; Q h D �.ı� Q�kC1
h Cı� Q�kh/ in the above error equations, and adding the resultants

together, we obtain

�0

2
.jj�kC1

h jj20 � jj�k�1
h jj20/C 1

�0!2pe
.jjı� Q�kC1

h jj20 � jjı� Q�kh jj20/

C !2e0
2�0!2pe

.jj Q�kC1
h jj20 � jj Q�k�1

h jj20/C �0

2
.jj�kC1

h jj20 � jj�k�1
h jj20/

C 1

�0!2pm
.jjı� Q�kC1

h jj20 � jjı� Q�khjj20/C !2m0
2�0!2pm

.jj Q�kC1
h jj20 � jj Q�k�1

h jj20/

	
12X

iD1
Erri ; (3.163)

where Erri are those right hand side terms from (3.159) to (3.162).
The proof can be done by carefully estimating all Erri . Details can be seen in the

original paper [184]. ut

3.6.3 Some Other Schemes

By introducing the induced electric and magnetic currents J D @P
@t

and K D @M
@t
;

respectively, we can rewrite the Lorentz model (3.123)–(3.126) as

�0
@E
@t

D r � H � J (3.164)

�0
@H
@t

D �r � E � K (3.165)

1

�0!2pe

@J
@t

C �e

�0!2pe
J D E � !2e0

�0!2pe
P (3.166)

!2e0
�0!2pe

@P
@t

D !2e0
�0!2pe

J (3.167)

1

�0!2pm

@K
@t

C �m

�0!2pm
K D H � !2m0

�0!2pm
M (3.168)
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!2m0
�0!2pm

@M
@t

D !2m0
�0!2pm

K: (3.169)

Multiplying the above equations by E;H; J;P;K and M, respectively, then
integrating over ˝ and summing up the resultants, we can easily obtain the
following stability.

Lemma 3.25.

�0jjE.t/jj20 C �0jjH.t/jj20 C 1

�0!2pe
jjJ.t/jj20

C 1

�0!2pm
jjK.t/jj20 C !2e0

�0!2pe
jjP.t/jj20 C !2m0

�0!2pm
jjM.t/jj20

	 �0jjE.0/jj20 C �0jjH.0/jj20 C 1

�0!2pe
jjJ.0/jj20

C 1

�0!2pm
jjK.0/jj20 C !2e0

�0!2pe
jjP.0/jj20 C !2m0

�0!2pm
jjM.0/jj20:

We can construct a Crank-Nicolson scheme for solving the system (3.164)–
(3.169): For kD 1; 2; � � � ; N; find Ekh 2 V0

h; J
k
h;P

k
h 2 Vh;Hk

h;K
k
h;M

k
h 2 Uh such

that

�0.ı�Ekh;�h/� .H
k

h;r � �h/C .J
k

h;�h/ D 0; (3.170)

�0.ı�Hk
h; h/C .r � E

k

h; h/C .K
k

h; h/ D 0; (3.171)

1

�0!2pe
Œ.ı�Jkh;�1h/C �e.J

k

h;�1h/C !2e0.P
k

h;�1h/� D .E
k

h;�1h/; (3.172)

!2e0
�0!2pe

.ı�Pkh;�2h/� !2e0
�0!2pe

.J
k

h;�2h/ D 0; (3.173)

1

�0!2pm
Œ.ı�Kk

h; 1h/C �m.K
k

h; 1h/C !2m0.M
k

h; 1h/� D .H
k

h; 1h/; (3.174)

!2m0
�0!2pm

.ı�Mk
h; 2h/ � !2m0

�0!2pm
.K

k

h; 2h/ D 0; (3.175)

hold true for any �h 2 V0
h; h; 1h; 2h 2 Uh;�1h;�2h 2 Vh; and are subject to

the initial approximations

E0h.x/ D ˘hE0.x/; J0h.x/ D ˘hJ0.x/; P0h.x/ D ˘hP0.x/;

H0
h.x/ D PhH0.x/; K0

h.x/ D PhK0.x/; M0
h.x/ D PhM0.x/:
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Choosing �h D E
k

h; h D H
k

h;�1h D J
k

h;�2h D P
k

h; 1h D K
k

h; 2h D M
k

h in
(3.170)–(3.175), respectively, and adding the resultants together, we can obtain
the following discrete stability in exactly the same form as in the continuous case.

Lemma 3.26. For any k � 1, we have

�0jjEkhjj20 C �0jjHk
hjj20 C 1

�0!2pe
jjJkhjj20

C 1

�0!2pm
jjKk

hjj20 C !2e0
�0!2pe

jjPkhjj20 C !2m0
�0!2pm

jjMk
hjj20

	 �0jjE0hjj20 C �0jjH0
hjj20 C 1

�0!2pe
jjJ0hjj20

C 1

�0!2pm
jjK0

hjj20 C !2e0
�0!2pe

jjP0hjj20 C !2m0
�0!2pm

jjM0
hjj20:

We want to show that practical implementation of (3.170)–(3.175) is actually not
that scary. Solving (3.173), we obtain

Pkh D Pk�1
h C �

2
.Jkh C Jk�1

h /: (3.176)

Substituting (3.176) into (3.172) and simplifying the result, we have

ˇJkh D .1 � ��e

2
� �2!2e0

4
/Jk�1
h � �!2e0P

k�1
h C ��0!

2
pe

2
.Ekh C Ek�1

h /; (3.177)

where we denote ˇD 1C ��e
2

C �2!2e0
4
:

Then substituting (3.177) into (3.170) and simplifying the result, we have

�0.1C �2!2pe

4ˇ
/.Ekh;�h/ � �

2
.Hk

h;r � �h/ D �0.1 � �2!2pe

4ˇ
/.Ek�1

h ;�h/

C�

2
.Hk�1

h ;r � �h/ � 1

ˇ
.�Jk�1

h � �2!2e0
2

Pk�1
h ;�h/: (3.178)

Similarly, from (3.173) to (3.175), we can obtain

Mk
h D Mk�1

h C �

2
.Kk

h C Kk�1
h /; (3.179)

Q̌Kk
h D .1���m

2
� �2!2m0

4
/Kk�1

h � �!2m0Mk�1
h C��0!

2
me

2
.Hk

hCHk�1
h /;

(3.180)
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�0.1C �2!2me

4 Q̌ /.Hk
h; h/C �

2
.r � Ekh; h/ D �0.1 � �2!2me

4 Q̌ /.Hk�1
h ; h/

��
2
.r � Ek�1

h ; h/� 1

Q̌ .�Kk�1
h � �2!2m0

2
Mk�1
h ; h/: (3.181)

Hence, at each time step, we first solve a system formed by (3.178) and (3.181)
for Ekh and Hk

h; then use (3.177) and (3.180) to update Jkh and Kk
h; finally, use (3.176)

and (3.179) to update Pkh and Mk
h:

With proper regularity assumption, we can similarly prove the following optimal
error estimate:

jjEn � Enhjj0 C jjPn � Pnhjj0 C jjHn � Hn
hjj0 C jjMn � Mn

hjj0
C jjJn � Jnhjj0 C jjKn � Kn

hjj0 	 C.hl C �2/: (3.182)

Finally, we like to mention that leap-frog type schemes can be constructed for
solving the system (3.164)–(3.169). For example, one leap-frog scheme is given as

following: For k � 0; find J
kC 1

2

h ;PkC1
h 2 Vh;Ekh 2 V0

h;K
kC 1

2

h ;MkC1
h ;H

kC 3
2

h 2 Uh

such that

1

�0!2pe

J
kC 1

2

h � J
k� 1

2

h

�
C �e

2�0!2pe
.J
kC 1

2

h C J
k� 1

2

h / D Ekh � !2e0
�0!2pe

Pkh;

!2e0
�0!2pe

PkC1
h � Pkh
�

D !2e0
�0!2pe

J
kC 1

2

h ;

�0.
EkC1
h � Ekh
�

;�h/ � .HkC 1
2

h ;r � �h/C .J
kC 1

2

h ;�h/ D 0;

1

�0!2pm

K
kC 1

2

h � K
k� 1

2

h

�
C �m

2�0!2pm
.K

kC 1
2

h C K
k� 1

2

h /

D 1

2
.H

kC 1
2

h C H
k� 1

2

h /� !2m0
�0!2pm

Mk
h;

!2m0
�0!2pm

MkC1
h � Mk

h

�
D !2m0
�0!2pm

K
kC 1

2

h ;

�0.
H
kC 3

2

h � H
kC 1

2

h

�
; h/C .r � EkC1

h ; h/C .K
kC 1

2

h ; h/ D 0;

hold true for any �h 2 V0
h and  h 2 Uh: Readers are encouraged to carry out the

stability and error analysis by following the technique developed in Sect. 3.5 for the
Drude model.
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3.7 Extensions to the Drude-Lorentz Model

3.7.1 The Well-Posedness

Recall from Chap. 1 that the governing equations for the Drude-Lorentz model are:

�0
@E
@t

D r � H � J; (3.183)

�0
@H
@t

D �r � E � K; (3.184)

1

�0!
2
0F

@K
@t

C �

�0!
2
0F

K C 1

�0F
M D H; (3.185)

1

�0F

@M
@t

D 1

�0F
K; (3.186)

1

�0!2p

@J
@t

C 


�0!2p
J D E: (3.187)

To complete the problem, we assume that the perfect conducting boundary
condition (3.59) is imposed, and the initial conditions

E.x; 0/ D E0.x/; H.x; 0/ D H0.x/; (3.188)

K.x; 0/ D K0.x/; M.x; 0/ D M0.x/; J.x; 0/ D J0.x/; (3.189)

hold true. Here E0;H0;K0;M0 and J0 are some given functions.
First, we have the following stability for our model problem (3.183)–(3.187).

Lemma 3.27. For the solution .E;H;K;M; J/ of problem (3.183)–(3.187) subject
to boundary condition (3.59) and initial conditions (3.188) and (3.189), the
following stability holds true:

�0jjE.t/jj20 C �0jjH.t/jj20 C 1

�0!
2
0F

jjK.t/jj20 C 1

�0F
jjM.t/jj20 C 1

�0!2p
jjJ.t/jj20

	 �0jjE0jj20 C �0jjH0jj20 C 1

�0!
2
0F

jjK0jj20 C 1

�0F
jjM0jj20 C 1

�0!2p
jjJ0jj20: (3.190)

Proof. Note that the problem (3.183)–(3.187) can be rewritten as

@

@t
A u.t/ D .B C C /u.t/; (3.191)
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where vector u.t/ D .E;H;K;M; J/0, matrices

A D diag.�0I3; �0I3;
1

�0!
2
0F

I3;
1

�0F
I3;

1

�0!2p
I3/;

C D diag.03; 03;� �

�0!
2
0F

I3; 03;� 


�0!2p
I3/;

and

B D

0

BBBBB@

03 r� 03 03 �I3
�r� 03 �I3 03 03
03 I3 03 � 1

�0F
I3 03

03 03
1

�0F
I3 03 03

I3 03 03 03 03

1

CCCCCA
:

Here I3 denotes a 3 � 3 identity matrix, and 03 denotes a 3 � 3 zero matrix.
To prove the stability, left-multiplying (3.191) by u0, then integrating over˝ , and

using the property u0Bu D 0, we obtain

d

dt
.u0A u/ D u0C u 	 0;

integrating which with respect to t leads to the stability (3.190). ut
Remark 3.4. The stability (3.190) can be proved directly as we did previously for
the Drude model and Lorentz model. Multiplying (3.183)–(3.187) by E;H;K;M; J
and integrating over˝ , then adding the resultants together, we obtain

1

2

d

dt
Œ�0jjE.t/jj20 C �0jjH.t/jj20 C 1

�0!
2
0F

jjK.t/jj20 C 1

�0F
jjM.t/jj20

C 1

�0!2p
jjJ.t/jj20�

C 


�0!2p
jjJ.t/jj20 C �

�0!
2
0F

jjK.t/jj20 D 0;

integrating which from 0 to t leads to (3.190). Rewriting the last three governing
equations (3.185)–(3.187) in this way leads to this elegant proof.

Now, let us prove the existence for the model problem (3.183)–(3.187).

Theorem 3.15. The problem (3.183)–(3.187) has a unique solution .E;H/ in
H.curl I˝/˚H.curl I˝/:
Proof. Though the technique developed in Theorems 3.8 and 3.13 can still be used
here, we apply a different technique developed in [122].

From ordinary differential equation theory, it is easy to see that the solutions of
(1.29) and (1.30) with zero initial conditions can be expressed as
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P.x; t/ D �0!
2
p




Z t

0

.1 � e�
.t�s//E.x; s/ds; (3.192)

and

M.x; t/ D �0F!
2
0

Z t

0

g.t � s/H.x; s/ds; (3.193)

respectively. Here the kernel g.t/D 1
˛
e� �

2 t sin.˛t/, where ˛D
q
!20 � .

�

2
/2:

Using the definition J D @P
@t

and K D @M
@t

introduced in Chap. 1, then substituting
(3.192) and (3.193) into (3.183) and (3.184), respectively, we can rewrite (3.183)
and (3.184) as:

d

dt
.AE CK � E / D LE C F ; (3.194)

where we denote E D .E;H/0, � for the convolution product, F for source terms
obtained by transforming a problem with non-zero initial conditions to a problem
with zero initial conditions. Moreover

A D
�
�0I3 03
03 �0I3

�
; K D

�
�1I3 03
03 �1I3

�
; L D

�
03 r�

�r� 03

�
;

where �1 D �0!
2
p



.u.t/ � e�
t /, �1 D�0F!

2
0g.t/, and u.t/ denotes the unit step

function.
Note that problem (3.194) is a special case of Problem I of [122], whose existence

and uniqueness is guaranteed by Theorem 3.1 of [122]. ut

3.7.2 Two Numerical Schemes

In this section, we present two fully-discrete schemes developed in [195] for solving
the problem (3.183)–(3.187).

First, let us start with a Crank-Nicolson type scheme: For kD 1; 2; � � � ; N; find
Ekh 2 V0

h; J
k
h 2 Vh;Hk

h;K
k
h;M

k
h 2 Uh such that

�0.ı�Ekh;�h/� .H
k

h;r � �h/C .J
k

h;�h/ D 0; (3.195)

�0.ı�Hk
h; h/C .r � E

k

h; h/C .K
k

h; h/ D 0; (3.196)

1

�0!
2
0F

.ı�Kk
h;

Q 1h/C �

�0!
2
0F

.K
k

h;
Q 1h/C 1

�0F
.M

k

h;
Q 1h/ D .H

k

h;
Q 1h/;

1

�0F
.ı�Mk

h;
Q 2h/ D 1

�0F
.K

k

h;
Q 2h/; (3.197)

1

�0!2p
.ı�Jkh; Q�h/C 


�0!2p
.J
k

h;
Q�h/ D .E

k

h;
Q�h/; (3.198)
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hold true for any �h 2 V0
h; h;

Q 1h;
Q 2h 2 Uh; Q�h 2 Vh, and are subject to the

initial approximations

E0h.x/ D ˘hE0.x/; H0
h.x/ D PhH0.x/;

K0
h.x/ D PhK0.x/; M0

h.x/ D PhM0.x/; J0h.x/ D ˘hJ0.x/:

Below we show that the scheme (3.195)–(3.198) satisfies a discrete stability,
which has exactly the same form as the continuous case proved in Lemma 3.27.

Lemma 3.28. For any k � 1, we have

�0jjEkhjj20 C �0jjHk
hjj20 C 1

�0!2p
jjJkhjj20 C 1

�0!
2
0F

jjKk
hjj20 C 1

�0F
jjMk

hjj20

	 �0jjE0hjj20 C �0jjH0
hjj20 C 1

�0!2p
jjJ0hjj20 C 1

�0!
2
0F

jjK0
hjj20 C 1

�0F
jjM0

hjj20:

Proof. Choosing �h D �E
k

h; h D �H
k

h;
Q 1h D �K

k

h;
Q 2h D �M

k

h;
Q�h D �J

k

h in
(3.195)–(3.198), respectively, then adding the resultants together, we have

�0

2
.jjEkhjj20 � jjEk�1

h jj20/C �0

2
.jjHk

hjj20 � jjHk�1
h jj20/C 1

2�0!2p
.jjJkhjj20 � jjJk�1

h jj20/

C �


�0!2p
jjJkhjj20 C 1

2�0!
2
0F

.jjKk
hjj20 � jjKk�1

h jj20/

C ��

�0!
2
0F

jjKk

hjj20 C 1

2�0F
.jjMk

hjj20 � jjMk�1
h jj20/ D 0;

which easily concludes the proof. ut
For the Crank-Nicolson scheme (3.195)–(3.198), the following optimal error

estimate can be proved similarly to Theorem 3.10. Details can be found in the
original paper [195].

Theorem 3.16. Let .Em;Hm;Km;Mm; Jm/ and .Emh ;H
m
h ;K

m
h ;M

m
h ; J

m
h / be the ana-

lytic and numerical solutions of (3.183)–(3.187) and (3.195)–(3.198) at time tm;
respectively. Under proper regularity assumptions, there exists a constant C > 0

independent of mesh size h and time step � , such that

p
�0jjEn � Enhjj0 C p

�0jjHn � Hn
hjj0 C 1

q
�0!2p

jjJn � Jnhjj0

C 1
q
�0!

2
0F

jjKn � Kn
hjj0 C 1p

�0F
jjMn � Mn

hjj0 	 C.hl C �2/;

where l � 1 is the order of the basis functions in spaces Uh and Vh:
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Note that the Crank-Nicolson scheme (3.195)–(3.198) has a non-symmetric
linear system of as many as 15 unknown functions (five 3-D unknown variables),
which results a very large-scale system even for linear edge elements. Hence directly
solving the coupled system is quite challenging. In this aspect the leap-frog scheme
developed below (cf. (3.199)–(3.202)) is more practical and appealing, since one
unknown variable is solved at each step. Of course, the leap-frog scheme has to
obey the CFL time step constraint.

A leap-frog type scheme for solving (3.183)–(3.187) is proposed in [195]: For

kD 1; 2; � � � ; find Ekh 2 V0
h; J

kC 1
2

h 2 Vh;H
kC 1

2

h ;Kk
h;M

kC 1
2

h 2 Uh such that

�0.
Ekh � Ek�1

h

�
;�h/ � .Hk� 1

2

h ;r � �h/C .J
k� 1

2

h ;�h/ D 0; (3.199)

�0.
H
kC 1

2

h � H
k� 1

2

h

�
; h/C .r � Ekh; h/C .Kk

h; h/ D 0; (3.200)

1

�0!
2
0F

.
Kk
h � Kk�1

h

�
; Q 1h/C �

�0!
2
0F
.
Kk
h C Kk�1

h

2
; Q 1h/C 1

�0F
.M

k� 1
2

h ; Q 1h/

D .H
k� 1

2

h ; Q 1h/;

1

�0F
.
M
kC 1

2

h � M
k� 1

2

h

�
; Q 2h/ D 1

�0F
.Kk

h;
Q 2h/; (3.201)

1

�0!2p
.
J
kC 1

2

h � J
k� 1

2

h

�
; Q�h/C 


�0!2p
.
J
kC 1

2

h C J
k� 1

2

h

2
; Q�h/ D .Ekh; Q�h/; (3.202)

hold true for any �h 2 V0
h; h;

Q 1h;
Q 2h 2 Uh; Q�h 2 Vh, and are subject to the

initial approximations

E0h.x/ D ˘hE0.x/; K0
h.x/ D PhK0.x/; (3.203)

H
1
2

h .x/ D PhŒH0.x/� �

2
��1
0 .r � E0.x/C K0.x//�;

M
1
2

h .x/ D PhŒM0.x/C �

2
K0.x/�;

J
1
2

h .x/ D ˘hŒJ0.x/C �

2
.�0!

2
pE0.x/� 
J0.x//�: (3.204)

The following discrete stability for the leap-frog scheme (3.199)–(3.202) can be
proved similarly to Theorem 3.11.

Theorem 3.17. Under the time step constraint

� D minf 1

2!0
p
F
;
1

2!0
;
1

2!p
;

h

2CvCinv
g; (3.205)
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where Cv and Cinv are defined in Theorem 3.11. Then for any k � 1, we have

�0jjEkhjj20 C �0jjHkC 1
2

h jj20 C 1

�0!2p
jjJkC 1

2

h jj20 C 1

�0!
2
0F

jjKk
hjj20 C 1

�0F
jjMkC 1

2

h jj20

	 C Œ�0jjE0hjj20 C �0jjH
1
2

h jj20 C 1

�0!2p
jjJ 1

2

h jj20 C 1

�0!
2
0F

jjK0
hjj20 C 1

�0F
jjM 1

2

h jj20�;

where C > 1 is independent of h and � .

Similarly to Theorem 3.12, the following optimal error estimate can be proved.

Theorem 3.18. Let.Em;HmC 1
2 ;Km;MmC 1

2 ; JmC 1
2 / and .Emh ;H

mC 1
2

h ;Km
h ;M

mC 1
2

h ;

J
mC 1

2

h / be the analytic and numerical solutions of (3.183)–(3.187) and (3.199)–
(3.202), respectively. Under proper regularity assumptions, there exists a constant
C > 0 independent of h and � such that

p
�0jjEn � Enhjj0 C p

�0jjHnC 1
2 � H

nC 1
2

h jj0 C 1
q
�0!2p

jjJnC 1
2 � J

nC 1
2

h jj0

C 1
q
�0!

2
0F

jjKn � Kn
hjj0 C 1p

�0F
jjMnC 1

2 � M
nC 1

2

h jj0 	 C.hl C �2/;

where l � 1 is the order of the basis functions in spaces Uh and Vh:

3.8 Bibliographical Remarks

In this chapter we presented some basic time-domain finite element (FETD)
methods developed for Maxwell’s equations in metamaterials. Some early works
on FETD can be found in papers [79,178] and references cited therein. Since 2000,
in addition to our own work on FETD (e.g., [189, 190, 193, 194]), there has been a
growing interest in developing FETD methods for Maxwell’s equations in dispersive
media [25, 160, 207, 251, 258, 290]. A nice list of literature on FETD methods for
general complex media (including metamaterials) can be found in the review paper
by Teixeira [277], which provides over 300 papers (though many are on FDTD
methods) published by 2007. Another very recent and excellent review on FETD
was written by Chen and Monk [68], which provides some numerical analysis on
use of edge elements and certain A-stable schemes.

For more advanced finite element theory for Maxwell’s equations, interested
readers should consult some more theoretical papers such as [11,13,40,41,75,145,
222] and the classic book by Monk [217].



Chapter 4
Discontinuous Galerkin Methods
for Metamaterials

In this chapter, we introduce several discontinuous Galerkin (DG) methods for
solving time-dependent Maxwell’s equations in dispersive media and metamaterials.
We first present a succint review of DG methods in Sect. 4.1. Then we present
some DG methods for the cold plasma model in Sect. 4.2. Here the DG methods
are developed for a second-order integro-differential vector wave equation. We
then consider DG methods for the Drude model written in a system of first-
order differential equations in Sect. 4.3. Finally, we extend the nodal DG methods
developed by Hesthaven and Warburton (Nodal discontinuous Galerkin methods:
algorithms, analysis, and applications. Springer, New York, 2008) to metamaterial
Maxwell’s equations in Sect. 4.4.

4.1 A Brief Overview of DG Methods

The discontinuous Galerkin method was originally introduced in 1973 by Reed and
Hill for solving a neutron transport equation. In recent years the DG method gained
more popularity in solving various differential equations due to its great flexibility in
mesh construction, easily handling complex geometries or interfaces, and efficiency
in parallel implementation. A detailed overview on the evolution of the DG methods
from 1973 to 1999 is provided by Cockburn et al. [83]. More details and references
on DG methods can be found in books [83, 99, 141, 247] and references therein.

In the past decade, there has been considerable interest in developing DG
methods for Maxwell’s equations in the free space [70, 84, 100, 120, 133, 140,
147, 168, 219, 238]. However, the study of DG method for Maxwell’s equations in
dispersive media (including metamaterial, a lossy dispersive composite material)
are very limited. In 2004, a time-domain DG method was investigated in [207]
for solving the first-order Maxwell’s equations in dispersive media, but no error
analysis was carried out. In 2009, a priori error estimate [151] and a posteriori error
estimation [182] of the interior penalty DG method were obtained for Maxwell’s

J. Li and Y. Huang, Time-Domain Finite Element Methods for Maxwell’s Equations
in Metamaterials, Springer Series in Computational Mathematics 43,
DOI 10.1007/978-3-642-33789-5 4, © Springer-Verlag Berlin Heidelberg 2013
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equations in dispersive media. However, the error estimate obtained in [151] was
optimal in the energy norm, but sub-optimal in the L2-norm. Later, the error
estimates were improved to be optimal in the L2-norm for both a semi-discrete DG
scheme and a fully explicit DG scheme [186]. In [155], a fully implicit DG method
was developed for solving dispersive media models. This scheme is proved to be
unconditionally stable and has optimal error estimates in both L2 norm and DG
energy norm. Very recently, some DG methods have been developed for dispersive
[251, 290] and metamaterial [185] Maxwell’s equations written as a system of first-
order differential equations.

4.2 Discontinuous Galerkin Methods for Cold Plasma

4.2.1 The Modeling Equations

It is known that in reality all electromagnetic media show some dispersion, i.e.,
some physical parameters such as permittivity (and/or permeability) depends on the
wavelength. Such media are often called dispersive media. In most applications, we
are interested in linear dispersive media, which satisfy the relation (cf. (1.11)):

D.x; t/ D �.!/E; B.x; t/ D �.!/E;

and are often encountered in nature. For example, rock, soil, ice, snow, and
plasma are dispersive media. Hence, transient simulation of electromagnetic wave
propagation and scattering in dispersive media is important for a wide range of
applications involving biological media, optical materials, artificial dielectrics, or
earth media, where the host medium is frequency dispersive.

Since early 1990s, many FDTD methods have been developed for modeling
electromagnetic propagation in isotropic cold plasma. Early references can be found
in Chap. 9 of [276]. It is known that for an isotropic nonmagnetized cold electron
plasma, the complete governing equations are:

�0
@E
@t

D r � H � QJ (4.1)

�0
@H
@t

D �r � E (4.2)

@QJ
@t

C 
 QJ D �0!
2
pE (4.3)

where E is the electric field, H is the magnetic field, �0 is the permittivity of free
space, �0 is the permeability of free space, QJ is the polarization current density,
!p is the plasma frequency, 
 � 0 is the electron-neutron collision frequency.
Solving (4.3) with the assumption that the initial electron velocity is 0, we obtain
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QJ.E/ � QJ.x; t I E/

D �0!
2
pe

�
t
Z t

0

e
sE.x; s/ds D �0!
2
p

Z t

0

e�
.t�s/E.x; s/ds: (4.4)

Taking derivative of (4.1) with respect to t , and eliminating H and QJ by
using (4.2)–(4.4), we can reduce the modeling equations to the following integro-
differential equation

Et t C r � .C 2
v r � E/C !2pE � J.E/ D 0 in ˝ � I; (4.5)

where the rescaled polarization current density J is represented as

J.E/ D 
!2p

Z t

0

e�
.t�s/E.x; s/ds: (4.6)

Recall that Cv D 1p
�0�0

denotes the wave speed in free space. Here I D .0; T / is a

finite time interval and ˝ is a bounded Lipschitz polyhedron in R3:
To make the problem complete, we assume that the boundary of ˝ is a perfect

conductor so that
n � E D 0 on @˝ � I; (4.7)

and the initial conditions for (4.5) are given as

E.x; 0/ D E0.x/ and Et .x; 0/ D E1.x/; (4.8)

where E0.x/ and E1.x/ are some given functions.

Lemma 4.1. There exists a unique solution E 2 H0.curl I˝/ for (4.5).

Proof. Taking the Laplace transformation of (4.5) and denoting OE.s/ as the Laplace
transformation of E.t/, we have

s2 OE � sE.0/ � Et .0/C r � .C 2
v r � OE/C !2p

OE � 
!2p
1

s C 

OE D 0;

which can be rewritten as

s.s2 C
sC!2p/
OE C .sC
/r � .C 2

v r � OE/ D s.sC
/E.0/C .sC
/Et .0/: (4.9)

The weak formulation of (4.9) can be formulated as: Find OE 2 H0.curlI˝/
such that

s.s2 C 
s C !2p/.
OE; �/C .s C 
/.C 2

v r � OE;r � �/
D .s.s C 
/E.0/C .s C 
/Et .0/; �/; (4.10)
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holds true for any � 2 H0.curlI˝/: The existence of a unique weak solution OE is
guaranteed by the Lax-Milgram lemma. Taking the inverse Laplace transformation
of OE leads to the solution E for (4.5). ut

4.2.2 A Semi-discrete Scheme

We consider a shape-regular mesh Th that partitions the domain ˝ into disjoint
tetrahedral elements fKg, such that˝ D S

K2Th K: Furthermore, we denote the set
of all interior faces by F I

h , the set of all boundary faces by F B
h , and the set of all

faces by Fh D F I
h [FB

h :We want to remark that the optimalL2-norm error estimate
is based on a duality argument and inverse estimate, hence we need to assume that
the mesh be quasi-uniform and the domain˝ be convex.

We assume that the finite element space is given by

Vh D fv 2 L2.˝/3 W vjK 2 .Pl.K//3; K 2 Thg; l � 1; (4.11)

where Pl.K/ denotes the space of polynomials of total degree at most l on K .
A semi-discrete DG scheme can be formed for (4.5): For any t 2 .0; T /, find

Eh.�; t/ 2 Vh such that

.Eht t ; �/C ah.Eh; �/C !2p.E
h; �/ � .J.Eh/; �/ D 0; 8 � 2 Vh; (4.12)

subject to the initial conditions

EhjtD0 D ˘2E0; Eht jtD0 D ˘2E1; (4.13)

where ˘2 denotes the standard L2-projection onto Vh: Moreover, the bilinear form
ah is defined on Vh � Vh as

ah.u; v/ D
X

K2Th

Z

K

C 2
v r � u � r � vdx �

X

f 2Fh

Z

f

ŒŒu��T � ffC2
v r � vggdA

�
X

f 2Fh

Z

f

ŒŒv��T � ffC2
v r � uggdAC

X

f 2Fh

Z

f

aŒŒu��T � ŒŒv��T dA:

Here ŒŒv��T and ffvgg are the standard notation for the tangential jumps and averages
of v across an interior face f D @KC \@K� between two neighboring elementsKC
andK�:

ŒŒv��T D nC � vC C n� � v�; ffvgg D .vC C v�/=2; (4.14)
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where v˙ denote the traces of v from within K˙, and n˙ denote the unit outward
normal vectors on the boundaries @K˙, respectively. While on a boundary face f D
@K \ @˝ , we define ŒŒv��T D n � v and ffvgg D v: Finally, a is a penalty function,
which is defined on each face f 2 Fh as:

ajf D �c2v „�1;

where „jf D minfhKC ; hK�g for an interior face f D @KC \ @K�; and „jf D hK
for a boundary face f D @K \ @˝: The penalty parameter � is a positive constant
and has to be chosen sufficiently large in order to guarantee the coercivity of Qah.�; �/
defined below.

Furthermore, we denote the space V.h/ D H0.curlI˝/ C Vh and define the
semi-norm

jvj2h D
X

K2Fh
jjCvr � vjj20;K C

X

f 2Fh
jja1=2ŒŒv��T jj20;f ;

and the DG energy norm by

jjvjj2h D jj!pvjj20;˝ C jvj2h:

In order to carry out the error analysis, we introduce an auxiliary bilinear form
Qah on V.h/ � V.h/ defined as [134]

Qah.u; v/ D
X

K2Th

Z

K

C 2
v r � u � r � vdx �

X

f 2Fh

Z

f

ŒŒu��T � ffC2
v˘2.r � v/ggdA

�
X

f 2Fh

Z

f

ŒŒv��T � ffC2
v˘2.r � u/ggdAC

X

f 2Fh

Z

f

aŒŒu��T � ŒŒv��T dA:

Note that Qah equals ah on Vh�Vh and is well defined onH0.curlI˝/�H0.curlI˝/.
It is shown that Qah is both continuous and coersive:

Lemma 4.2 ([133, Lemma 5]). For � larger than a positive constant �min, inde-
pendent of the local mesh sizes, we have

j Qah.u; v/j 	 Ccontjujhjvjh; Qah.v; v/ � Ccoerjvj2h; u; v 2 V.h/;

where Ccont D p
2 and Ccoer D 1

2
:

For an element K and any u 2 .Pl.K//3, we have the standard inverse estimate

jjr � ujj0;K 	 Ch�1
K jjujj0;K;

and the trace estimate
jjujj0;@K 	 Ch

� 1
2

K jjujj0;K;
which, along with Lemma 4.2, yields the following lemma.
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Lemma 4.3. For a quasi-uniform mesh Th, there holds

j Qah.u;u/j 	 Cbh
�2jjujj20; u 2 Vh;

where the constant Cb > 0 depends on the quasi-uniformity constant of the mesh
and polynomial degree l , but is independent of the mesh size h:

First, we can prove that (4.12) has a unique solution.

Lemma 4.4. There exists a unique solution Eh for the discrete model (4.12).

Proof. Choosing � D Eht in (4.12), we obtain

1

2

d

dt
.jjEht jj20 C ah.Eh;Eh/C !2pjjEhjj20/� .J.Eh/;Eht / D 0;

integrating which, we have

jjEht .t/jj20 C ah.Eh.t/;Eh.t//C !2pjjEh.t/jj20

D jjEht .0/jj20 C ah.Eh.0/;Eh.0//C !2pjjEh.0/jj20 C 2

Z t

0

.J.Eh/;Eht /dt: (4.15)

Using the Cauchy-Schwarz inequality and the definition of J.E/, we have

2

Z t

0

.J.Eh/;Eht /dt 	
Z t

0

jjJ.Eh.t//jj20dt C
Z t

0

jjEht .t/jj20dt

	
Z t

0


!4p

2

Z t

0

jjEh.s/jj20dsdt C
Z t

0

jjEht .t/jj20dt

	 
!4pt

2

Z t

0

jjEh.t/jj20dt C
Z t

0

jjEht .t/jj20dt:

Substituting the above estimate into (4.15), then using Lemma 4.2 and the
discrete Gronwall inequality, we have the following stability

jjEht .t/jj20 C jEh.t/j2h C jjEh.t/jj20 	 jjEht .0/jj20 C jEh.0/j2h C jjEh.0/jj20;

which implies the uniqueness of solution for (4.12). Since (4.12) is a finite dimen-
sional linear system, the uniqueness of solution gives the existence immediately.

ut
The following optimal error estimate for (4.12) is proved in [186].

Theorem 4.1. Let E and Eh be the solutions of (4.5) and (4.12), respectively. Then
under the following regularity assumptions

E;Et 2L1.0; T I .H˛C	E .˝//3/; r �E;r �Et 2L1.0; T I .H˛.˝//3/;8 ˛ > 1

2
;
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there holds
jjE � EhjjL1.0;T I.L2.˝//3/ 	 Chmin.˛;l/C	E ;

where l � 1 is the degree of the polynomial function in the finite element
space (4.11), 	E 2 . 1

2
; 1� is related to the regularity of the Laplacian in polyhedra

(	E D 1 when ˝ is convex), and the constant C > 0 is independent of h:

Note that when E is smooth enough on a convex domain, Theorem 4.1 gives the
optimal error estimate in the L2-norm:

jjE � EhjjL1.0;T I.L2.˝//3/ 	 ChlC1:

4.2.3 A Fully Explicit Scheme

To define a fully discrete scheme, we divide the time interval .0; T / into N uniform
subintervals by points 0 D t0 < t1 < � � � < tN D T; where tk D k�:

A fully explicit scheme can be formulated for (4.5): For any 1 	 n 	 N �1; find
EnC1
h 2 Vh such that

.ı2�Enh; v/C ah.Enh; v/C !2p.E
n
h; v/� .Jnh; v/ D 0; 8v 2 Vh; (4.16)

subject to the initial approximation

E0h D ˘2E0; E1h D ˘2.E0 C �E1 C �2

2
Et t .0//; (4.17)

where ı2�Enh D .EnC1
h � 2Enh C En�1

h /=�2. Furthermore, Et t .0/ D �Œr � .C 2
v r �

E0/C !2pE0� is obtained by setting t D 0 in the governing equation (4.5), and Jnh is
obtained from the following recursive formula

J0h D 0; Jnh D e�
�Jn�1
h C 
!2p

2
�.e�
�En�1

h C Enh/; n � 1: (4.18)

Theorem 4.2. Let E and Enh be the solutions of the problem (4.5) and the finite
element scheme (4.16)–(4.18) at time t and tn, respectively. Under the CFL
condition

� <
2hq

Cb C !2ph
2
; (4.19)

where Cb is the constant of Lemma 4.3. Furthermore, we assume that

E;Et 2 L1.0; T I .H˛C	E .˝//3/; r � E;r � Et 2 L1.0; T I .H˛.˝//3/;

Et ;Et 2 ;Et 3 2 L1.0; T I .L2.˝//3/; Et 4 2 L2.0; T I .L2.˝//3/:
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Then there is a constant C > 0; independent of both the time step � and mesh size
h; such that

max
1�n�N jjEnh � Enjj0 	 C.�2 C hmin.˛;l/C	E /; l � 1;

where 	E has the same meaning as in Theorem 4.1.

Interested readers can find the detailed proof in the original paper [186]. For
smooth solutions on convex domain, we have the optimal L2 error estimate:

max
1�n�N jjEnh � Enjj0 	 C.�2 C hlC1/; l � 1:

4.2.4 A Fully Implicit Scheme

An implicit scheme for (4.5) can be constructed as follows: For any k � 1, find
EkC1
h 2 Vh such that

.ı2�E
k
h; v/C ah.E

k

h v/C !2p.E
k

h; v/ � .Jkh; v/ D 0; 8 v 2 Vh; (4.20)

subject to the same initial approximation E0h and E1h as (4.17), and the same recursive

definition Jkh as (4.18). Here we use the averaging operator E
k

h D .EkC1
h CEk�1

h /=2:

Lemma 4.5. For the Jkh defined in (4.18), we have

jJkhj 	 C�

kX

jD0
jEjh j; 8 k � 1;

and

jjJkhjj20 	 CT �

kX

jD0
jjEjh jj20; 8 k � 1:

Proof. Denote a D e�
� ; b D 
!2p
2
� . Then we can rewrite (4.18) as:

Jkh D aJk�1
h C abEk�1

h C bEkh;

from which we obtain

Jkh D a.aJk�2
h C abEk�2

h C bEk�1
h /C abEk�1

h C bEkh

D a2Jk�2
h C a2bEk�2

h C 2abEk�1
h C bEkh

D a2.aJk�3
h C abEk�3

h C bEk�2
h /C a2bEk�2

h C 2abEk�1
h C bEkh
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D a3Jk�3
h C a3bEk�3

h C 2a2bEk�2
h C 2abEk�1

h C bEkh

D � � �
D akJ0h C akbE0h C 2ak�1bE1h C � � � C 2a2bEk�2

h C 2abEk�1
h C bEkh: (4.21)

Using J0h D 0 and the definitions of a and b in (4.21), we have

jJkhj 	 C�

kX

jD0
jEjh j;

which leads to

jjJkhjj20 	 C�2.

kX

jD0
12/.

kX

jD0
jjEjh jj20/ 	 CT �

kX

jD0
jjEjh jj20;

which concludes the proof. ut
Using Lemma 4.5, we can prove the following unconditional stability for the

scheme (4.20).

Theorem 4.3. Denote the backward difference @�uk D .uk � uk�1/=�: Then for the
solution of scheme (4.20), we have

jj@�Enhjj20 C jjEnhjj2h 	 C.jjE1hjj2h C jjE0hjj2h C jj@�E1hjj20/; 8n � 2:

Proof. Choosing v D EkC1
h � Ek�1

h D �.@�EkC1
h C @�Ekh/ in (4.20), we obtain

jj@�EkC1
h jj20 � jj@�Ekhjj20 C 1

2
.eah.EkC1

h ;EkC1
h /�eah.Ek�1

h ;Ek�1
h //

C !2p

2
.jjEkC1

h jj20 � jjEk�1
h jj20/ D �.Jkh; @�E

kC1
h C @�Ekh/: (4.22)

Summing up (4.22) from k D 1 to k D n � 1 .2 	 n 	 M/, we have

jj@�Enhjj20 � jj@�E1hjj20 C 1

2
.eah.Enh;Enh/Ceah.En�1

h ;En�1
h / �eah.E1h;E1h/�eah.E0h;E0h//

C !2p

2
.jjEnhjj20 C jjEn�1

h jj20 � jjE1hjj20 � jjE0hjj20/

D �

n�1X

kD1
.Jkh; @�EkC1

h
C @�Ekh/: (4.23)
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By Lemma 4.5, we obtain

�

n�1X

kD1
.Jkh; @�E

kC1
h C @�Ekh/

	 �

n�1X

kD1
.
1

2ı1
jjJkhjj20 C ı1

2
jj@�EkC1

h C @�Ekhjj20/

	 �

2ı1

n�1X

kD1
.CT �

kX

jD0
jjEjh jj20/C ı1�

n�1X

kD1
.jj@�EkC1

h jj20 C jj@�Ekhjj20/

	 CT 2�

n�1X

kD0
jjEkhjj20 C 2ı1�

n�1X

kD1
jj@�Ekhjj20 C ı1� jj@�Enhjj20: (4.24)

Substituting (4.24) into (4.23), choosing ı1 small enough, then using the discrete
Gronwall inequality, we obtain

jj@�Enhjj20 C jjEnhjj2h 	 C.jjE1hjj2h C jjE0hjj2h C jj@�E1hjj20/;

which concludes the proof. ut
The following optimal error estimate is proved in [155].

Theorem 4.4. Let E and Ekh be the solutions of the problem (4.5) and the finite
element scheme (4.20) at the time t and tk , respectively. Under the regularity
assumptions:

E;r � E 2 L1.0; T I .H˛C	E .˝//3/; r � Et t 2 L2.0; T I .H˛.˝//3/;

Et ;Et t ;r � r � Et t 2 L2.0; T I .L2.˝//3/;
Et 3 2 L1.0; � IH.curlI˝//; r � Et 3 2 L1.0; � I .H˛.˝//3/;

there is a constant C > 0, independent of time step � and mesh size h, such that

max
1�n�M jjEnh � Enjj0 	 C.�2 C hmin.˛;l/C	E /;

and
max
1�n�M jjEnh � Enjjh 	 C.�2 C hmin.˛;l//;

where l � 1 is the degree of the polynomial function in the finite element
space (4.11). Hence, on a convex domain˝ , if the solution E has enough regularity,
we have the optimal error estimates

max
1�n�M jjEnh � Enjj0 	 C.�2 C hlC1/; max

1�n�M jEnh � Enjh 	 C.�2 C hl /:
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4.3 Discontinuous Galerkin Methods for the Drude Model

Taking the product of Eqs. (1.18)–(1.21) by test functions u; v;�; and integrating
by parts over any element Ti 2 Th, we have

�0

Z

Ti

@E
@t

� u �
Z

Ti

H � r � u �
Z

@Ti

ni � H � u C
Z

Ti

J � u D 0; (4.25)

�0

Z

Ti

@H
@t

� v C
Z

Ti

E � r � v C
Z

@Ti

ni � E � v C
Z

Ti

K � v D 0; (4.26)

1

�0!2pe

Z

Ti

@J
@t

� � C �e

�0!2pe

Z

Ti

J � � D
Z

Ti

E � �; (4.27)

1

�0!2pm

Z

Ti

@K
@t

�  C �m

�0!2pm

Z

Ti

K �  D
Z

Ti

H �  : (4.28)

Let us look at the semi-discrete solution Eh;Hh; Jh;Kh 2 C1.0; T I Vh/ as a
solution of the following weak formulation: For any uh; vh; �h;  h 2 Vh, and any
element Ti 2 Th,

�0

Z

Ti

@Eh
@t

� uh �
Z

Ti

Hh � r � uh �
X

K2
i

Z

aik

uh � nik � ffHhggik C
Z

Ti

Jh � uh D 0;

(4.29)

�0

Z

Ti

@Hh

@t
� vh C

Z

Ti

Eh � r � vh C
X

K2
i

Z

aik

vh � nik � ffEhggik C
Z

Ti

Kh � vh D 0;

(4.30)

1

�0!2pe

Z

Ti

@Jh
@t

� �h C �e

�0!2pe

Z

Ti

Jh � �h D
Z

Ti

Eh � �h; (4.31)

1

�0!2pm

Z

Ti

@Kh

@t
�  h C �m

�0!2pm

Z

Ti

Kh �  h D
Z

Ti

Hh �  h; (4.32)

hold true and are subject to the initial conditions:

Eh.0/ D ˘2E0; Hh.0/ D ˘2H0; Jh.0/ D ˘2J0; Kh.0/ D ˘2K0; (4.33)

where ˘2 denotes the standard L2-projection onto Vh. Recall that E0;H0; J0 and
K0 are the given initial condition functions. Here we denote Vi for the set of indices
of all neighboring elements of Ti and aik for the internal face aik D Ti \ Tk .

Denote the semi-discrete energy Eh:

Eh.t/ D 1

2
.�0jjEh.t/jj20 C �0jjHh.t/jj20 C 1

�0!2pe
jjJh.t/jj20 C 1

�0!2pm
jjKh.t/jj20/;

(4.34)
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and a bilinear form Bi :

Bi .E;H/ D �
Z

Ti

Hi � r � Ei �
X

K2
i

Z

aik

Eh � nik � ffHhggik

C
Z

Ti

Ei � r � Hi C
X

K2
i

Z

aik

Hh � nik � ffEhggik: (4.35)

Theorem 4.5. The energy Eh is decreasing in time, i.e., Eh.t/ 	 Eh.0/:

Proof. Choosing uh D Eh; vh D Hh; �h D Jh;  h D Kh in (4.29)–(4.32) and
adding the results together over all element Ti 2 Th, we obtain

d

dt
Eh.t/C �e

�0!2pe
jjJh.t/jj20 C �m

�0!2pm
jjKh.t/jj20 C

X

i

Bi .E;H/ D 0: (4.36)

By the definition of Bi and integration by parts, we have

Bi .E;H/ D
X

K2
i

Z

aik

Ei � nik � Hi

C
X

K2
i

Z

aik

Ei � ffHhggik � nik �
X

K2
i

Z

aik

Hi � ffEhggik � nik

D
X

K2
i

Z

aik

Œ�Ei � Hi C Ei � Hi C Hk

2
� Hi � Ei C Ek

2
� � nik

D 1

2

X

K2
i

Z

aik

.Ei � Hk C Ek � Hi / � nik : (4.37)

From (4.37), we obtain
P

i Bi .E;H/ D 0; which, along with (4.36), concludes
the proof. ut

For the semi-discrete scheme (4.29)–(4.32), we have the following convergence
result.

Theorem 4.6. If E;H; J;K 2 C0.Œ0; T �I .HsC1.˝//3/ for s � 0, then there exists
a constant C > 0 independent of h such that

max
t2Œ0;T �.jjE � Ehjj0 C jjH � Hhjj0 C jjJ � Jhjj0 C jjK � Khjj0/

	 Chmin.s;k/jj.E;H; J;K/jjC0.Œ0;T �I.HsC1.˝//3/: (4.38)

Proof. Let us introduce the notation QWh D ˘2.W/ � Wh and Wh D ˘2.W/ � W
for W D E;H; J;K:



4.3 Discontinuous Galerkin Methods for the Drude Model 139

Subtracting (4.29)–(4.32) from (4.25)–(4.28), we have the error equations:

.i/ �0

Z

Ti

@ QEh
@t

� uh �
Z

Ti

QHh � r � uh �
X

K2
i

Z

aik

uh � nik � ff QHhggik C
Z

Ti

QJh � uh

D �0

Z

Ti

@Eh
@t

� uh �
Z

Ti

Hh � r � uh �
X

K2
i

Z

aik

uh � nik � ffHhggik C
Z

Ti

Jh � uh;

(4.39)

.i i/ �0

Z

Ti

@ QHh

@t
� vh C

Z

Ti

QEh � r � vh C
X

K2
i

Z

aik

vh � nik � ff QEhggik C
Z

Ti

QKh � vh

D �0

Z

Ti

@Hh

@t
� vh C

Z

Ti

Eh � r � vh C
X

K2
i

Z

aik

vh � nik � ffEhggik C
Z

Ti

Kh � vh;

(4.40)

.i i i/
1

�0!2pe

Z

Ti

@QJh
@t

� �h C �e

�0!2pe

Z

Ti

QJh � �h �
Z

Ti

QEh � �h

D 1

�0!2pe

Z

Ti

@Jh
@t

� �h C �e

�0!2pe

Z

Ti

Jh � �h �
Z

Ti

Eh � �h; (4.41)

.iv/
1

�0!2pm

Z

Ti

@ QKh

@t
�  h C �m

�0!2pm

Z

Ti

QKh �  h �
Z

Ti

QHh �  h

D 1

�0!2pm

Z

Ti

@Kh

@t
�  h C �m

�0!2pm

Z

Ti

Kh �  h �
Z

Ti

Hh �  h: (4.42)

Choosing uh D QEh; vh D QHh; �h D QJh;  h D QKh in (4.39)–(4.42), summing
up the results for all elements Ti of Th, then using the projection property and the
energy definition (4.34), we have

d

dt
QEh C �e

�0!2pe
jjQJhjj20 C �m

�0!2pm
jj QKhjj20 CX

i

Bi .QE; QH/

D X

i

X

K2
i

Œ

Z

aik

QEh � nik 	 ffHhggik C
Z

aik

QHh � nik 	 ffEhggik �

� X

i

Œjj QEhjj0;@Ti jjHhjj0;@Ti C jj QHhjj0;@Ti jjEhjj0;@Ti �

� X

i

ŒCh
�

1
2

Ti
jj QEhjj0;Ti Chmin.s;k/C 1

2

Ti
jjHjjsC1;Ti C Ch

�
1
2

Ti
jj QHhjj0;Ti Chmin.s;k/C 1

2

Ti
jjEjjsC1;Ti �;

where in the last step we used the standard inverse inequality and interpolation error
estimate.
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The proof is completed by using the fact
P

i Bi . QE; QH/ D 0 and the Gronwall
inequality. ut

Similar to those fully-discrete schemes developed in Chap. 3, we can construct a

simple leap-frog scheme as follows: find EnC1
h ;H

nC 3
2

h ; J
nC 3

2

h ;KnC1
h 2 Vh such that

for any uh; vh; �h;  h 2 Vh, and any element Ti 2 Th,

�0

Z

Ti

EnC1
i � Eni
�

� uh �
Z

Ti

H
nC 1

2

i � r � uh

�
X

K2
i

Z

aik

uh � nik � ffH
nC 1

2

h ggik C
Z

Ti

J
nC 1

2

i � uh D 0;

�0

Z

Ti

H
nC 3

2

h � H
nC 1

2

h

�
� vh C

Z

Ti

EnC1
i � r � vh

C
X

K2
i

Z

aik

vh � nik � ffEnC1
h ggik C

Z

Ti

KnC1
i � vh D 0;

1

�0!2pe

Z

Ti

J
nC 3

2

i � J
nC 1

2

i

�
� �h C �e

�0!2pe

Z

Ti

J
nC 3

2

i C J
nC 1

2

i

2
� �h D

Z

Ti

EnC1
i � �h;

1

�0!2pm

Z

Ti

KnC1
i � Kn

i

�
�  h C �m

�0!2pm

Z

Ti

KnC1
i C Kn

i

2
�  h D

Z

Ti

H
nC 1

2

i �  h;

subject to the initial conditions (4.33). Stability and convergence analysis can be
carried out for this scheme. We leave the details to interested readers.

4.4 Nodal Discontinuous Galerkin Methods for the Drude
Model

In this section, we extend the nodal discontinuous Galerkin methods developed by
Hesthaven and Warburton [141] for general conservation laws to solve Maxwell’s
equations when metamaterials are involved. The package nudg developed in [141]
provides a very good template for solving many common partial differential
equations such as elliptic problems, Euler equations, Maxwell’s equations and
Navier-Stokes equations. Here we provide detailed MATLAB source codes to show
readers how to modify the package nudg to solve the metamaterial Maxwell’s
equations. The contents of this section are mainly derived from Li [185].
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4.4.1 The Algorithm

To simplify the presentation, we first non-dimensionalize the Drude model equa-
tions (1.18)–(1.21). Let us introduce the vacuum speed of light Cv, the vacuum
impedanceZ0:

Cv D 1p
�0�0

� 3 � 108 m/s; Z0 D
p
�0=�0 � 120� ohms;

and unit-free variables

Qt D Cvt

L
; Qx D x

L
;

Q�e D �eL

Cv
; Q!pe D !peL

Cv
; Q�m D �mL

Cv
; Q!pm D !pmL

Cv
;

QE D E
Z0H0

; QH D H
H0

; QJ D LJ
H0

; QK D LK
Z0H0

;

whereH0 is a unit magnetic field strength, and L is a reference length (typically the
wavelength of one interested object).

It is not difficult to check that the equations (1.18)–(1.21) can be written as

@ QE
@Qt D r � QH � QJ; (4.43)

@ QH
@Qt D �r � QE � QK; (4.44)

@QJ
@Qt C Q�e QJ D Q!2e QE; (4.45)

@ QK
@Qt C Q�m QK D Q!2m QH; (4.46)

which have the same form as the original governing equations (1.18)–(1.21) if we
set �0 D �0 D 1 in (1.18)–(1.21).

In the rest of this section, our discussion is based on the non-dimensionalized
form (4.43)–(4.46) by dropping all those tildes and adding fixed sources f and g
to (4.43) and (4.44), i.e.,

@E
@t

D r � H � J C f; (4.47)

@H
@Qt D �r � E � K C g; (4.48)
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@J
@t

C �eJ D !2eE; (4.49)

@K
@t

C �mK D !2mH; (4.50)

Using the same idea as [140], we can rewrite (4.47) and (4.48) in the conservation
form

@q
@t

C r �  .q/ D S; (4.51)

where we denote

q D
	

E
H



; S �

	
SE

SH



D
	 �J C f

�K C g



; Fi .q/ D

	�ei � H
ei � E



;

and  .q/ D ŒF1.q/; F2.q/; F3.q/�T : Here ei are the three Cartesian unit vectors.
We assume that the domain ˝ is decomposed into tetrahedral (or triangular in

2-D) elements ˝k , and the numerical solution qN is represented as

qN .x; t/ D
NnX

jD1
qj .xj ; t/Lj .x/ D

NnX

jD1
qj .t/Lj .x/; (4.52)

where Lj .x/ is the multivariate Lagrange interpolation polynomial of degree n.
Here Nn D 1

6
.nC 1/.nC 2/.nC 3/ in 3-D; while Nn D 1

2
.nC 1/.nC 2/ in 2-D.

Multiplying (4.51) by a test function Li.x/ and integrating over each element
˝k, we obtain

Z

˝k

.
@qN
@t

C r � .qN /� SN /Li .x/dx D
Z

@˝k

On � . .qN /� �
N /Li .x/dx; (4.53)

where On is an outward normal unit vector of @˝k , and  �
N is a numerical flux. For

the Maxwell’s equations, we usually choose the upwind flux [140]

On � . .qN / �  �
N / D

�
1
2

On � .ŒHN � � On � ŒEN �/
1
2

On � .�On � ŒHN � � ŒEN �/
;

where ŒEN � D EC
N �E�

N ; and ŒHN � D HC
N �H�

N :Here superscripts ‘C’ and ‘�’ refer
to field values from the neighboring element and the local element, respectively.

Substituting (4.52) into (4.53), we obtain the elementwise equations for the
electric field components

NX

jD0
.Mij

dEj
dt

�Sij � Hj �MijSE;j / D 1

2

X

l

Fil � Onl � .ŒHl �� Onl � ŒEl �/; (4.54)
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and for the magnetic field components

NX

jD0
.Mij

dHj

dt
CSij �Ej �MijSH;j / D 1

2

X

l

Fil � Onl �.�Onl � ŒHl �� ŒEl �/; (4.55)

where
Mij D .Li .x/; Lj .x//˝k ; Sij D .Li .x/;rLj .x//˝k

represent the local mass and stiffness matrices, respectively. Furthermore,

Fil D .Li .x/; Ll .x//@˝k

represents the face-based mass matrix.
We can rewrite (4.54) and (4.55) in a fully explicit form, while the constitutive

equations (4.49) and (4.50) keep the same form. In summary, we have the following
semi-discrete discontinuous Galerkin scheme:

dEN
dt

D M�1S � HN � JN C fN C 1

2
M�1F

�
On � .ŒHN � � On � ŒEN �/

�
j@˝k ;

(4.56)

dHN

dt
D �M�1S � EN � KN C gN � 1

2
M�1F

�
On � . On � ŒHN �C ŒEN �/

�
j@˝k ;

dJN
dt

D !2eEN � �eJN ; (4.57)

dKN

dt
D !2mHN � �mKN : (4.58)

The system (4.56)–(4.58) can be solved by various methods used for ordinary
differential equations. Below we adopt the classic low-storage five-stage fourth-
order explicit Runge-Kutta method [141, Sect. 3.4].

4.4.2 MATLAB Codes and Numerical Results

We implement the above algorithm using the package nudg provided by Hesthaven
and Warburton [141]. Considering that the 3-D case is quite similar to the 2-D case
(though computational time in 3-D is much longer), here we only consider the 2-D
transverse magnetic mode with respect to z (TMz: no magnetic field in z-direction)
metamaterial model:

@Hx

@t
D �@Ez

@y
�Kx C gx (4.59)

@Hy

@t
D @Ez

@x
�Ky C gy (4.60)
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@Ez

@t
D @Hy

@x
� @Hx

@y
� Jz C f (4.61)

@Jz

@t
D !2eEz � �eJz (4.62)

@Kx

@t
D !2mHx � �mKx (4.63)

@Ky

@t
D !2mHy � �mKy (4.64)

where the subscripts ‘x, y’ and ‘z’ denote the corresponding components.
For the metamaterial model (4.59)–(4.64), we only need to provide three

main MATLAB functions: Meta2DDriver.m, MetaRHS2D.m, and Meta2D.m. The
rest supporting functions are provided by the package nudg of Hesthaven and
Warburton [141].

To check the convergence rate, we construct the following exact solutions for the
2-D TM model (assuming that �m D �e D !m D !e D 1) on domain˝ D .0; 1/2:

H �
�
Hx

Hy

�
D
�

sin.!�x/ cos.!�y/ exp.�t/
� cos.!�x/ sin.!�y/ exp.�t/

�
;

Ez D sin.!�x/ sin.!�y/ exp.�t/:
The corresponding magnetic and electric currents are

K �
�
Kx

Ky

�
D
�
t sin.!�x/ cos.!�y/ exp.�t/

�t cos.!�x/ sin.!�y/ exp.�t/
�
;

and
Jz D t sin.!�x/ sin.!�y/ exp.�t/;

respectively. The corresponding source term

f D .t � 1 � 2!�/ sin.!�x/ sin.!�y/ exp.�t/;

while g D .gx; gy/
0 is given by

gx D .!� � 1C t/ sin.!�x/ cos.!�y/ exp.�t/;
gy D .1 � !� � t/ cos.!�x/ sin.!�y/ exp.�t/;

Notice that Ez satisfies the boundary conditionEz D 0 on @˝ .
The function MetaRHS2D.m is used to evaluate the right-hand-side flux in the

2-D TM form. Its detailed implementation is shown below:

function [rhsHx, rhsHy, rhsEz] = MetaRHS2D(Hx,Hy,Ez)
% Purpose: Evaluate RHS flux in 2D Maxwell TM form
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Globals2D;

% Define field differences at faces
dHx = zeros(Nfp*Nfaces,K); dHx(:) = Hx(vmapM)-Hx(vmapP);
dHy = zeros(Nfp*Nfaces,K); dHy(:) = Hy(vmapM)-Hy(vmapP);
dEz = zeros(Nfp*Nfaces,K); dEz(:) = Ez(vmapM)-Ez(vmapP);

% Impose reflective boundary conditions (Ez+ = -Ez-)
dHx(mapB) = 0; dHy(mapB) = 0; dEz(mapB) = 2*Ez(vmapB);

% upwind flux (alpha = 1.0); central flux (alpha = 0.0);
alpha = 1.0;
ndotdH = nx.*dHx+ny.*dHy;
fluxHx = ny.*dEz + alpha*(ndotdH.*nx-dHx);
fluxHy = -nx.*dEz + alpha*(ndotdH.*ny-dHy);
fluxEz = -nx.*dHy + ny.*dHx - alpha*dEz;

% local derivatives of fields
[Ezx,Ezy] = Grad2D(Ez);
[CuHx,CuHy,CuHz] = Curl2D(Hx,Hy,[]);

% compute right hand sides of the PDE’s
rhsHx = -Ezy + LIFT*(Fscale.*fluxHx)/2.0;
rhsHy = Ezx + LIFT*(Fscale.*fluxHy)/2.0;
rhsEz = CuHz + LIFT*(Fscale.*fluxEz)/2.0;

return;

The function Meta2D.m is used to perform the time-marching using a clas-
sic low-storage five-stage fourth-order explicit Runge-Kutta method. The code
Meta2D.m is shown below:

function [Hx,Hy,Ez,Kx,Ky,Jz,time] = ...
Meta2D(Hx,Hy,Ez,Kx,Ky,Jz,x,y,FinalT)

% Purpose: Integrate TM-mode Maxwell equations until
% FinalT starting with initial conditions Hx,Hy,Ez

Globals2D;
time = 0;

% Runge-Kutta residual storage
resHx = zeros(Np,K);
resHy = zeros(Np,K);
resEz = zeros(Np,K);
resKx = zeros(Np,K);
resKy = zeros(Np,K);
resJz = zeros(Np,K);
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dt = 1e-6; omepi=4*pi;
istep=0;
% outer time step loop
while (time<FinalT)

if(time+dt>FinalT), dt = FinalT-time; end
f=feval(@fun_f21,x,y,time,omepi);
gx=feval(@fun_gx21,x,y,time,omepi);
gy=feval(@fun_gy21,x,y,time,omepi);
for INTRK = 1:5

rhsKx = -Kx+Hx; rhsKy = -Ky+Hy; rhsJz = -Jz+Ez;
resKx = rk4a(INTRK)*resKx+dt*rhsKx;
resKy = rk4a(INTRK)*resKy+dt*rhsKy;
resJz = rk4a(INTRK)*resJz+dt*rhsJz;

% compute RHS of TM-mode Maxwell equations
[rhsHx, rhsHy, rhsEz] = MetaRHS2D(Hx,Hy,Ez);
rhsHx = rhsHx-Kx+gx;
rhsHy = rhsHy-Ky+gy;
rhsEz = rhsEz-Jz+f;
% initiate and increment Runge-Kutta residuals
resHx = rk4a(INTRK)*resHx + dt*rhsHx;
resHy = rk4a(INTRK)*resHy + dt*rhsHy;
resEz = rk4a(INTRK)*resEz + dt*rhsEz;

% update fields
Hx = Hx+rk4b(INTRK)*resHx;
Hy = Hy+rk4b(INTRK)*resHy;
Ez = Ez+rk4b(INTRK)*resEz;
Kx = Kx+rk4b(INTRK)*resKx;
Ky = Ky+rk4b(INTRK)*resKy;
Jz = Jz+rk4b(INTRK)*resJz;

end;
% Increment time
time = time+dt;
istep = istep + 1;
disp(’step, time =’), istep, time

end
return

The function Meta2DDriver.m is the driver script. The detailed implementation
for our example is shown below:

% Driver script for 2D metamaterial equations

Globals2D;
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% Polynomial order used for approximation
N = 1;

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Generate a uniform triangular grid

nelex=20; % number of elements in x-direction
nx = nelex+1; % number of points in x direction
Nv = nx*nx; % total number of grid points
K = 2*nelex*nelex; % total number of elements
no2xy = genrecxygrid(0,1,0,1,nx,nx)’;
VX = no2xy(1,:); VY=no2xy(2,:);
EToV = delaunay(VX,VY);

% Reorder elements to ensure counterclockwise order
ax = VX(EToV(:,1)); ay = VY(EToV(:,1));
bx = VX(EToV(:,2)); by = VY(EToV(:,2));
cx = VX(EToV(:,3)); cy = VY(EToV(:,3));

D = (ax-cx).*(by-cy)-(bx-cx).*(ay-cy);
i = find(D<0);
EToV(i,:) = EToV(i,[1 3 2]);

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Initialize solver and construct grid and metric

StartUp2D;

% Set initial conditions
omepi = 4*pi; % omega*pi always together
Hx = sin(omepi*x).*cos(omepi*y);
Hy = -cos(omepi*x).*sin(omepi*y);
Ez = sin(omepi*x).*sin(omepi*y);
Kx = zeros(Np,K); Ky=zeros(Np,K); Jz=zeros(Np,K);

% Solve Problem
FinalT = 1e2*1.0e-6;
% measure elapsed time.
tic
[Hx,Hy,Ez,Kx,Ky,Jz,time] ...

= Meta2D(Hx,Hy,Ez,Kx,Ky,Jz,x,y,FinalT);
toc

exactHx=sin(omepi*x).*cos(omepi*y)*exp(-FinalT);
exactHy=-cos(omepi*x).*sin(omepi*y)*exp(-FinalT);
exactEz=sin(omepi*x).*sin(omepi*y)*exp(-FinalT);
exactKx=FinalT*sin(omepi*x).*cos(omepi*y)*exp(-FinalT);
exactKy=-FinalT*cos(omepi*x).*sin(omepi*y)*exp(-FinalT);
exactJz=FinalT*sin(omepi*x).*sin(omepi*y)*exp(-FinalT);

errorHx = max(max(abs(Hx-exactHx))),
errorHy = max(max(abs(Hy-exactHy))),
errorEz = max(max(abs(Ez-exactEz))),
errorKx = max(max(abs(Kx-exactKx))),
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errorKy = max(max(abs(Ky-exactKy))),
errorJz = max(max(abs(Jz-exactJz))),

figure(1)
quiver(x,y,Hx,Hy);
title(’numerical magnetic field’);
tri = delaunay(x,y);
figure(2)
quiver(x,y,exactHx,exactHy);
title(’analytic magnetic field’);

figure(3)
trisurf(tri,x,y,Ez);
title(’Numerical electric field’);
figure(4)
trisurf(tri,x,y,Ez-exactEz);
title(’Pointwise error of electric field’);

figure(5)
trisurf(tri,x,y,Jz);
title(’Numerical induced electric current’);
figure(6)
trisurf(tri,x,y,Jz-exactJz);
title(’Pointwise error of induced electric current’);

Of course, to solve our example, we need three supporting MATLAB functions
fun f21.m, fun gx21.m, fun gy21.m to evaluate functions f , gx and gy , respectively.
Also we need a mesh generator function genrecxygrid.m.

The code fun f21.m is shown below:

function val=fun_f21(x,y,t,omepi)

val =(t-1-2*omepi)*exp(-t)*sin(omepi*x).*sin(omepi*y);

The code fun gx21.m is shown below:

function val=fun_gx21(x,y,t,omepi)

val =(omepi+t-1)*exp(-t)*sin(omepi*x).*cos(omepi*y);

The code fun gy21.m is shown below:

function val=fun_gy21(x,y,t,omepi)

val =(1-omepi-t)*exp(-t)*cos(omepi*x).*sin(omepi*y);

The code genrecxygrid.m is shown below:

% generate a square grid of points on the xy-plane
% Inputs:
% Domain [xlow,xhigh]x[ylow,yhigh]
% xn, yn: number of points in the x- and y-directions.

function [xy] = genrecxygrid(xlow,xhigh,ylow,yhigh,xn,yn)
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Table 4.1 The L1 errors with � D 10�6; Nr D 1 at 100 time step

Errors h D 1=10 h D 1=20 h D 1=40 h D 1=80 h D 1=160

Hx 0.0013 7.3433e�004 3.8435e�004 1.9291e�004 9.5417e�005
Hy 0.0013 7.3433e�004 3.8435e�004 1.9291e�004 9.5417e�005
Ez 0.0021 0.0011 5.7637e�004 2.8954e�004 1.4261e�004
Kx 6.4776e�008 3.6787e�008 1.9283e�008 9.7061e�009 4.8216e�009
Ky 6.4776e�008 3.6787e�008 1.9283e�008 9.7061e�009 4.8216e�009
Jz 1.0302e�007 5.4335e�008 2.8892e�008 1.4562e�008 7.2149e�009

Table 4.2 The L1 errors with � D 10�6; Nr D 2 at 100 time step

Errors h D 1=5 h D 1=10 h D 1=20 h D 1=40 h D 1=80

Hx 0.0018 5.9136e�004 1.5830e�004 4.0508e�005 1.0099e�005
Hy 0.0018 5.9136e�004 1.5830e�004 4.0508e�005 1.0100e�005
Ez 0.0022 7.1938e�004 1.9800e�004 5.0975e�005 1.2856e�005
Kx 8.9076e�008 2.9593e�008 7.9259e�009 2.0324e�009 5.0834e�010
Ky 8.9076e�008 2.9593e�008 7.9259e�009 2.0324e�009 5.0834e�010
Jz 1.1244e�007 3.6006e�008 9.9139e�009 2.5500e�009 6.4321e�010

xorig=[linspace(xlow,xhigh,xn),linspace(ylow,yhigh,yn)];
n = xn*yn;
xy = zeros(n,2); % x,y coordinates of all points
pt = 1;
for j = 1:yn

for i = 1:xn
xy(pt,:)=[xorig(i) xorig(xn+j)];
pt=pt+1;

end
end

return

With these MATLAB functions, we can solve this example on uniformly refined
meshes with various time step sizes � and different orders Nr of polynomial basis
functions. Exemplary results are shown in Tables 4.1 and 4.2, which justify the
following convergence result:

max
m�1.jjH

m � Hm
h jjL1.˝/ C jjEm � Emh jjL1.˝/

CjjJm � Jmh jjL1.˝/ C jjKm � Km
h jjL1.˝// 	 ChNr :

Exemplary solutions for Ez and the corresponding pointwise errors obtained with
NrD 2; � D 10�6 at 100 time steps are presented in Fig. 4.1. More numerical results
using the package nudg of [141] can be found in Li [185].
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Fig. 4.1 Results obtained with Nr D 2; � D 10�6 at 100 time steps. Top row (with h D 1=10):
magnetic field H (Left) and electric field E (Right); bottom row (with h D 1=20): magnetic field
H (Left) and electric field E (Right)



Chapter 5
Superconvergence Analysis for Metamaterials

In this chapter, we first give a quick review of superconvergence analysis in
Sect. 5.1. Then we carry out the superclose analysis for 3-D metamaterial Maxwell’s
equations represented by the Drude model. The analysis for a semi-discrete scheme
is presented in Sect. 5.2, which is followed by the analysis for two fully-discrete
schemes in Sect. 5.3. In Sect. 5.4, a superconvergence result in the discrete l2 norm
is proved. Finally, the superconvergence analysis is extended to the 2-D case in
Sect. 5.5.

5.1 A Brief Overview of Superconvergence Analysis

In finite element methods, when the underlying differential equations have smooth
solutions and the differential equations are solved on very structured meshes such
as rectangular grids or strongly regular triangular grids, we often see that the
obtained convergence rates have higher order than the theoretical approximation
results suggested. Such a phenomenon is called superconvergence. Study of the
superconvergence phenomenon started in the early 1970s, and many interesting
results have been obtained for problems described by elliptic equations [22,23,128],
parabolic equations [292], the second-order wave equations, and porous media
flows [113]. Detailed superconvergence analysis can be found in classic books
[67, 201, 289]. A detailed bibliography on superconvergence by 1996 can be found
in a review paper by Krizek and Neittaanmaki [170].

Compared to those widely studied equations, there are not many superconver-
gence results existing for Maxwell’s equations. In 1994, Monk [215] obtained the
first superconvergence result for Maxwell’s equations in vacuum. Later, Brandts
[50] presented another superconvergence analysis for 2-D Maxwell’s equations in
vacuum. Also Lin and his collaborators [199, 200, 202] systematically obtained
many global superconvergence results using the so-called Lin’s Integral Identity
technique [203, 204, 308] developed in the early 1990s. More details on Lin’s
Integral Identity technique can be found in books [201, 297]. In 2008, Lin

J. Li and Y. Huang, Time-Domain Finite Element Methods for Maxwell’s Equations
in Metamaterials, Springer Series in Computational Mathematics 43,
DOI 10.1007/978-3-642-33789-5 5, © Springer-Verlag Berlin Heidelberg 2013
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and Li [198] extended the superconvergence result for vacuum to three popular
dispersive media models. Some superconvergence work has been recently carried
out for metamaterial models [153, 156]. In this chapter, we will present detailed
superconvergence analysis for both semi-discrete and fully-discrete schemes on
cubic and rectangular meshes.

5.2 Superclose Analysis for a Semi-discrete Scheme

To simplify the presentation, we consider the non-dimensionalized Drude model
equations

@E
@t

D r � H � J; (5.1)

@H
@t

D �r � E � K; (5.2)

@J
@t

C �eJ D !2eE; (5.3)

@K
@t

C �mK D !2mH; (5.4)

subject to the perfect conducting boundary condition (3.59) and the initial condi-
tions (3.60) and (3.61). Derivation of (5.1)–(5.4) can be found in Sect. 4.4. Here for
clarity, all tildes are dropped.

For superconvergence analysis, we assume that the domain ˝ is a rectangular
cuboid, which is partitioned by a family of regular cubic meshes Th with maximum
mesh size h. Recall that the Raviart-Thomas-Nédélec cubic elements (the pair of
divergence and curl conforming elements) are defined as (cf. Chap. 3):

Uh D f h 2 H.divI˝/ W  hjK 2 Qk;k�1;k�1 �Qk�1;k;k�1 �Qk�1;k�1;k ; 8K 2 Thg;
Vh D f�h 2 H.curlI˝/ W �hjK 2 Qk�1;k;k �Qk;k�1;k �Qk;k;k�1; 8 K 2 Thg:

Furthermore, we need the so-called Nédélec interpolation operator ˘h, which has
been defined in Chap. 3.

The superclose analysis depends on the following two fundamental results.

Lemma 5.1 ([202, Lemma 3.1]). On any cubic element K , for any E 2
.HkC2.K//3, we have
Z

K

r �.E�˘hE/ � hdxdyd z D O.hkC1/jjEjjkC2;K jj hjj0;K; 8 hjK 2 Uh.K/:

Lemma 5.2 ([202, Lemma 3.2]). On any cubic element K , for any E 2
.HkC1.K//3, we have
Z

K

.E �˘hE/ � �hdxdydz D O.hkC1/jjEjjkC1;K jj�hjj0;K; 8 �hjK 2 Vh.K/:
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Though Lemmas 5.1 and 5.2 were stated for the whole domain ˝ in [202], the
proofs of [202] actually show that the results hold true element-wisely.

A corresponding weak formulation for the system (5.1)–(5.4) is: For any
t 2 .0; T �; find the solutions E 2 H0.curlI˝/, J 2 H.curlI˝/, H and K 2
.L2.˝//3 such that

.Et ; �/� .H;r � �/C .J; �/ D 0; 8 � 2 H0.curlI˝/; (5.5)

.Ht ;  /C .r � E;  /C .K;  / D 0; 8  2 .L2.˝//3; (5.6)

.Jt ; Q�/C �e.J; Q�/ � !2e .E; Q�/ D 0; 8 Q� 2 H.curlI˝/; (5.7)

.Kt ; Q /C �m.K; Q / � !2m.H; Q / D 0; 8 Q 2 .L2.˝//3; (5.8)

subject to the initial conditions (3.60) and (3.61), i.e.,

E.x; 0/ D E0.x/; H.x; 0/ D H0.x/;

J.x; 0/ D J0.x/; K.x; 0/ D K0.x/:

Now a semi-discrete mixed method can be constructed for solving (5.5)–(5.8):
For any t 2 .0; T �; find the solutions Eh 2 V0

h; J
h 2 Vh, Hh;Kh 2 Uh such that

.Eht ; �h/ � .Hh;r � �h/C .Jh; �h/ D 0; 8 �h 2 V0
h; (5.9)

.Hh
t ;  h/C .r � Eh;  h/C .Kh;  h/ D 0; 8  h 2 Uh; (5.10)

.Jht ; Q�h/C �e.Jh; Q�h/ � !2e .Eh; Q�h/ D 0; 8 Q�h 2 Vh; (5.11)

.Kh
t ;

Q h/C �m.Kh; Q h/� !2m.H
h; Q h/ D 0; 8 Q h 2 Uh; (5.12)

with the initial approximations

E0h.x/ D ˘hE0.x/; H0
h.x/ D PhH0.x/; (5.13)

J0h.x/ D ˘hJ0.x/; K0
h.x/ D PhK0.x/: (5.14)

Recall thatPh denotes the standardL2 projection operator onto space Uh, and V0
h D

fvh 2 Vh W vh � n D 0 on @˝g:
For this scheme, we have the following superclose result.

Theorem 5.1. Let .E;H; J;K/ and .Eh;Hh; Jh;Kh/ be the analytic and finite
element solutions of (5.5)–(5.8) and (5.9)–(5.12) at time t 2 .0; T �; respectively.
Under the regularity assumptions

Et ; Jt ; J 2 L1.0; T I .HkC1.˝//3/; E 2 L1.0; T I .HkC2.˝//3/;

there exists a constant C > 0 independent of h but linearly dependent on T such
that
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jj˘hE � EhjjL1.0;T I.L2.˝//3/ C jjPhH � HhjjL1.0;T I.L2.˝//3/

C 1

!e
jj˘hJ � JhjjL1.0;T I.L2.˝//3/ C 1

!m
jjPhK � KhjjL1.0;T I.L2.˝//3/

	 ChkC1.jjEt jjL1.0;T I.HkC1.˝//3/ C jjJjjL1.0;T I.HkC1.˝//3/

CjjEjjL1.0;T I.HkC2.˝//3/ C jjJt jjL1.0;T I.HkC1.˝//3//;

where k � 1 is the order of the basis functions in spaces Uh and Vh:

Proof. Denote � D ˘hE � Eh; � D PhH � Hh; Q� D ˘hJ � Jh; Q� D PhK � Kh:

Choosing � D �h D � in (5.5) and (5.9),  D  h D � in (5.6) and (5.10),
Q� D Q�h D Q� in (5.7) and (5.11), Q D Q h D Q� in (5.8) and (5.12), respectively, and
rearranging the resultants, we obtain the error equations

.i/ .�t ; �/ � .�;r � �/C . Q�; �/
D ..˘hE � E/t ; �/ � .PhH � H;r � �/C .˘hJ � J; �/;

.ii/ .�t ; �/C .r � �; �/C . Q�; �/
D ..PhH � H/t ; �/C .r � .˘hE � E/; �/C .PhK � K; �/;

.iii/ . Q�t ; Q�/C �e. Q�; Q�/� !2e .�;
Q�/

D ..˘hJ � J/t ; Q�/C �e.˘hJ � J; Q�/� !2e .˘hE � E; Q�/;
.iv/ . Q�t ; Q�/C �m. Q�; Q�/ � !2m.�; Q�/

D ..PhK � K/t ; Q�/C �m.PhK � K; Q�/ � !2m.PhH � H; Q�/:

Dividing the last two equations by!2e and!2m, respectively, then adding the above
four equations together, we obtain

1

2

d

dt
.jj�jj20 C jj�jj20 C 1

!2e
jj Q�jj20 C 1

!2m
jj Q�jj20/C �e

!2e
jj Q�jj20 C �m

!2m
jj Q�jj20

D ..˘hE � E/t ; �/C .˘hJ � J; �/C .r � .˘hE � E/; �/

C 1

!2e
..˘hJ � J/t ; Q�/C �e

!2e
.˘hJ � J; Q�/ � .˘hE � E; Q�/; (5.15)

where we used the L2-projection property in the above derivation.
Using Lemmas 5.1 and 5.2 and the Cauchy-Schwarz inequality, we have

..˘hE � E/t ; �/ 	 ChkC1jjEt jj
L1.0;T IHkC1

.˝//
jj�jj

L1.0;T IL2
.˝//

;

.˘hJ � J; �/ 	 ChkC1jjJjj
L1.0;T IHkC1

.˝//
jj�jj

L1.0;T IL2
.˝//

;

.r � .˘hE � E/; �/ 	 ChkC1jjEjj
L1.0;T IHkC2

.˝//
jj�jj

L1.0;T IL2
.˝//

;
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1

!2e
..˘hJ � J/t ; Q�/ 	 1

!2e
� ChkC1jjJt jj

L1.0;T IHkC1
.˝//

jj Q�jj
L1.0;T IL2

.˝//
;

�e

!2e
.˘hJ � J; Q�/ 	 �e

!2e
� ChkC1jjJjj

L1.0;T IHkC1
.˝//

jj Q�jj
L1.0;T IL2

.˝//
;

.˘hE � E; Q�/ 	 ChkC1jjEjj
L1.0;T IHkC1

.˝//
jj Q�jj

L1.0;T IL2
.˝//

:

Substituting the above estimates into (5.15), and using Gronwall inequality, we
obtain

jj�jj2
L1.0;T IL2

.˝//
C jj�jj2

L1.0;T IL2
.˝//

C 1

!2e
jjQ�jj2

L1.0;T IL2
.˝//

C 1

!2m
jjQ�jj2

L1.0;T IL2
.˝//

� Ch2.kC1/.jjEt jj2
L1.0;T IHkC1

.˝//
C jjJjj2

L1.0;T IHkC1
.˝//

CjjEjj2
L1.0;T IHkC2

.˝//
C jjJt jj2

L1.0;T IHkC1
.˝//

/;

where the constant C is linearly dependent on T 2. The proof is completed by using
the triangle inequality, and the interpolation error (3.78) and projection error (3.79).

ut

5.3 Superclose Analysis for Fully-Discrete Schemes

Now we can formulate the Crank-Nicolson mixed finite element scheme for
solving (5.5)–(5.8): For m D 1; 2; � � � ;M; find Emh 2 V0

h; J
m
h 2 Vh;Hm

h ;K
m
h 2 Uh

such that

.ı�Emh ; �h/� .H
m

h ;r � �h/C .J
m

h ; �h/ D 0; 8 �h 2 V0
h; (5.16)

.ı�Hm
h ;  h/C .r � E

m

h ;  h/C .K
m

h ;  h/ D 0; 8  h 2 Uh; (5.17)

.ı�Jmh ; Q�h/C �e.J
m

h ;
Q�h/� !2e .E

m

h ;
Q�h/ D 0; 8 Q�h 2 Vh; (5.18)

.ı�Km
h ;

Q h/C �m.K
m

h ;
Q h/ � !2m.Hm

h ;
Q h/ D 0; 8 Q h 2 Uh; (5.19)

subject to the initial approximations (5.13) and (5.14). As before, we denote

ı�Emh D .Emh � Em�1
h /=�; H

m

h D 1

2
.Hm

h C Hm�1
h /:

For this fully-discrete scheme, we have the following superclose result.

Theorem 5.2. Let .Em;Hm; Jm;Km/ and .Emh ;H
m
h ; J

m
h ;K

m
h / be the analytic and

finite element solutions of (5.5)–(5.8) and (5.16)–(5.19) at time tm; respectively.
Under the regularity assumptions
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Et ; Jt ; J 2 L1.0; T I .HkC1.˝//3/; E 2 L1.0; T I .HkC2.˝//3/;

Et t ;Ht t ; Jt t ;Kt t ;r � Et t ;r � Ht t 2 L1.0; T I .L2.˝//3/;

there exists a constant C > 0, independent of h but linearly dependent on T such
that

max
1�m�M

.jj˘hEm � Emh jj0 C jjPhHm � Hm
h jj0 C jj˘hJm � Jmh jj0 C jjPhKm � Km

h jj0/

� ChkC1.jjEt jjL1.0;T I.HkC1.˝//3/ C jjJjjL1.0;T I.HkC1.˝//3/

CjjEjjL1.0;T I.HkC2.˝//3/ C jjJt jjL1.0;T I.HkC1.˝//3//

CC�2.jjr 	 Ht t jjL1.0;T I.L2.˝//3/ C jjJt t jjL1.0;T I.L2.˝//3/ C jjr 	 EttjjL1.0;T I.L2.˝//3/

CjjKttjjL1.0;T I.L2.˝//3/ C jjEttjjL1.0;T I.L2.˝//3/ C jjHttjjL1.0;T I.L2.˝//3//;

where k � 1 is the order of the basis functions in spaces Uh and Vh:

Proof. Integrating (5.5)–(5.8) in time over Im D Œtm�1; tm� and dividing all by � , we
have

.ı�Em; �/� .
1

�

Z

Im

H.s/ds;r � �/C .
1

�

Z

Im

J.s/ds; �/ D 0; (5.20)

.ı�Hm; /C .r � 1

�

Z

Im

E.s/ds;  /C .
1

�

Z

Im

K.s/ds;  / D 0; (5.21)

.ı�Jm; Q�/C �e.
1

�

Z

Im

J.s/ds; Q�/� !2e .
1

�

Z

Im

E.s/ds; Q�/ D 0; (5.22)

.ı�Km; Q /C �m.
1

�

Z

Im

K.s/ds; Q /� !2m.
1

�

Z

Im

H.s/ds; Q / D 0: (5.23)

Denote �mh D ˘hEm � Emh ; �
m
h D PhHm� Hm

h ;
Q�mh D ˘hJm� Jmh ; Q�mh D PhKm�

Km
h : Subtracting (5.16)–(5.19) from (5.20)–(5.23) with � D �h,  D  h, Q� D Q�h,

and Q D Q h, we can obtain the error equations

.i/ .ı� �
m
h ; �h/� .�mh ;r � �h/C . Q�

m

h ; �h/ D .ı�.˘hEm � Em/; �h/

�.PhHm � 1

�

Z

Im

H.s/ds;r � �h/C .˘hJ
m � 1

�

Z

Im

J.s/ds; �h/;

.ii/ .ı��
m
h ;  h/C .r � �mh ;  h/C . Q�mh ;  h/ D .ı� .PhHm � Hm/;  h/

C.r � .˘hE
m � 1

�

Z

Im

E.s/ds/;  h/C .PhK
m

h � 1

�

Z

Im

K.s/ds;  h/;
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.iii/ .ı� Q�mh ; Q�h/C �e. Q�
m

h ;
Q�h/ � !2e .�

m

h ;
Q�h/ D .ı� .˘hJm � Jm/; Q�h/

C�e.˘hJ
m � 1

�

Z

Im

J.s/ds; Q�h/ � !2e .˘hE
m

h � 1

�

Z

Im

E.s/ds; Q�h/;

.iv/ .ı� Q�mh ; Q h/C �m. Q�mh ; Q h/ � !2m.�mh ; Q h/ D .ı�.PhKm � Km/; Q h/

C�m.PhK
m � 1

�

Z

Im

K.s/ds; Q h/� !2m.PhH
m

h � 1

�

Z

Im

H.s/ds; Q h/:

Choosing �h D ��
m

h ;  h D ��mh ;
Q�h D � Q�mh ; Q h D � Q�mh in the above error equa-

tions, dividing the last two equations by !2e and !2m, adding the resultants together,
and using the property of operator Ph, we obtain

1

2
Œjj�mh jj20 � jj�m�1

h jj20 C jj�mh jj20 � jj�m�1
h jj20

C 1

!2e
.jj Q�mh jj20 � jj Q�m�1

h jj20/C 1

!2m
.jj Q�mh jj20 � jj Q�m�1

h jj20/�

	 �.ı� .˘hEm � Em/; �
m

h /� �.H
m � 1

�

Z

Im

H.s/ds;r � �mh /

C�.˘hJ
m � 1

�

Z

Im

J.s/ds; �
m

h /C �.r � .˘hE
m � 1

�

Z

Im

E.s/ds/; �mh /

C�.Km

h � 1

�

Z

Im

K.s/ds; �mh /C �

!2e
.ı� .˘hJm � Jm/; Q�

m

h /

C��e

!2e
.˘hJ

m � 1

�

Z

Im

J.s/ds; Q�mh /� �.˘hE
m

h � 1

�

Z

Im

E.s/ds; Q�mh /

C��m

!2m
.K

m � 1

�

Z

Im

K.s/ds; Q�mh / � �.Hm

h � 1

�

Z

Im

H.s/ds; Q�mh /

D
10X

iD1
Erri : (5.24)

After careful estimating of Erri ; i D 1; � � � ; 10 (details can be found in the
original paper [153]), and substituting them into (5.24), summing up the result from
m D 1 to any n 	 M with the fact that

�0h D �0h D Q�0h D Q�0h D 0;

then using the arithmetic-geometric mean inequality and taking the maximum with
respect to n, we obtain
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jj�hjj2l1.L2/
C jj�hjj2l1.L2/

C jjQ�hjj2l1.L2/
C jjQ�hjj2l1.L2/

� Ch2.kC1/.jjEt jj2L1.0;T I.HkC1 .˝//3/
C jjJjj2

L1.0;T I.HkC1 .˝//3/

CjjEjj2
L1.0;T I.HkC2 .˝//3/

C jjJt jj2L1.0;T I.HkC1 .˝//3/
/

CC�4.jjr 	 Ht t jj2L1.0;T I.L2.˝//3/
C jjJt t jj2L1.0;T I.L2.˝//3/

C jjr 	 Et t jj2L1.0;T I.L2.˝//3/

CjjKt t jj2L1.0;T I.L2.˝//3/
C jjEt t jj2L1.0;T I.L2.˝//3/

C jjHt t jj2L1.0;T I.L2.˝//3/
/;

which concludes the proof. Note that C linearly depends on T 2. ut
Remark 5.1. Similarly, we can formulate a leap-frog mixed finite element scheme

for solving (5.5)–(5.8): Given initial approximations E0h;K
0
h;H

1
2

h ; J
1
2

h , for m � 1,

find Emh 2 V0
h; J

mC 1
2

h 2 Vh;H
mC 1

2

h ;Km
h 2 Uh such that

.
Emh � Em�1

h

�
; �h/� .H

m� 1
2

h ;r � �h/C .J
m� 1

2

h ; �h/ D 0;

.
H
mC 1

2

h � H
m� 1

2

h

�
;  h/C .r � Emh ;  h/C .Km

h ;  h/ D 0;

.
J
mC 1

2

h � J
m� 1

2

h

�
; Q�h/C �e.

1

2
.J
mC 1

2

h C J
m� 1

2

h /; Q�h/� !2e .E
m
h ;

Q�h/ D 0;

.
Km
h � Km�1

h

�
; Q h/C �m.

1

2
.Km

h C Km�1
h /; Q h/� !2m.H

m� 1
2

h ; Q h/ D 0;

hold true for test functions �h 2 V0
h;  h 2 Uh; Q�h 2 Vh; Q h 2 Uh: Combining the

above proof techniques with those developed for the leap-frog scheme [183], we can
obtain the following superclose result:

max
1�m.jj˘hEm � Emh jj0 C jjPhHmC 1

2 � H
mC 1

2

h jj0

Cjj˘hJmC 1
2 � J

mC 1
2

h jj0 C jjPhKm � Km
h jj0/ 	 C.�2 C hkC1/:

5.4 Superconvergence in the Discrete l2 Norm

In this section, we first prove a superconvergence interpolation result obtained at
element centers for the lowest order cubic edge element (i.e., k D 1 in spaces Uh

and Vh). Then we use that to obtain a global superconvergence result in the discrete
l2 norm.
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Lemma 5.3. LetK D Œxc �hx; xc Chx�� Œyc �hy; yc Chy�� Œzc �hz; zc Chz� be
an arbitrary cubic element with maximum length h. Then for any u 2 W2;1.K/ and
its corresponding Nédélec interpolation˘c

Ku 2 Q0;1;1 �Q1;0;1 �Q1;1;0, we have

�
u �˘c

Ku
�
.xc; yc; zc/ 	 Ch2: (5.25)

Proof. Note that the lowest order H.curl/ interpolation ˘c
Ku can be written

explicitly as (cf. Example 3.5)

˘c
Ku.x; y; z/ D .˘c

Ku1;˘
c
Ku2;˘

c
Ku3/ D

12X

iD1

�Z

li

u � �idl

�
Ni .x; y; z/; (5.26)

where li are the 12 edges of the element, and �i represent the unit tangent vector
along li (cf. Fig. 5.1), and Ni 2 Q0;1;1 �Q1;0;1 �Q1;1;0 are the basis functions.

The first component of ˘c
Ku is

.˘c
Ku/1 D

�Z

l1

u1.x; yc � hy; zc � hz/dl

�
� 1

8hxhyhz
.yc C hy � y/.zc C hz � z/

C
�Z

l2

u1.x; yc C hy; zc � hz/dl

�
� 1

8hxhyhz
.y C hy � yc/.zc C hz � z/

C
�Z

l3

u1.x; yc � hy; zc C hz/dl

�
� 1

8hxhyhz
.yc C hy � y/.z C hz � zc/

C
�Z

l4

u1.x; yc C hy; zc C hz/dl

�
� 1

8hxhyhz
.y C hy � yc/.z C hz � zc/;

from which we see that the value at the element center is

.˘c
Ku/1.xc ; yc; zc/ D 1

8hx

�Z

l1

u1.x; yc � hy; zc � hz/d l C
Z

l2

u1.x; yc C hy; zc � hz/d l

�

C 1

8hx

�Z

l3

u1.x; yc � hy; zc C hz/d l C
Z

l4

u1.x; yc C hy; zc C hz/d l

�
:

By Taylor expansion at xc and the fact that
R xcChx
xc�hx .x � xc/dx D 0, we easily

have
Z

l1

u1.x; yc � hy; zc � hz/

D
Z

l1

Œu1.xc; yc � hy; zc � hz/CO.h2x/@xxu1.x�; yc � hy; zc � hz/�d l

D 2hxu1.xc; yc � hy; zc � hz/C 2hxO.h
2
x/@xxu1.x�; yc � hy; zc � hz/;

where x� is some number between x and xc .
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y

S1

l2

l4

z

l1

l3

S2x

Fig. 5.1 The exemplary
cubic edge element

Similar estimates can be obtained for other line integrals. Hence we have

.˘c
Ku/1.xc; yc; zc/ D 1

4
Œu1.xc; yc � hy; zc � hz/C u1.xc; yc C hy; zc � hz/

Cu1.xc; yc � hy; zc C hz/C u1.xc; yc C hy; zc C hz/�CO.h2x/:

Using Taylor expansion at .xc; yc; zc/ again, we can easily see that

.˘c
Ku/1.xc; yc; zc/ D u1.xc; yc; zc/CO.h2x C h2y C h2z /:

By symmetry, the same estimates can be proved for the second and third
components of ˘c

Ku. ut
With the above estimates, we can now obtain a superconvergence result in the

discrete l2 norm, which is one-order higher compared to the optimal error estimate
obtained in the continuousL2 norm.

Theorem 5.3. Let xKc D .xc; yc; zc/ be the center of a cubic element K D Œxc �
hx; xc Chx�� Œyc �hy; yc Chy�� Œzc �hz; zc Chz�, .Em;Hm/ and .Emh ;H

m
h / be the

analytical and numerical solutions of (5.1)–(5.4) and (5.16)–(5.19), respectively.
Under the assumptions of Theorem 5.2 (with m D 1) and Lemma 5.3, we have

max
1�m�M

�jjEm � Emh jjl2 C jjHm � Hm
h jjl2

� 	 C.�2 C h2/;

where we denote jjujjl2 D
�P

e

ju.xKc /j2 � jKj
� 1

2

, and jKj for the volume of

element K .

Proof. Note that any uh 2Q0;1;1 can be written as .c1 C c2y/.c3 C c4z/, which
satisfies the identity

uh.xKc / D .c1 C c2yc/.c3 C c4zc/ D 1

jKj
Z

K

uhdxdydz: (5.27)
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For the lowest order edge element space Vh, both ˘hEm (simplified notation of
˘c
hEm) and Emh 2 Q0;1;1 � Q1;0;1 � Q1;1;0, hence applying (5.27) to the first

component of˘hEm � Emh , we have

.˘hEm � Emh /1.x
K
c / D 1

jKj
Z

K

.˘c
KEm � Emh /1dxdydz:

Using the Cauchy-Schwarz inequality and Theorem 5.2 with k D 1, we obtain

X

K2T h
j.˘hEk � Ekh/1.x

K
c /j2 � jKj D

X

K2T h

1

jKj
�Z

K

.˘c
KEm � Emh /1dxdydz

�2

	
Z

˝

.˘hEm � Emh /
2
1dxdydz 	 C.�4 C h4/:

Same estimates can be proved for the other two components. Then by the triangle
inequality and Lemma 5.3, we have

jjEm � Emh jjl2 	 jjEm �˘hEmjjl2 C jj˘hEm � Emh jjl2 	 C.�2 C h2/: (5.28)

The estimate jjHm�Hm
h jjl2 	 C.�2Ch2/ can be proved similarly (cf. [156]) ut

5.5 Extensions to 2-D Superconvergence Analysis

In this section, we want to prove similar superclose results for the 2-D Maxwell’s
equations. Note that in some sense the 2-D case is more complicated than the 3-D
case, since in the 2-D Maxwell’s equations, one field is a 2-D vector, while the other
field becomes a scalar. Without loss of generality, here we assume that the electrical
field E is a vector, while the magnetic field H is a scalar. To make the extension
clearly, we define the 2-D vector and scalar curl operators:

r �H D .
@H

@y
;�@H

@x
/0; r � E D @E2

@x
� @E1

@y
; 8 E � .E1;E2/

0: (5.29)

5.5.1 Superconvergence on Rectangular Edge Elements

For a 2-D domain ˝ , we partition it by a family of regular rectangular meshes Th
with maximum mesh size h: The corresponding Raviart-Thomas-Nédélec rectangu-
lar elements are:

Uh D f h 2 L2.˝/ W  hjK 2 Qk�1;k�1; 8 K 2 Thg;
Vh D f�h 2 H.curlI˝/ W �hjK 2 Qk�1;k �Qk;k�1; 8 K 2 Thg;
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for any k � 1. Recall that Qi;j denotes the space of polynomials whose degrees
are less than or equal to i; j in variables x; y, respectively. It is easy to see that
r � Vh 
 Uh still holds.

In the 2-D case, the Nédélec operator˘hE 2 Vh is defined as:

Z

li

.E �˘hE/ � �iqdl D 0; 8 q 2 Pk�1.li /; i D 1; � � � ; 4; (5.30)

Z

K

.E �˘hE/ � qdxdy D 0; 8 q 2 Qk�1;k�2 �Qk�2;k�1; (5.31)

where li denotes the i -th edge of an element K , and �i is the unit tangent vector
along the edge li :When k D 1 (the lowest-order rectangular edge element),˘hE is
defined by (5.30) only.

The 2-D superclose analysis depends on the following fundamental results.

Lemma 5.4. For any u 2 H.curlIK/ and q 2 Qk�1;k�1.K/; k � 1, we have

Z

K

r � .u �˘hu/ � qdxdy D 0:

Proof. The proof follows from the Stokes’ formula

Z

K

r � .u �˘hu/ � qdxdy D
Z

@K

.u �˘hu/ � �qdl C
Z

K

.u �˘hu/ � .r � q/dxdy

and the property (5.30) and (5.31) for the operator˘h: ut
LetPh be theL2-projection operator onto the spaceUh. By the property r�Vh 


Uh, we immediately have

Lemma 5.5. For any w 2 L2.K/ and �hjK 2 Qk�1;k �Qk;k�1; k � 1, we have

Z

K

.w � Phw/ � r � �hdxdy D 0:

Lemma 5.6. Let K D Œxc � hx; xc C hx� � Œyc � hy; yc C hy� be an arbitrary
rectangular element. Then for any u 2 H.curlIK/ and �hjK 2 Qk�1;k �
Qk;k�1; k � 1, we have

Z

K

.u1 � .˘hu/1/�1dxdy D O.hkC1
y /jj@kC1

y u1jj0;K jj�1jj0;K; (5.32)

Z

K

.u2 � .˘hu/2/�2dxdy D O.hkC1
x /jj@kC1

x u2jj0;K jj�2jj0;K; (5.33)
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where u1; u2 and �1; �2 are the two components of u and �h, respectively. Hence,
we have Z

K

.u �˘hu/ � �hdxdy D O.hkC1/jjujjkC1;K jj�hjj0;K:

Proof. Since

Z

K

.u �˘hu/ � �hdxdy D
Z

K

.u1 � .˘hu/1/�1dxdy C
Z

K

.u2 � .˘hu/2/�2dxdy;

we just need to consider the first inner product. For simplicity, below we just present
the proof for the k D 1 case. For k � 2 case, interested readers can find the detailed
proof in the original paper [153].

By definition, when k D 1, �1 2 Q0;1: Then by the Taylor expansion, we obtain

Z

K

.u1 � .˘hu/1/�1dxdy

D
Z

K

.u1 � .˘hu/1/Œ�1.xc; yc/C .y � yc/@y�1.xc; yc/�dxdy: (5.34)

Denote the functions

A.x/ D 1

2
Œ.x � xc/

2 � h2x�; B.y/ D 1

2
Œ.y � yc/

2 � h2y�: (5.35)

Note that in the proof below we will constantly use the facts that:

A.x/ D 0 on x D xc ˙ hx; B.y/ D 0 on y D yc ˙ hy: (5.36)

Using integration by parts and the identity @yyB.y/ D 1, (5.30) and (5.36), we
have

Z

K

.u1 � .˘hu/1/dxdy D
Z

K

.u1 � .˘hu/1/@yyB.y/dxdy

D
Z xcChx

xDxc�hx
.u1 � .˘hu/1/@yB.y/jycChyyDyc�hy dx �

Z

K

.u1 � .˘hu/1/y@yB.y/dxdy

D
Z

K

.u1 � .˘hu/1/yyB.y/dxdy D
Z

K

@yyu1 � B.y/dxdy;

where in the last step we used the fact that .˘hu/1 2 Q0;1:
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Similarly, by the identity y � yc D 1
6
@3y.B

2.y// and integration by parts, we
obtain

Z

K

.u1 � .˘hu/1/.y � yc/dxdy D
Z

K

.u1 � .˘hu/1/ � 1
6
@3y.B

2.y//dxdy

D
Z xcChx

xDxc�hx
.u1 � .˘hu/1/ � 1

6
@2y.B

2.y//jycChyyDyc�hy dx

�
Z

K

.u1 � .˘hu/1/y � 1
6
@2y.B

2.y//dxdy

D
Z

K

.u1 � .˘hu/1/yy � 1
6
@y.B

2.y//dxdy D
Z

K

@yyu1 � 1
6
.B2.y//ydxdy:

Substituting the above integral identities into (5.34) and using the inverse
estimate, we have

Z

K

.u1 � .˘hu/1/�1dxdy

D
Z

K

@yyu1 � B.y/ � �1.xc; yc/dxdy C
Z

K

@yyu1 � 1
6
.B2.y//y � @y�1.xc; yc/dxdy

D
Z

K

@yyu1 � B.y/ � Œ�1.x; y/ � .y � yc/@y�1.x; y/�dxdy

C
Z

K

@yyu1 � 1
3
B.y/ � .y � yc/@y�1.x; y/dxdy

D O.h2y/jj@yyu1jj0;K jj�1jj0;K:

Using the same arguments, we can prove

Z

K

.u2 � .˘hu/2/�2dxdy D O.h2x/jj@xxu2jj0;K jj�2jj0;K;

which completes our proof for the k D 1 case. ut
With Lemmas 5.4–5.6, we can see that Theorems 5.1 and 5.2 hold true for 2-D

rectangular elements. Below we want to show that for the lowest-order edge element
(i.e., k D 1 in Uh and Vh), we have one-order higher superconvergence in the L1-
norm at rectangular element centers.

Lemma 5.7. Let K D Œxc � hx; xc C hx� � Œyc � hy; yc C hy� be an arbitrary
rectangular element. Then for any u 2 H.curlIK/ and ˘hujK 2 Q0;1 � Q1;0; we
have

.u �˘c
Ku/.xc; yc/ D O.h2/: (5.37)
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Proof. For the lowest-order edge elementQ0;1�Q1;0, the interpolation˘c
Ku of any

u 2 H.curlIK/ can be written as (cf. Example 3.6):

˘c
Ku.x; y/ D

4X

jD1
.

Z

lj

u � �j d l/Nj .x; y/; (5.38)

where we denote lj the four edges of the element, which start from the bottom edge
and are oriented counterclockwise. Furthermore, we denote �j for the unit tangent
vector along lj . Recall that the edge element basis functions Nj are as follows (cf.
Example 3.6):

N1 D
 
.ycChy/�y
4hxhy

0

!
; N2 D

 
0

x�.xc�hx/
4hxhy

!
;

N3 D
 
.yc�hy/�y
4hxhy

0

!
; N4 D

 
0

x�.xcChx/
4hxhy

!
:

By (5.38) and the notation u D .u1; u2/0, we have

˘c
Ku.xc; yc/

D
Z

l1

u1.x; yc � hy/dx �
 
.ycChy/�yc

4hxhy

0

!
C
Z

l2

u2.xc C hx; y/dy �
 

0
xc�.xc�hx/
4hxhy

!

�
Z

l3

u1.x; yc C hy/dx �
 
.yc�hy/�yc
4hxhy

0

!
�
Z

l4

u2.xc � hx; y/dy �
 

0
xc�.xcChx/

4hxhy

!
;

from which we obtain the first component

1

4hx
.

Z xcChx

xc�hx
u1.x; yc � hy/dx C

Z xcChx

xc�hx
u1.x; yc C hy/dx/

D 1

4hx
.

Z xcChx

xc�hx
Œu1.xc; yc � hy/C .x � xc/@xu1.xc; yc � hy/CO.h2x/�dx

C
Z xcChx

xc�hx
Œu1.xc; yc C hy/C .x � xc/@xu1.xc; yc C hy/CO.h2x/�dx/

D 1

2
Œu1.xc; yc � hy/C u1.xc; yc C hy/�CO.h2x/;

where we used the Taylor expansion and the fact that
R xcChx
xc�hx .x�xc/dx D 0: Using

the Taylor expansion one more time, we can easily see that
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..˘c
Ku/1 � u1/.xc; yc/

D 1

2
Œu1.xc; yc � hy/C u1.xc; yc C hy/� � u1.xc; yc/CO.h2x/

D O.h2x/CO.h2y/:

By the same arguments, we can obtain the same estimate for the second
component:

..˘c
Ku/2 � u2/.xc; yc/ D O.h2x/CO.h2y/;

which completes the proof. ut
With the above preparations, finally we can prove the following L1 supercon-

vergence result.

Theorem 5.4. Let .xc; yc/ be the center of a rectangular element K D Œxc �
hx; xc Chx�� Œyc �hy; yc Chy�; and Eh andHh be the lowest-order finite element
solution of (5.9)–(5.12), i.e., EhjK 2 Q0;1 � Q1;0 and HhjK 2 Q0;0: Under the
assumption that the L2 norms of ˘hE � Eh and PhH � Hh are almost uniformly
distributed, i.e.,

Z

K

j˘hE � Ehj2dK 	 C

N

Z

˝

j˘hE � Ehj2dK; (5.39)

Z

K

jPhH �Hhj2dK 	 C

N

Z

˝

jPhH �Hhj2dK; (5.40)

where N denotes the total number of elements over ˝: Then on a quasi-uniform
mesh we have the L1 superconvergence

j.E � Eh/.xc; yc/j C j.H �Hh/.xc; yc/j 	 Ch2: (5.41)

Proof. Using the fact that the m-point Gaussian quadrature holds exactly for all
polynomials up to degree 2m � 1; and the Cauchy-Schwarz inequality, for the first
component of error ˘hE � Eh we easily have

j.˘hE � Eh/1.xc; yc/j D j 1jKj
Z

K

.˘hE � Eh/1dxdyj

	 1

jKj.
Z

K

j.˘hE � Eh/1j2dxdy/1=2.
Z

K

12dxdy/1=2

	 1

jKj1=2 .
1

N

Z

˝

j.˘hE � Eh/1j2dxdy/1=2

	 1

.N jKj/1=2 � Ch2 	 Ch2; (5.42)
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where we used Theorem 5.1 and the fact that N jKj � meas.˝/ D O.1/. Similar
estimate can be obtained for the second component, i.e.,

j.˘hE � Eh/2.xc; yc/j D O.h2/;

from which and Lemma 5.4, we obtain

.E � Eh/.xc; yc/ D .E �˘hE/.xc; yc/C .˘hE � Eh/.xc; yc/ D O.h2/:

Note that for any function f .x; y/, by Taylor expansion, we have

1

jKj
Z

K

f .x; y/dxdy � f .xc; yc/ D 1

jKj
Z

K

.f .x; y/ � f .xc; yc//dxdy

D 1

jKj
Z

K

Œ.x � xc/@xf .xc; yc/C .y � yc/@yf .xc; yc/CO.h2/�dxdy

D O.h2/; (5.43)

using which, the fact that
R
K
.PhH � H/dxdy D 0 and similar arguments used

in (5.42), we have

.H �Hh/.xc; yc/ � 1

jKj
Z

K

.H �Hh/.x; y/dxdy CO.h2/

D 1

jKj
Z

K

.PhH �Hh/.x; y/dxdy CO.h2/

	 1

jKj.
Z

K

jPhH �Hhj2dxdy/1=2.
Z

K

12dxdy/1=2 CO.h2/ 	 Ch2;

which concludes the proof. ut
By similar arguments, for the fully-discrete scheme (5.16)–(5.19), under the

constraints (5.39) and (5.40), we can prove

max
1�m�M.j.E

m � Emh /.xc; yc/j C j.Hm �Hm
h /.xc; yc/j/ 	 C.h2 C �2/:

Without imposing the constraints (5.39) and (5.40), we can similarly prove the
discrete l2 superconvergence as Theorem 5.3. More specifically, we have

Theorem 5.5. Let xKc D .xc; yc/ be the center of a rectangular element K D
Œxc�hx; xcChx��Œyc�hy; ycChy�, .Em;Hm/ and .Emh ;H

m
h / be the 2-D analytical

and numerical solutions of (5.1)–(5.4) and (5.16)–(5.19), respectively. Then we have

max
1�m�M

�jjEm � Emh jjl2 C jjHm �Hm
h jjl2

� 	 C.�2 C h2/;



168 5 Superconvergence Analysis for Metamaterials

where we denote jjujjl2 D
�P

e

ju.xKc /j2 � jKj
� 1
2

, and jKj for the area of elementK .

Numerical results demonstrating L1 convergence rate O.h2/ at rectangular
element centers are indeed observed for the lowest-order rectangular edge element.
Detailed results are presented in Chap. 7.

5.5.2 Superconvergence on Triangular Edge Elements

In this section, we would like to show that some superconvergence results as
Sect. 5.5.1 hold true for the lowest-order triangular edge element. We assume that
the domain ˝ is partitioned by a family of regular triangular meshes Th with
maximum mesh size h, in which case the mixed finite element spaces used to
solve (5.16)–(5.19) are:

Uh D f h 2 L2.˝/ W  h D piecewise constant; 8 K 2 Thg;
Vh D f�h 2 H.curlI˝/ W �hjK D span.�ir�j � �jr�i /; i; j D 1; 2; 3; 8 K 2 Thg;

where �i is the barycentric coordinate at the i -th vertex of the triangle K .
By the Stokes’ formula, it is easy to see that:

Lemma 5.8. For any u 2 H.curlIK/, we have

Z

K

r � .u �˘hu/dxdy D 0:

Note that for any �hjK 2 Vh, r � �h is a constant, hence we easily have the
following result.

Lemma 5.9. For any w 2 L2.K/ and �hjK 2 Vh, we have

Z

K

.w � Phw/ � r � �hdxdy D 0:

Since there exists no natural superconvergence point for the numerical solution
of (5.16)–(5.19)obtained with the lowest-order triangular edge element, we consider
a special triangular mesh formed by parallelograms such as Fig. 5.2.

Below is a superclose result between a function and its Nédélec interpolation on
a parallelogram.

Theorem 5.6 ([154, Theorem 3.3]). On a parallelogram } formed by two trian-
gles, if u 2 H.curl I }/ \H3.}/ and �h 2 Vh, then we have
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Fig. 5.2 Exemplary triangular meshes formed by parallelograms

Z

}
.u � .˘hu// � �h dxdy D O.h2/jj@3ujj0;}jj�hjj0;}: (5.44)

Note that by the standard interpolation estimate [217], we only have

Z

}
.u � .˘hu// � �h D O.h/jjujjH.curlI}/jj�hjj0;};

which is one order less than (5.44).
Through some technical calculation, a pointwise superconvergence result at the

center of each parallelogram can be proved by taking an average of the interpolations
from those two neighboring triangles.

Theorem 5.7 ([154, Theorem 3.4]). Assume that .xc; yc/ is the center of one
parallelogram } formed by two triangles L and R, then for any u D .u1; u2/ 2
C2.}/, we have

Œu � 1

2
..˘hu/jL C .˘hu/jR/�.xc; yc/ D O.h2/:

Another interesting result for the lowest-order triangular edge element is that
the average of a function over a parallelogram is equal to the function value at the
parallelogram center.

Lemma 5.10. Consider a parallelogram } formed by verticesA.xc�l3 cos˛; yc�
l3 sin˛/; B.xc � l3 cos˛ C 2l1; yc � l3 sin ˛/; C.xc C l3 cos˛; yc C l3 sin˛/; and
D.xc C l3 cos˛ � 2l1; yc C l3 sin ˛/, where O.xc; yc/ denotes the midpoint of AC ,
˛ D †CAB, 2l1; 2l2 and 2l3 are the lengths of AB;BC and CA, respectively. The
following holds true (for any parallelogram in Fig. 5.3):

1

j}j
Z

}
uhdxdy D uh.xc; yc/ 8 uh 2 Vh: (5.45)
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Fig. 5.3 The exemplary parallelograms

Proof. By definition of Vh, the first component of uh 2 Vh can be written as (cf.
[154, Lemma 2.1]):

u1h D c1 C c2y;

where c1 and c2 are some constants. Below we just prove (5.45) for the first
component on the general parallelogram (the left one in Fig. 5.3), since proofs of
the other cases are easier.

From Fig. 5.3, we can write the line equations of AD and BC respectively:

lAD W y � .yc � l3 sin ˛/ D l3 sin ˛

l3 cos˛ � 2l1
Œx � .xc � l3 cos˛/�;

lBC W y � .yc � l3 sin ˛/ D l3 sin˛

l3 cos˛ � 2l1 Œx � .xc � l3 cos˛ C 2l1/�;

solving which for x, we obtain

xlAD D l3 cos˛ � 2l1

l3 sin ˛
Œy � .yc � l3 sin ˛/�C .xc � l3 cos˛/;

xlBC D l3 cos˛ � 2l1
l3 sin ˛

Œy � .yc � l3 sin ˛/�C .xc � l3 cos˛ C 2l1/:

Therefore, we have

Z

}
u1hdxdy D

Z

}
.c1 C c2y/dxdy

D
Z ycCl3 sin˛

yc�l3 sin˛

Z xlBC

xlAD

.c1 C c2y/dxdy D
Z ycCl3 sin˛

yc�l3 sin˛
2l1.c1 C c2y/dy

D 2l1Œc1 � 2l3 sin ˛ C c2 � 2ycl3 sin ˛� D 2l1 � 2l3 sin˛.c1 C c2yc/ D j}ju1h.xc; yc/:

By the same technique, we can prove that
R

} u2hdxdy D j}ju2h.xc; yc/; which
concludes our proof. ut

Using the above results, we can prove that the averaged solutions have pointwise
superconvergence at parallelogram centers (cf. [154, Theorem 4.3]).
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Theorem 5.8. Let .xc; yc/ be the center of a parallelogram } shown in Fig. 5.3,
and Emh and Hm

h be the finite element solution of (5.16)–(5.19) at time level tm. If
the L2 estimates of˘hEm � Emh and PhHm �Hm

h are almost uniformly distributed
over˝ , i.e.,

Z

}
j˘hEm � Emh j2dxdy 	 C

N

Z

˝

j˘hEm � Emh j2dxdy; (5.46)

Z

}
jPhHm �Hm

h j2dxdy 	 C

N

Z

˝

jPhHm �Hm
h j2dxdy; (5.47)

where N denotes the total number of elements over˝; then we have

max
m�1.j.E

m � Em�h/.xc; yc/j C j.Hm �Hm�h/.xc; yc/j/ 	 C.h2 C �2/;

where Em�h andHm�h are the averaged values at the parallelogram centers:

Em�h D 1

2
.Emh jL C Emh jR/.xc; yc/; Hm�h D 1

2
.Hm

h jL CHm
h jR/.xc; yc/:



Chapter 6
A Posteriori Error Estimation

In this chapter, we present some basic techniques for developing a posteriori error
estimation for solving Maxwell’s equations. It is known that the a posteriori error
estimation plays a very important role in adaptive finite element method. In Sect. 6.1,
we provide a brief overview of a posteriori error estimation. Then in Sect. 6.2,
through time-harmonic Maxwell’s equations, we demonstrate the fundamental ideas
on how to obtain the upper and lower posteriori error estimates. In Sect. 6.3, we
present a posteriori error estimator obtained for a cold plasma model described by
integro-differential Maxwell’s equations.

6.1 A Brief Overview of A Posteriori Error Analysis

How to use the computational solution to guide where to refine or coarsen the local
mesh grid and/or how to choose the proper orders of the basis function in different
regions becomes an essential problem in the adaptive finite element method. Since
the pioneering work of Babuska and Rheinboldt in the late 1970s [16], the adaptive
finite element method has been well developed as evidenced by the vast literature
in this area. If an error estimate for the unknown exact solution is totally based on
the available computational result, then this error estimate is called a posteriori
error estimator. How to develop a robust a posteriori error estimator plays an
important role in developing an effective adaptive finite element method. Due to
the intelligent work of many researchers over the past three decades, the study
of a posteriori error estimator for standard elliptic, parabolic and second order
hyperbolic problems seems mature (e.g., review papers [32,64,111,126,227], books
[4, 20, 21, 252, 287, 297], and references cited therein).

On the other hand, works on a posteriori error estimators for Maxwell’s equations
are quite limited. The analysis of a posteriori error estimators for the edge elements
was initiated by Monk in 1998 [216] and Beck et al. in 2000 [31]. So far, there
are only about two dozens of papers devoted to Maxwell’s equations in free space

J. Li and Y. Huang, Time-Domain Finite Element Methods for Maxwell’s Equations
in Metamaterials, Springer Series in Computational Mathematics 43,
DOI 10.1007/978-3-642-33789-5 6, © Springer-Verlag Berlin Heidelberg 2013
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[48, 72, 82, 139, 147, 148, 159, 253, 305, 306]. For example, Monk [216] obtained a
posteriori error estimator for a scattering problem interacting with a bounded inho-
mogeneous and anisotropic scatterer. Beck et al. [31] developed a residual-based
a posteriori error estimator for the model problem (6.1) and (6.2) shown below.
In this seminar paper, they obtained both the lower and upper bounds. In 2003,
Nicaise et al. [225] considered residual-based a posteriori error estimator for the
same model. Then in 2005, Nicaise [224] developed a posteriori Zienkiewicz-Zhu
type error estimators for the same problem. Recently, Houston et al. [147] developed
a posteriori error estimator for a mixed discontinuous Galerkin approximation of
time-harmonic Maxwell’s equations.

In the following two sections, we present details on those basic techniques of how
to derive a posteriori error estimator for Maxwell’s equations in free space and cold
plasma, respectively. The rest of this chapter is mainly based on papers [72, 182].

6.2 A Posteriori Error Estimator for Free Space Model

6.2.1 Preliminaries

When discretizing the time-domain free space Maxwell’s equations in time, we end
up solving the following problem at each time step [31, 72]:

r � .˛.x/r � u/C ˇ.x/u D f in ˝; (6.1)

u � n D 0 on @˝; (6.2)

where u is the time approximation of either the electric field E or the magnetic field
H, f 2 H.divI˝/ is a source function, while ˛.x/ and ˇ.x/ are the underlying
medium parameters. Here for simplicity, we only consider the perfect conductor
boundary condition (6.2). Throughout this chapter, ˝ is assumed to be a bounded,
simply-connected domain in R3 with connected Lipschitz polyhedral boundary,
whose unit outward normal vector is denoted as n.

For simplicity, we assume that ˛.x/ and ˇ.x/ are piecewise positive constant
functions on ˝ , and ˝ is composed of two disjoint subdomains ˝1 and ˝2. More
specifically,

˛ D ˛i and ˇ D ˇi in ˝i;

where both ˝1 and ˝2 are simply-connected Lipschitz polyhedra.
It is easy to obtain a weak formulation of (6.1) and (6.2): Find u 2 H0.curlI˝/

such that
a.u; v/ D .f; v/ 8 v 2 H0.curlI˝/; (6.3)

where the bilinear form a.u; v/ is given by

a.u; v/ D .˛r � u;r � v/C .ˇu; v/ 8 u; v 2 H0.curlI˝/:
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Recall that the space H0.curlI˝/ is defined as

H0.curlI˝/ D ˚
u 2 .L2.˝//3 W r � u 2 .L2.˝//3 and u � n D 0 on @˝

�
:

The well-posedness of (6.3) is guaranteed by the Lax-Milgram lemma.
To develop a finite element method for solving (6.3), we consider a shape-regular

mesh Th that partitions the domain ˝ into disjoint tetrahedral elements fKg, such
that ˝ D S

K2Th K: Following the same notations defined in Sect. 4.2.2, we denote
the diameter of K by hK; the mesh size by h D maxK2Th hK; the set of all interior
faces by F I

h , the set of all boundary faces by FB
h , and the set of all faces by Fh D

F I
h [ F B

h : Furthermore, we denote !K for the union of all elements K having a
common face with K , and !F for the union of two elements sharing F .

With the above preparation, we can develop the finite element approximation
of (6.3): Find u 2 V0

h such that

a.uh; vh/ D .f; vh/ 8 vh 2 V0
h; (6.4)

where we use the lowest order edge element space (cf. Example 3.8):

V0
h D ˚

v 2 H0.curlI˝/ W vjK D aK � x C bK; aK;bK 2 R3; 8 K 2 Th
�
:

Below are some fundamental results (cf. [145,217]) needed for deriving a posterior
error estimator.

Lemma 6.1. The space H0.curlI˝/ admits the following ˇ-orthogonal decompo-
sition

H0.curlI˝/ D H0
0 .curlI˝/˚H?

0 .curlI˝/; (6.5)

where

H0
0 .curlI˝/ � f v 2 H0.curlI˝/ W r � v D 0g

and

H?
0 .curlI˝/ � ˚

v 2 H0.curlI˝/ W .ˇv; v0/ D 0; v0 2 H0
0 .curlI˝/� :

Lemma 6.2. If the domain ˝ is simply connected with connected boundary, we
have

H0
0 .curlI˝/ D rH1

0 .˝/ (6.6)

and
jjvjj0 	 C jjr � vjj0 8 v 2 H?

0 .curlI˝/; (6.7)

where the constant C > 0 depends on ˝ only.
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Lemma 6.3. [145, Lemma 2.4] Assume that˝ is a bounded Lipschitz domain, then
for any v 2 H0.curlI˝/, there exists the regular decomposition

v D w C r�; (6.8)

where w 2 H0.curlI˝/\ .H1.˝//3 and � 2 H1
0 .˝/:Moreover, there is a positive

constant Chip depending only on˝ such that

jjwjj1 	 Chipjjvjjcurl ; jj�jj1 	 Chipjjvjjcurl ; (6.9)

here and below we define the norm jjvjjcurl D .jjvjj20 C jjr � vjj20/1=2:
Lemma 6.4. LetDK (resp.DF ) denote the union of elements in Th with non-empty
intersection with K (resp. F ). Furthermore, we denote a generic constant C > 0,
which depends only on the shape regularity of the mesh.

(i) [31] for any w 2 H0.curlI˝/\ .H1.˝//3, there exists the quasi-interpolation
˘hw 2 V0

h such that

jjw �˘hwjj0;K 	 ChK jwj1;DK 8 K 2 Th; (6.10)

jjw �˘hwjj0;F 	 Ch
1
2

F jwj1;DF ; 8 F 2 Fh: (6.11)

(ii) [127, Sect. I.A.3] let Sh0 be the continuous piecewise linear finite element
subspace of H1

0 .˝/. Then for any � 2 H1
0 .˝/, there exists a continuous

piecewise linear approximation Ih� 2 Sh0 such that

jj� � Ih�jj0;K 	 ChK j�j1;DK 8 K 2 Th; (6.12)

ˇ
1
2

K jj� � Ih�jj0;K 	 ChK jjˇ 1
2 r�jj0;DK 8 K 2 Th; (6.13)

jj� � Ih�jj0;F 	 Ch
1
2

F j�j1;DF 8 F 2 Fh; (6.14)

ˇ
1
2

F jj� � Ih�jj0;F 	 Ch
1
2

F jjˇ 1
2 r�jj0;DF 8 F 2 Fh: (6.15)

6.2.2 An Upper Bound of A Posterior Error Estimator

Before presenting the error estimate, we need to introduce some notations:


˛
K � ˛K

˛m
; 
˛

F � ˛F

˛m
; 


ˇ˛
K � ˇK

˛m
; 


ˇ˛
F � ˇF

˛m
; 8 K 2 Th; F 2 Fh;

where ˛m D minf˛1; ˛2g: Furthermore, we define the element residuals

RK.uh/ D f � ˇuh in K 2 Th;
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and the jump residuals: for any F 2 Fh,

JF1.uh/ � �Œ˛.r � uh/ � n�F and JF 2.uh/ � Œ.f � ˇuh/ � n�F :

For simplicity, in the rest of this section, we write

Œg.n/�F D g.nF /jK1 C g.nF /jK2
with g.n/ being either ˛.r � uh/ � n or .f � ˇuh/ � n, and K1 and K2 are the
two neighboring elements sharing the face F with unit outward normal vector nF :
Furthermore, without confusion, we often use the short notation

RK D RK.uh/; JF1 D JF1.uh/ and JF 2 D JF 2.uh/:

Denote the solution error e D u�uh. Below we will bound the energy norm jjejja Dp
a.e; e/ from above and below by the local error indicators

�2h.K/ D �21;K C
X

F�@K;F2Fh
�21;F C �22;K C

X

F�@K;F2Fh
�22;F ; (6.16)

where

�21;K D 
˛
K jjhK˛�1=2

K RK jj20;K; �21;F D 
˛
F jjh1=2F ˛

�1=2
F JF1jj20;F ;

�22;K D max.1;
ˇ˛
K /jjhKˇ�1=2

K divfjj20;K; �22;F D max.1;
ˇ˛
F /jjh1=2F ˇ

�1=2
F JF2jj20;F :

The upper bound of the error u � uh is given below.

Theorem 6.1.
jju � uhjj2a 	 Cup

X

K2Th
�2h.K/; (6.17)

where the constant Cup > 0 depends only on the shape regularity of the mesh.

Proof. It is easy to see that the error e 2 H0.curlI˝/ satisfies the error equation

a.e; v/ D r.v/ 8 v 2 H0.curlI˝/; (6.18)

where the residual

r.v/ D .f � ˇuh; v/� .˛ r � uh;r � v/ 8 v 2 H0.curlI˝/:

Using (6.4), we have the Galerkin orthogonality relation

a.e; vh/ D r.vh/ D 0 8 vh 2 V0
h: (6.19)
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Using the orthogonal decomposition (6.5) in the error equation (6.18), we have

jjejj2a D r.e/ D r.e?/C r.e0/; (6.20)

where e? 2 H?
0 .curlI˝/ and e0 2 H0

0 .curlI˝/: Then by the decomposition (6.8),
we have

r.e?/ D r.w/C r.r�/; (6.21)

where w 2 H0.curlI˝/\ .H1.˝//3 and � 2 H1
0 .˝/:

The proof is completed by combining the estimates of r.w/; r.r�/ and r.e0/
proved in Lemmas 6.5–6.7 shown below. ut
Lemma 6.5.

r.w/ 	 C.
X

K2Th
�21;K C

X

F2Fh
�21;F /

1=2jje?jja:

Proof. By the Galerkin orthogonality (6.19), we have

r.w/ D r.w �˘hw/ D .f � ˇuh;w �˘hw/� .˛r � uh;r � .w �˘hw//:

Then using integration by parts and the property r � .˛ r � uh/ D 0, we obtain

r.w/ D
X

K2Th
.f � ˇuh � r � .˛r � uh/;w �˘hw/ �

X

F2Fh
.Œ˛r � uh � n�F ;w �˘hw/F

D
X

K2Th
.RK;w �˘hw/C

X

F2Fh
.JF1;w �˘hw/F

	
X

K2Th
jjRK jj0;K jjw �˘hwjj0;K C

X

F2Fh
jjJF1jj0;F jjw �˘hwjj0;F

	 C Œ.
X

K2Th
h2K jjRK jj20;K /1=2jwj1 C .

X

F2Fh
hF jjJF1jj20;F /1=2jwj1�

	 C.
X

K2Th
�21;K C

X

F2Fh
�21;F /

1=2jj˛1=2r � e?jj0;

which concludes the proof. In the above, we used the approximation prop-
erty (6.10) and (6.11), and the estimate (6.9). ut
Lemma 6.6.

r.r�/ 	 C.
X

K2Th
�22;K C

X

F2Fh
�22;F /

1=2jje?jja:

Proof. It is known that (cf. (2.6) of [72]):

V0
h \H0

0 .curlI˝/ D rSh0 ; (6.22)

which implies that r�h belongs to V0
h for any �h 2 Sh0 :



6.2 A Posteriori Error Estimator for Free Space Model 179

By the Galerkin orthogonality (6.19), integration by parts and the fact that
div.ˇuh/ D 0 on each elementK , we have

r.r�/ D r.r.� �˘h�// D .f � ˇuh;r.� �˘h�//

D
X

K2Th
.div.ˇuh/ � divf; � �˘h�/K C

X

F2Fh
.Œf � ˇuh � n�F ; � �˘h�/F

D
X

K2Th
.�divf; � �˘h�/K C

X

F2Fh
.JF2 ; � �˘h�/F

	
X

K2Th
jjdivfjj0;K jj� �˘h�jj0;K C

X

F2Fh
jjJF2 jj0;F jj� �˘h�jj0;F

	 C Œ.
X

K2Th
h2K jjdivfjj20;K /

1
2 j�j1 C .

X

F2Fh
hF jjJF2 jj20;F /

1
2 j�j1�

	 C Œ.
X

K2Th
h2K jjdivfjj20;K /

1
2 jje?jj0 C .

X

F2Fh
hF jjJF2 jj20;F /

1
2 jje?jj0�

	 C Œ.
X

K2Th


ˇ˛
K jjhKˇ� 1

2
K divfjj20;K C

X

F2Fh


ˇ˛
F jjh

1
2
F ˇ

� 1
2

F JF 2jj20;F /
1
2 jj˛ 1

2 r � e?jj0

	 C.
X

K2Th
�22;K C

X

F2Fh
�22;F /

1
2 jj˛ 1

2 r � e?jj0;

which concludes the proof. Here we used the approximation property (6.12)–(6.14),
and the estimates (6.9) and (6.7). ut
Lemma 6.7.

r.e0/ 	 C.
X

K2Th
�22;K C

X

F2Fh
�22;F /

1=2jjˇ1=2e0jj0:

Proof. By (6.6), we know that there exists some  2 H1
0 .˝/ such that e0 D r .

Hence similar to the proof of Lemma 6.6, we have

r.e0/ D r.r. �˘h //

	 C.
X

K2Th
jjhKˇ� 1

2

K divfjj20;K C
X

F2Fh
jjh1

2

F ˇ
� 1
2

F JF 2jj20;F /
1
2 jjˇ 1

2 r jj0

	 C.
X

K2Th
�22;K C

X

F2Fh
�22;F /

1
2 jjˇ 1

2 e0jj0;

which completes the proof. ut
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6.2.3 A Lower Bound of A Posterior Error Estimator

To obtain a lower bound of the error, we need to use the bubble function technique
originally introduced by Verfurth [286] for the elliptic problem. We denote bK for
the standard polynomial bubble function on an element K , and bF for the standard
polynomial bubble function on an interior element face F , shared by two elements
K and K 0. For simplicity, in the following we denote UF D fK;K 0g for the
union of elements K and K 0. For a tetrahedron K , an exemplary element bubble
function bK D 256˘4

iD1�i , and face bubble function bF D 27˘3
iD1�i , where �i is

the standard basis function in Sh0 at vertex xi .
With these notation, we have the following classical estimates.

Lemma 6.8. For any polynomial function v on K , there exists a constant C > 0

independent of v and hK such that

jjbKvjj0;K 	 C jjvjj0;K; jjvjj0;K 	 C jjb 1
2

Kvjj0;K; (6.23)

jjr.bKv/jj0;K 	 Ch�1
K jjvjj0;K: (6.24)

On the other hand, for any polynomial function w on F , there exists a constant
C > 0 independent of w and hF such that

jjwjj0;F 	 C jjb 1
2

Fwjj0;F ; (6.25)

jjEx.bFw/jj0;K 	 Ch
1
2

F jjwjj0;F 8 K 2 UF; (6.26)

jjrEx.bFw/jj0;K 	 Ch
� 1
2

F jjwjj0;F 8 K 2 UF; (6.27)

where Ex.bFw/ 2 H1
0 ..K[K 0

/ı/ is an extension of bFw such that Ex.bFw/jF D
bFw.

The same estimates as (6.23)–(6.27) hold true for vector functions. Moreover, for
a vector ploynomial function v on K , there exists a constant C > 0 independent of
v and hK such that

jjr � .bKv/jj0;K 	 Ch�1
K jjvjj0;K: (6.28)

Similarly, for any vector polynomial function w on F , there exists a constant C > 0

independent of w and hF such that

jjr � Ex.bFw/jj0;K 	 Ch
� 1
2

F jjwjj0;F 8 K 2 UF; (6.29)

whereEx.bFw/ 2 H1
0 ..K[K 0

/ı/3 is an extension of bFw such thatEx.bFw/jF D
bFw.
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Proof. The proof of (6.23), (6.25), and (6.26) can be found in [286, Lemma 4.1].
The proof of (6.24) and (6.27) can be obtained from Eqs. (2.35) and (2.39) of [4],
respectively. The proof of (6.28) and (6.29) can be obtained by similar arguments as
the proof of (6.24) and (6.27). ut

Before deriving the lower bound of the error, let us introduce a few more
notations. Let RK be the integral mean of RK over element K , and divfK be
the integral mean of divfK over element K . Let 
˛

!K
D maxK02!K .
˛

K0/ and



ˇ˛
!K D maxK02!K .


ˇ˛

K0 ; 1/:

First, we have the following lower bound for the local error estimator �21;K .

Lemma 6.9.

�21;K 	 C
˛
KŒjj˛

1
2 r � .u � uh/jj20;K C h2KˇK˛

�1
K jjˇ 1

2 .u � uh/jj20;K
Ch2K˛�1

K jjRK � RK jj20;K�: (6.30)

Proof. Using (6.23), the facts that bKRK 2 H1
0 .˝/

3 and r � .˛ r � uh/ D 0, and
integration by parts, we have

C jjRK jj20;K 	 .RK; bKRK/K D .RK; bKRK/K C .RK � RK; bKRK/K

D .f � ˇuh � r � .˛ r � uh/; bKRK/K C .RK � RK; bKRK/K

D .˛ r � .u � uh/;r � .bKRK//K C .ˇ.u � uh/; bKRK/K

C.RK � RK; bKRK/K

	 C Œ˛
1
2 h�1

K jj˛ 1
2 r � .u � uh/jj0;K C ˇ

1
2

K jjˇ 1
2 .u � uh/jj0;K

CjjRK � RK jj0;K�jjRK jj0;K;
where in the last step we used the standard inverse estimate and (6.23).

Combining the above estimate with the triangle inequality, we obtain

jjRK jj0;K 	 jjRK jj0;K C jjRK � RK jj0;K
	 C Œ˛

1
2 h�1

K jj˛ 1
2 r � .u � uh/jj0;K C ˇ

1
2

K jjˇ 1
2 .u � uh/jj0;K

CjjRK � RK jj0;K�: (6.31)

Recall the definition of �1;K , we have

�21;K D 
˛
Kh

2
K˛

�1
K jjRK jj20;K

	 C
˛
KŒjj˛

1
2 r � .u � uh/jj20;K C h2KˇK˛

�1
K jjˇ 1

2 .u � uh/jj20;K
Ch2K˛�1

K jjRK � RK jj20;K�;

which completes the proof. ut
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For the local error estimator �21;F , we have the following lower bound.

Lemma 6.10.

�21;F 	 C
˛
F Œ
X

K2!F
jj˛ 1

2 r � .u � uh/jj20;K C
X

K2!F
h2KˇK˛

�1
K jjˇ 1

2 .u � uh/jj20;K

C
X

K2!F
h2K˛

�1
K jjRK � RK jj20;K�: (6.32)

Proof. Using (6.25), the fact r � .˛ r � uh/ D 0, and integration by parts, we have

C jjJF1jj20;F 	 .JF1; bF JF1/F D �.Œ˛ r � uh � n�F ; bF JF1/F

D
X

K2!F
.r � .˛ r � uh/; bF JF1/K �

X

K2!F
.˛ r � uh;r � .bF JF1//K

D r.bF JF1/ �
X

K2!F
.RK; bF JF1/K

D
X

K2!F
Œ.˛ r � .u � uh/;r � .bF JF1//K � .ˇ.u � uh/; bF JF1/K�

�
X

K2!F
.RK; bF JF1/K

	 C Œ
X

K2!F
˛
1
2

Kh
�1
K jj˛ 1

2 r � .u � uh/jj0;K jjbF JF1jj0;K

C
X

K2!F
ˇ
1
2

K jjˇ 1
2 .u � uh/jj0;K jjbF JF1jj0;K C

X

K2!F
jjRK jj0;K jjbF JF1jj0;K�

	 C Œ
X

K2!F
˛
1
2

Kh
� 1
2

K jj˛ 1
2r � .u � uh/jj0;K C

X

K2!F
h
1
2

Kˇ
1
2

K jjˇ 1
2 .u � uh/jj0;K

C
X

K2!F
h
1
2

K jjRK � RK jj0;K�jjJF1jj0;F �;

where in the above derivation we used the standard inverse estimate, estimates (6.31)
and (6.27).

Hence by the definion of �1;F , we obtain

�21;F D 
˛
F hF ˛

�1
F jjJF1jj20;F

	 C
˛
F Œ
X

K2!F
jj˛ 1

2 r � .u � uh/jj20;K C
X

K2!F
h2KˇK˛

�1
K jjˇ 1

2 .u � uh/jj20;K

C
X

K2!F
h2K˛

�1
K jjRK � RK jj20;K�;

which concludes the proof. ut
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For the local error estimator �22;K , we have the following lower bound.

Lemma 6.11.

�22;K 	 C max.
ˇ˛
K ; 1/Œjjˇ

1
2 .u � uh/jj20;K C h2Kˇ

�1
K jjdivfK � divfjj20;K�:

Proof. Similar to the proof of (6.31), by using the facts that

div.ˇuh/ D 0 and divf D div.ˇu/;

we easily have

C jjdivfK jj20;K 	 .divfK; bKdivfK/K

D .div.f � ˇuh/; bKdivfK/K C .divfK � divf; bKdivfK/K

D �.ˇ.u � uh/;r.bKdivfK//K C .divfK � divf; bKdivfK/K

	 C Œˇ
1
2

Kh
�1
K jjˇ 1

2 .u � uh/jj0;K C jjdivfK � divfjj0;K�jjdivfK jj0;K;
which, along with the triangle inequality, leads to

jjdivfjj0;K 	 C Œˇ
1
2

Kh
�1
K jjˇ 1

2 .u � uh/jj0;K C jjdivfK � divfjj0;K�:

Recall the definition of �22;K , we obtain

�22;K 	 C max.
ˇ˛
K ; 1/Œjjˇ

1
2 .u � uh/jj20;K C h2Kˇ

�1
K jjdivfK � divfjj20;K�;

which concludes the proof. ut
Finally, we can prove the following lower bound for the local error estima-

tor �22;F .

Lemma 6.12.

�22;F 	 C max.
ˇ˛
F ; 1/Œ

X

K2!F
jjˇ 1

2 .u � uh/jj20;K C
X

K2!F
h2Kˇ

�1
K jjdivf � divfK jj20;K�:

(6.33)

Proof. Applying the extension operatorEx to the jump JF2 , we obtain

C jjJF2jj20;F 	 .JF2; bFEx.JF2//F D .Œ.f � ˇuh/ � n�F ; bFEx.JF2//F

D .f � ˇuh;r.bFEx.JF2///!F C .div.f � ˇuh/; bFEx.JF2//!F

D .ˇ.f � uh/;r.bFEx.JF2///!F C .divf; bFEx.JF2//!F

	 C Œ
X

K2!F
ˇ
1
2

Kh
� 1
2

K jjˇ 1
2 .f � uh/jj0;K C

X

K2!F
h
1
2

K jjdivfjj0;K�jjJF2jj0;F ;
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where we used (6.26). Using the estimate of divf, we have

jjJF2jj0;F 	 C Œ
X

K2!F
ˇ
1
2

Kh
� 1
2

K jjˇ 1
2 .f � uh/jj0;K C

X

K2!F
h
1
2

K jjdivf � divfK jj0;K�;

from which and the definition of �22;F we obtain

�22;F D max.
ˇ˛
F ; 1/h

�1
F ˇ

�1
F jjJF2jj20;F

	 C max.
ˇ˛
F ; 1/Œ

X

K2!F
jjˇ 1

2 .u � uh/jj20;K C
X

K2!F
h2Kˇ

�1
K jjdivf � divfK jj20;K�;

which completes the proof. ut
Combining Lemmas 6.9–6.12, we obtain the following lower bound of a

posterior error estimator.

Theorem 6.2.

X

K2Th

�2h.K/ 	 Clow

X

K2Th

Œ
˛
!K

jj˛ 1
2 r � .u � uh/jj20;!K

C
˛
!K

X

K0
2!K

h2K0ˇK0˛�1
K0 jjˇ 1

2 .u � uh/jj20;K0

C
ˇ˛
!K

X

K0
2!K

jjˇ 1
2 .u � uh/jj20;K0 C
˛

!K

X

K0
2!K

h2K0˛
�1
K0 jjRK0 � RK0 jj20;K0

C
ˇ˛
!K

X

K0
2!K

h2K0ˇ
�1
K0 jjdivf � divfK0 jj20;K0 �:

6.2.4 Zienkiewicz-Zhu Error Estimator

Another simple and effective posterior error estimator is the so-called Zienkiewicz-
Zhu (ZZ) estimator introduced by Zienkiewicz and Zhu [309] and later improved by
many researchers (cf. [172, 296, 298] and references cited therein). The basic idea
is to use some post-processing procedure to compute an improved gradient of the
numerical solution first, then use the difference between this recovered gradient and
the original gradient for the error estimator. In practical implementation, a gradient
(or flux) is often computed, hence it is cheap to implement the ZZ error estimator.
Moreover, the estimator has been proved to be very robust for a variety of problems,
and has been quite popular. In this section, we present a nice Zienkiewicz-Zhu error
estimator obtained by Nicaise [224] for the Maxwell’s equations (6.1) and (6.2).
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We denote N the set of all (interior or boundary) nodes of Th, !x the union of
all elements sharing node x, and the jump of a function v across a face F as:

Œjv.y/j� D lim
�!C0.v.y C �nF /� v.y � �nF //; y 2 F;

where nF is the unit outward vector to F .
Before we define a ZZ type recovered operator, let us first recall the barycentric

coordinate �x at any node x defined in Chap. 2, i.e., �x is a continuous piecewise
linear function on Th such that

�x.y/ D ıx;y; 8 y 2 N ;

where ıx;y D 1 if x D y, and 0 otherwise. Moreover, let us denote Wh the space of
piecewise linear vector fields on Th, and Vh D Wh \ C.˝;R3/.

With the above notation, a ZZ type recovered operator RZZ W Wh ! Vh can be
defined by [224]: vh ! P

x2N .RZZvh/.x/�x, where

.RZZvh/.x/ D
X

K2!x

�K;xvhjK.x/; x 2 N ; (6.34)

where �K;x � 0 are the weights, which can be freely chosen such thatP
K2!x

�K;x D 1: Furthermore, the local and global ZZ estimators are defined as:

�2Z;K D jjRZZuh � uhjj20;K C jjRZZ.curlhuh/ � curlhuhjj20;K;
�2Z D

X

K2Th
�2Z;K ;

where curlh is calculated elementwisely.
Nicaise [224] proved that the above defined ZZ estimator is equivalent to a

residual type error estimator. Furthermore, both lower and upper bounds for the
ZZ estimators are obtained.

Theorem 6.3. For problem (6.1) and (6.2), the error u�uh is bounded locally from
below and globally from above:

�Z;K 	 C Œjju � uhjjH.curlI!K/ C
X

K0�!K
�K0 �;

jju � uhjjH.curlI˝/ 	 C Œ�Z C �el C ��;

where

�2K D h2K jjrK � RK jj20;K; �2 D
X

K2Th
�2K; �

2
el D

X

K2Th
h2K jjrK jj20;K:
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Here RK is the exact residual defined by

RK D f � .r � .˛r � uh/C ˇuh/ 8 K 2 Th;

and rK is the corresponding approximated residual.

The proof of Theorem 6.3 is quite technical, interested readers can consult the
original paper [224, Theorem 3.9].

6.3 A Posteriori Error Estimator for Cold Plasma Model

In this section, we develop a posteriori error estimator for a semi-discrete DG
scheme used to solve the cold plasma model discussed in Sect. 4.2.2. For simplicity,
we assume that ˝ is partitioned into disjoint tetrahedral elements fKg such that
˝ D S

K2Th K: Hence the according finite element space is given by

Vh D fv 2 .L2.˝//3 W vjK 2 .Pl .K//3; K 2 Thg; l � 1; (6.35)

Note that all results below hold true for a mesh of affine hexahedral elements, in
which case on each element K , vjK is a polynomial of degree at most l in each
variable.

To simplify the presentation, we assume that all physical parameters in the
governing equation (4.5) are one (i.e., Cv D 
 D !p D 1) and adding a source term
f to the right hand side of (4.5), in which case the governing equation is simplified as:

Ett C r � r � E C E � J.E/ D f; (6.36)

where the polarization current density J is

J.E/ � J.x; t I E/ D
Z t

0

e�.t�s/E.x; s/ds: (6.37)

We can form a semi-discrete DG scheme for (6.36): For any t 2 .0; T /, find
Eh.�; t/ 2 Vh such that

.Ehtt; �/C ah.Eh; �/� .J.Eh/; �/ D .f; �/; 8 � 2 Vh; (6.38)

subject to the initial conditions

EhjtD0 D ˘2E0; Eht jtD0 D ˘2E1; (6.39)
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where ˘2 denotes the standard L2-projection onto Vh: Moreover, the bilinear form
ah is defined on Vh � Vh as

ah.u; v/ D
X

K2Th

Z

K

.r � u � r � v C u � v/dx �
X

F2Fh

Z

F

ŒŒu��T � ffr � vggdA

�
X

F2Fh

Z

F

ŒŒv��T � ffr � uggdAC
X

F2Fh

Z

F

aŒŒu��T � ŒŒv��T dA:

Here ŒŒv�� and ffvgg are the standard notation for the tangential jumps and averages
of v across interior faces defined in Sect. 4.2.2. Finally, a is a penalty function, which
is defined on each face F 2 Fh as:

ajF D �„�1;

where „jF D minfhKC; hK�g for an interior face F D @KC \ @K�; and „jF D hK
for a boundary face F D @K \ @˝: The penalty parameter � is a positive constant.

Following Sect. 4.2.2, we denote the space V.h/ D H0.curlI˝/C Vh and define
the DG energy norm by

jjvjj2h D jjvjj20;˝ C
X

K2Th
jjr � vjj20;K C

X

F2Fh
jja1=2ŒŒv��T jj20;F :

In order to carry out the posteriori analysis, we introduce an auxiliary bilinear form
Qah on V.h/ � V.h/ defined as

Qah.u; v/ D
X

K2Th

Z

K

.r � u � r � v C u � v/dx �
X

K2Th

Z

K

L .u/ � .r � v/dx

�
X

K2Th

Z

K

L .v/ � .r � u/dx C
X

F2Fh

Z

F

aŒŒu��T � ŒŒv��T dA;

where the lifting operator L .v/ 2 Vh for any v 2 V.h/ is defined by

Z

˝

L .v/ � wdx D
X

F2Fh

Z

F

ŒŒv��T � ffwggdA 8 w 2 Vh; (6.40)

from which it is easy to see that the lifting operator L .v/ can be bounded as follows
[148]:

jjL .v/jj20;˝ 	 ˛�1Clift

X

F2Fh
jja 1

2 ŒŒv��T jj20;F : (6.41)

In the rest two subsections, we present detailed derivation of upper and lower
bounds of the posteriori error estimator.
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6.3.1 Upper Bound of the Posteriori Error Estimator

One of the main tools used in the posteriori error estimate for DG methods is to
find a conforming finite element function close to the discontinuous one. For this
purpose, we define the conforming finite element space

Vc
h D Vh \H0.curlI˝/; (6.42)

i.e., Vc
h is the second family of Nédélec element [223]. Moreover, we have the

following approximation property [148].

Lemma 6.13. For any vh 2 Vh; there exists a conforming approximation vhc 2 Vc
h

such that
X

K2Th
jjr � .vh � vhc /jj20;K 	 Capp

X

F2Fh
h�1
F jjŒŒvh��T jj20;F ;

jjvh � vhc jj20;˝ 	 Capp
X

F2Fh
hF jjŒŒvh��T jj20;F ;

and jjvh � vhc jj2h 	 .2˛�1Capp C 1/
X

F2Fh
jja 1

2 ŒŒvh��T jj20;F ;

where the constant Capp > 0 depends only on the shape regularity of the mesh and
the approximation order l in space Vh.

Before we state the posteriori error estimator, let us introduce some local error
indicators. Let fh 2 Vh be some approximation of f, and

�2RK D h2K jjfh � Eht t � r � r � Eh � Eh C J.Eh/jj20;K;

which measures the residual of the approximated governing Maxwell’s equa-
tions (6.36).

We denote

�2TK D 1

2

X

F2@Kn�
hF jjŒŒr � Eh��T jj20;F

for the face residual about the jump of r � Eh.
To measure the tangential jumps of the approximate solution Eh, we denote

�2JK D 1

2

X

F2@Kn�
jja 1

2 ŒŒEh��T jj20;F :

Noting that r � r � .r � Eh/ D 0, hence

�2DK D h2K jjr � .fh � Eht t � Eh C J.Eh//jj20;K



6.3 A Posteriori Error Estimator for Cold Plasma Model 189

measures the error in the divergence of the governing Maxwell’s equations (6.36).
Furthermore, we denote

�2NK D 1

2

X

F2@Kn�
hK jjŒŒfh � Eht t � Eh C J.Eh/��N jj20;F

for measuring the normal jump of fh � Eht t � Eh C J.Eh/ over the interior faces.
Similarly, we can define the following local estimators:

�2
RtK

D h2K jj.fh � Eht t � r � r � Eh � Eh C J.Eh//t jj20;K;

�2
T tK

D 1

2

X

F2@Kn�
hF jjŒŒr � Eht ��T jj20;F ;

�2
J tK

D 1

2

X

F2@Kn�
jja 1

2 ŒŒEht ��T jj20;F ;

�2
Dt
K

D h2K jjr � .fh � Eht t � Eh C J.Eh//t jj20;K;

�2
N t
K

D 1

2

X

F2@Kn�
hK jjŒŒ.fh � Eht t � Eh C J.Eh//t ��N jj20;F :

Theorem 6.4. Let E be the solution of (6.36) and Eh be the DG solution of (6.38)
with � � �min: Then the following estimation holds:

jjE � Ehjj2h.t/C jj.E � Eh/t jj2h.t/
	 C ŒjjE � Ehjj2h.0/C jj.E � Eh/t jj2h.0/�

CC
Z t

0

X

F2Fh
hF .jjŒŒEht t ��T jj20;F C jjŒŒEht ��T jj20;F C jjŒŒEh��T jj20;F /dt

CC
X

F2Fh
Œjja 1

2 ŒŒEh��T jj20;F .t/C jja 1
2 ŒŒEht ��T jj20;F .t/

Cjja 1
2 ŒŒEh��T jj20;F .0/C jja 1

2 ŒŒEht ��T jj20;F .0/�
CC Œjjf � fhjj20;˝.t/C

X

K2Th
.�2RK C �2TK C �2JK C �2DK C �2NK /.t/�

CC Œjjf � fhjj20;˝.0/C
X

K2Th
.�2RK C �2TK C �2JK C �2DK C �2NK /.0/�

CC
Z t

0

Œ
X

K2Th
.�2
RtK

C �2
T tK

C �2
J tK

C �2
Dt
K

C �2
N t
K
/C jj.f � fh/t jj20�dt:
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Proof. Denote w D E � Ehc 2 H0.curlI˝/; where Ehc is the conforming
approximation of Eh. Then for any � 2 H0.curlI˝/, we have

.wtt; �/C Qah.w; �/ D ..E � Eh C Eh � Ehc /tt; �/C Qah.E � Eh C Eh � Ehc ; �/

D .Ett � Ehtt; �/C Qah.E; �/ � Qah.Eh; �/
C..Eh � Ehc /tt; �/C Qah.Eh � Ehc ; �/: (6.43)

Using the fact that Qah.u; v/ D R
˝
.r � u � r � v C u � v/dx on H0.curlI˝/ �

H0.curlI˝/, we can write the weak formulation of (6.36) as: Find E 2 H0.curlI˝/
such that

.Ett; �/C Qah.E; �/ � .J.E/; �/ D .f; �/ 8 � 2 H0.curlI˝/: (6.44)

Using the fact that Qah D ah on Vh � Vh, we can rewrite the semi-discrete
scheme (6.38) as

.Ehtt; �h/C Qah.Eh; �h/� .J.Eh/; �h/ D .f; �h/; 8 �h 2 Vh: (6.45)

From (6.44) and (6.45), we have

.Ett � Ehtt; �/C Qah.E; �/ � Qah.Eh; �/
D .f C J.E/� Ehtt; �/� Qah.Eh; �h/� Qah.Eh; � � �h/
D .f C J.Eh/ � Ehtt; � � �h/C .J.E � Eh/; �/ � Qah.Eh; � � �h/;

substituting which into (6.43), we obtain

.wtt; �/C Qah.w; �/ D .f C J.Eh/� Eht t ; � � �h/C .J.w C Ehc � Eh/; �/

�Qah.Eh; � � �h/C ..Eh � Ehc /tt; �/C Qah.Eh � Ehc ; �/: (6.46)

Choosing � D wt in (6.46), then integrating both sides from 0 to t , and
multiplying both sides by 2, we obtain

jjw.t/jj2h C jjwt .t/jj20 	 jjw.0/jj2h C jjwt .0/jj20 C
5X

iD1
Erri : (6.47)

With careful estimates of all Erri ; i D 1; � � � ; 5 (cf. [182]), we have
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jjw.t/jj2h C jjwt .t/jj2h

	 C.jjw.0/jj2h C jjwt .0/jj2h/C C

Z t

0
.jjw.t/jj2h C jjwt .t/jj2h/dt

C C

Z t

0

X

F2Fh
hF .jjŒŒEht t ��T jj20;F C jjŒŒEht ��T jj20;F C jjŒŒEh��T jj20;F /dt

C ı1jjw.t/jj2h C C

ı1

X

F2Fh
jja 12 ŒŒEh��T jj20;F C C

X

F2Fh
jja 12 ŒŒEh.0/��T jj20;F

C ı2jjw.t/jj2curl C C

ı2
Œjjf � fhjj20;˝.t/C

X

K2Th
.�2RK C �2TK C �2JK C �2DK C �2NK /.t/�

C ı3jjw.0/jj2curl C C

ı3
Œjjf � fhjj20;˝.0/C

X

K2Th
.�2RK C �2TK C �2JK C �2DK C �2NK /.0/�

C C

Z t

0
Œ
X

K2Th
.�2
RtK

C �2
T tK

C �2
J tK

C �2
Dt
K

C �2
N t
K
/C jj.f � fh/t jj20�dt: (6.48)

By the definition of jj � jjh and Lemma 6.13, we easily have

jj.Eh � Ehc /.t/jj2h 	 C
X

F2Fh
jja 1

2 ŒŒEh��T jj20;F ;

and
jj.Eh � Ehc /t .t/jj2h 	 C

X

F2Fh
jja 1

2 ŒŒEht ��T jj20;F ;

which, along with (6.48), the triangle inequality, and the Gronwall inequality
(choosing ı1 and ı2 small enough), concludes the proof. ut

6.3.2 Lower Bound of the Local Error Estimator

Theorem 6.5. Let E be the solution of (6.36) and Eh be the DG solution of (6.38)
with � � �min: Then the following local bounds hold:

.i/ �RK � CŒhK jj.E � Eh/t t jj0;K C hK jjE � Ehjj0;K C hK

Z t

0

jjE � Ehjj0;K.s/ds

ChK jjfh � fjj0;K C jjr 	 .E � Eh/jj0;K�;
.i i/ �TK � C

X

K2UF

ŒhK jj.E � Eh/t t jj0;K C hK jjE � Ehjj0;K

ChK
Z t

0

jjEh � Ejj0;K.s/ds C hK jjfh � fjj0;K C jjr 	 .Eh � E/jj0;K�;
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.i i i/ �DK � C.jjfh � fjj0;K C jj.E � Eh/t t jj0;K C jjE � Ehjj0;K C
Z t

0

jjEh � Ejj0;K .s/ds/;

.iv/ �NK � C
X

K2UF

.jjfh � fjj0;K C jj.E � Eh/t t jj0;K

CjjE � Ehjj0;K C
Z t

0

jjEh � Ejj0;K.s/ds/:

Proof. To give readers some ideas about how to prove these lower bounds, below
we just show the proofs of (i) and (iv). Proofs of the rest can be found in the original
paper [182].

(i) Let vh D fh � Eht t � r � r � Eh � Eh C J.Eh/, and vb D bKvh:
Using the governing equation (6.36), we have

jjb 1
2

Kvhjj20;K D
Z

K

.fh � Eht t � r 	 r 	 Eh � Eh C J.Eh// � vbdx

D
Z

K

Œ.E � Eh/t t C r 	 r 	 .E � Eh/C .E � Eh/� J.E � Eh/� � vbdx

C
Z

K

.fh � f/ � vbdx

D
Z

K

Œ.E � Eh/t t C .E � Eh/� J.E � Eh/C .fh � f/� � vbdx

C
Z

K

.r 	 .E � Eh// � .r 	 vb/dx;

where in the last step we used integration by parts and the fact that vb D 0 on
@K:

Then by Lemma 6.8, we have

jjvhjj0;K 	 C Œjj.E � Eh/t t jj0;K C jjE � Ehjj0;K C
Z t

0

jjE � Ehjj0;K.s/ds

Cjjfh � fjj0;K C h�1
K jjr � .E � Eh/jj0;K�;

which leads to

�RK 	 C ŒhK jj.E � Eh/t t jj0;K C hK jjE � Ehjj0;K C hK

Z t

0

jjE � Ehjj0;K.s/ds

ChK jjfh � fjj0;K C jjr � .E � Eh/jj0;K�;

which completes the proof of (i).
(iv) Let vh D ŒŒfh � Eht t � Eh C J.Eh/��N ; and vb D bF vh: Using the facts that

ŒŒf � Et t � E C J.E/��N D 0 on interior faces and r � .f � Et t � E C J.E// D 0
in K , we have
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jjb
1
2
F vhjj20;F D

Z

F
ŒŒfh � Eht t � Eh C J.Eh/��N � vbds

D
Z

F
ŒŒfh � f C .E � Eh/t t C E � Eh C J.Eh � E/��N � vbds

D
X

K2UF

Z

K
r � .fh � Eht t � Eh C J.Eh//vbdx

C
X

K2UF

Z

K
.fh � f C .E � Eh/t t C E � Eh C J.Eh � E// � rvbdx

	 C
X

K2UF
h�1
K �DK jjvb jj0;K C

X

K2UF
Œjjfh � fjj0;K C jj.E � Eh/t t jj0;K

CjjE � Ehjj0;K C
Z t

0
jjEh � Ejj0;K.s/ds�jjrvb jj0;K :

Using Lemma 6.4 and the estimate (iii), we have

�NK D h
1
2

F jjvhjj0;F
� C

X

K2UF

.�DK C jjfh � fjj0;K C jj.E � Eh/t t jj0;K

CjjE � Ehjj0;K C
Z t

0

jjEh � Ejj0;K.s/ds/

� C
X

K2UF

.jjfh � fjj0;K C jj.E � Eh/t t jj0;K C jjE � Ehjj0;K C
Z t

0

jjEh � Ejj0;K.s/ds/;

which concludes the proof of (iv). ut



Chapter 7
A Matlab Edge Element Code for Metamaterials

In this chapter, we demonstrate the practical implementation of a mixed finite
element method (FEM) for a 2-D Drude metamaterial model (5.1)–(5.4).

Let us recall that the basic procedures of using FEM to solve a partial differential
equation (PDE):

1. Discretize the computational domain into finite elements;
2. Rewrite the PDE in a weak formulation, then choose proper finite element spaces

and form the finite element scheme from the weak formulation;
3. Calculate those element matrices on each element;
4. Assemble element matrices to form a global linear system;
5. Implement the boundary conditions and solve the linear system;
6. Postprocess the numerical solution.

Compared to many books on finite element programming [21,62,158,240,252],
there are only several books devoted to Maxwell’s equations [42, 97, 98, 141, 162,
267]. To our best knowledge, no existing book provides complete source codes
for solving time-domain Maxwell’s equations using edge elements. Hence, in this
chapter, we will present implementation details on using edge elements to solve the
Drude metamaterial model (5.1)–(5.4). More specifically, in Sect. 7.1, we present
a simple grid-generation algorithm and its implementation. Section 7.2 formulates
the finite element scheme for the Drude model (5.1)–(5.4). In Sect. 7.3, we discuss
how to calculate those element matrices involved. Then in Sect. 7.4 we discuss the
finite element assembly procedure and how to implement the Dirichlet boundary
condition. Since edge elements do not yield numerical solutions at mesh nodes
automatically, in Sect. 7.5 we present a postprocessing step to retrieve the numerical
solutions at element centers. Finally, in Sect. 7.6 we present an example problem to
show how our algorithm gets implemented in MATLAB. Detailed MATLAB source
codes with many comments are provided. We summarize this chapter in Sect. 7.7.

J. Li and Y. Huang, Time-Domain Finite Element Methods for Maxwell’s Equations
in Metamaterials, Springer Series in Computational Mathematics 43,
DOI 10.1007/978-3-642-33789-5 7, © Springer-Verlag Berlin Heidelberg 2013
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7.1 Mesh Generation

For simplicity, we assume that the physical domain is a rectangle ˝ �
Œlowx; highx� � Œlowy; highy�, which is subdivided into nelex � neley uniform
rectangular elements. Here nelex and neley denote the numbers of elements in the
x and y directions, respectively. A simple MATLAB code below accomplishes this
task, where the x and y coordinates of all nodes are stored in the first and second
rows of array no2xy.1 W 2; 1 W np/, respectively, where np denotes the total number
of points in the mesh.

dx=(highx-lowx)/nelex; dy=(highy-lowy)/neley;

nx = nelex+1; ny = neley+1;
np = (nelex+1)*(neley+1); % total # of grid points
no2xy = zeros(2,np);
for j=1:ny

for i=1:nx
ipt=nx*(j-1)+i;
no2xy(1,ipt)=dx*(i-1);
no2xy(2,ipt)=dy*(j-1);

end
end

Similar to the classical nodal based finite element method, we need to build
up a connectivity matrix el2no.i; j / to describe the relation between local
nodes and global nodes. For the lowest-order rectangular edge element,
el2no.i; j / denotes the global label of the i -th node of the j -th element, where
i D 1; 2; 3; 4; j D 1; � � � ; numel; and numel denotes the total number of elements.
For consistency, the four nodes of each element are ordered counterclockwise. This
task is achieved by the following MATLAB code.

numel=(nelex)*(neley); % total number of elements
el2no=zeros(4,numel);

idx=1;
for i=1:neley
for j=1:nelex

el2no(:,idx)=[j+(i-1)*nx; j+(i-1)*nx+1; \ldots
j+nx*i+1; j+nx*i];

idx = idx+1;
end

end

Since unknowns in edge element space are associated with edges in the mesh,
we need to number the edges and associate an orientation direction with each edge.
To do this, we assume that each edge is defined by its start and end points, and each
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edge is assigned a global edge number. This task can be done efficiently based on
a sorting technique originally proposed by Jin [162, p. 332] and implemented for
triangular edge elements in MATLAB [42, p. 125]. Below is our implementation to
create an array el2ed.i; j /, which stores the i -th edge of the j -th element, where
i D 1; � � � ; 4; and j D 1; � � � ; numel .

% the total number of edges including boundary edges
numed=nelex*(ny)+neley*(nx);
for i=1:numel

for j=1:4
if (j==1 | j==2 | j==3)

edges((i-1)*4+j,:)=[el2no(j,i) el2no(j+1,i)];
else

edges((i-1)*4+j,:)=[el2no(j,i) el2no(1,i)];
end

end
end

edges=sort(edges,2);
[ed2no,trash,el2ed]=unique(edges,’rows’);
el2ed=reshape(el2ed,4,numel);

The complete MATLAB source code create mesh.m is shown below:

function create_mesh

globals2D;

% give the rectangle info
lowx=0; highx=1.0; lowy=0; highy=1.0;
nelex=20; neley=20;
dx=(highx-lowx)/nelex; dy=(highy-lowy)/neley;

% generate a rectangular mesh
nx = nelex+1; % number of points in the x direction
ny = neley+1; % number of points in the y direction
np = nx*ny; % total number of grid points
no2xy = zeros(2,np);
for j=1:ny

for i=1:nx
ipt=nx*(j-1)+i;
no2xy(1,ipt)=dx*(i-1); no2xy(2,ipt)=dy*(j-1);

end
end

numel=(nelex)*(neley); % the number of total elements
% 4 nodes (counterclockwise) for each element!
el2no=zeros(4,numel);
idx=1;
for i=1:neley % number of columns to go through

for j=1:nelex
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el2no(:,idx)=[j+(i-1)*nx; j+(i-1)*nx+1; ...
j+nx*i+1; j+nx*i];

idx = idx+1;
end

end

% the total number of edges including boundary edges
numed=nelex*(ny)+neley*(nx);
for i=1:numel

for j=1:4 % for each element in each column
if (j==1 | j==2 | j==3)

edges((i-1)*4+j,:)=[el2no(j,i) el2no(j+1,i)];
else

edges((i-1)*4+j,:)=[el2no(j,i) el2no(1,i)];
end

end
end
edges=sort(edges,2);
[ed2no,trash,el2ed]=unique(edges,’rows’);
el2ed=reshape(el2ed,4,numel);

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Indicators: 1 for interior edges; 0 for boundary edges.
ed_id=zeros(numed,1);
for i=1:numed

v1x = no2xy(1,ed2no(i,1));
v1y = no2xy(2,ed2no(i,1));
v2x = no2xy(1,ed2no(i,2));
v2y = no2xy(2,ed2no(i,2));
if (v1x==lowx & v2x==lowx) | (v1x==highx & v2x==highx) |...

(v1y==lowy & v2y==lowy) | (v1y==highy & v2y==highy)
ed_id(i)=1;

end
end

eint = find(ed_id == 0); % get labels for all interior edges
iecnt = length(eint); % total number of interior edges

% compare reference element edge directions vs global
% edge directions to get the orientations for all edges
% 3
% ----<------
% | |
% 4 v ˆ 2
% | |
% ----->-----
% 1
edori = ones(numel,4);
for i=1:numel
% edori(i,:)=[1 1 -1 -1];

for j=1:4
edn = el2ed(j,i);
n1=ed2no(edn,1); n2=ed2no(edn,2);
if j < 4
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m1=el2no(j,i); m2=el2no(j+1,i);
else
m1=el2no(j,i); m2=el2no(1,i);

end
if m1 > m2

edori(i,j)=-1;
end

end
end
return

7.2 The Finite Element Scheme

For the non-dimensionalized Drude model derived in Sect. 4.4 with added source
terms f and g, we can obtain its weak formulation: For any t 2 .0; T �; find the
solutions E 2 H0.curlI˝/, J 2 H.curlI˝/, H andK 2 L2.˝/ such that

.Et ;�/� .H;r � �/C .J;�/ D .f;�/; 8 � 2 H0.curlI˝/; (7.1)

.Ht ;  /C .r � E;  /C .K; / D .g;  /; 8  2 L2.˝/; (7.2)

.Jt ; Q�/C �e.J; Q�/� !2e .E; Q�/ D 0; 8 Q� 2 H.curlI˝/; (7.3)

.Kt ; Q /C �m.K; Q / � !2m.H; Q / D 0; 8 Q 2 L2.˝/; (7.4)

subject to the perfect conducting boundary condition (3.59) and initial conditions
(3.60) and (3.61).

To construct a finite element scheme for (7.1)–(7.4), we first discretize the
physical domain˝ into rectangular elementsK 2Th. On this mesh Th, we construct
the lowest-order Raviart-Thomas-Nédélec finite element spaces:

Uh D fuh 2 L2.˝/ W uhjK 2 Q0;0; 8 K 2 Thg; (7.5)

Vh D fvh 2 H.curlI˝/ W vhjK 2 Q0;1 �Q1;0; 8 K 2 Thg: (7.6)

To take care of the perfect conducting boundary condition (3.59), we introduce a
subspace of Vh:

V0
h D fvh 2 Vh W vh � n D 0 on @˝g:

Similar to (5.16)–(5.19), we can formulate a Crank-Nicolson mixed finite ele-
ment scheme for solving (7.1)–(7.4): For k � 1; find Ekh 2 V0

h; J
k
h 2 Vh;H

k
h ;K

k
h 2

Uh such that

.ı�Ekh;�h/ � .Hk

h;r � �h/C .J
k

h;�h/ D .fk� 1
2 ;�h/; 8 �h 2 V0

h; (7.7)

.ı�H
k
h ;  h/C .r � E

k

h;  h/C .K
k

h;  h/ D .gk� 1
2 ;  h/; 8  h 2 Uh; (7.8)
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.ı�Jkh; Q�h/C �e.J
k

h;
Q�h/� !2e .E

k

h;
Q�h/ D 0; 8 Q�h 2 Vh; (7.9)

.ı�K
k
h ;

Q h/C �m.K
k

h;
Q h/ � !2m.Hk

h;
Q h/ D 0; 8 Q h 2 Uh; (7.10)

subject to the initial approximations

E0h.x/ D ˘hE0.x/; H0
h .x/ D PhH0.x/; (7.11)

J0h.x/ D ˘hJ0.x/; K0
h.x/ D PhK0.x/: (7.12)

As usual, we denote Ph for the standard L2.˝/-projection operator onto Uh, and
˘h for the Nédélec interpolation operator.

In practical implementation, we first solve (7.9) and (7.10) for Jkh andKk
h :

Jkh D 2 � ��e
2C ��e

Jk�1
h C �!2e

2C ��e
.Ekh C Ek�1

h /; (7.13)

Kk
h D 2 � ��m

2C ��m
Kk�1
h C �!2m

2C ��m
.Hk

h CHk�1
h / (7.14)

then substituting (7.13) and (7.14) into (7.7) and (7.8), respectively, we obtain

.i/ .1C �2!2e
2.2C ��e/

/.Ekh;�h/� �

2
.Hk

h ;r � �h/

D .1 � �2!2e
2.2C ��e/

/.Ek�1
h ;�h/C �

2
.Hk�1

h ;r � �h/

� 2�

2C ��e
.Jk�1
h ;�h/C �.fk� 1

2 ;�h/;

.i i/ .1C �2!2m
2.2C ��m/

/.Hk
h ;  h/C �

2
.r � Ekh;  h/

D .1 � �2!2m
2.2C ��m/

/.Hk�1
h ;  h/ � �

2
.r � Ek�1

h ;  h/

� 2�

2C ��m
.Kk�1

h ;  h/C �.gk� 1
2 ;  h/:

We can simply rewrite the above system as:

AEk � BHk D Qf; (7.15)

B 0Ek C CHk D Qg; (7.16)

where A;B and C represent the corresponding coefficient matrices. Here B 0 denote
the transpose of B . Solving for Hk from (7.16), then substituting it into (7.15), we
obtain
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Hk D C�1.Qg � B 0Ek/; Ek D .ACBC�1B 0/�1.Qf C BC�1 Qg/: (7.17)

In summary, the algorithm can be implemented as follows: At each time step, we
first solve for Ekh from (7.17) , then Hk

h ; and finally update Jkh and Kk
h using (7.13)

and (7.14), respectively.

7.3 Calculation of Element Matrices

On a rectangleK D Œxa; xb�� Œya; yb�, we use a scaled edge element basis functions
for the space Vh:

ON1 D
 

yb�y
yb�ya
0

!
; ON2 D

 
0

x�xa
xb�xa

!
; ON3 D

 
ya�y
yb�ya
0

!
; ON4 D

 
0

x�xb
xb�xa

!
;

where the edges are oriented counterclockwisely, starting from the bottom edge.
In (7.15), the matrix A is really a multiple of a global mass matrix matM D

.Nj ;Ni /, while B is a multiple of matrix matBM D .1;r � Ni /. The matrix C
in (7.16) is just a diagonal matrix, whose elements are the areas of all elements.
Matrices matM and matBM can be constructed from the corresponding matrices
on each element. These element matrices can be obtained directly by the following
lemmas.

Lemma 7.1. The mass matrix Me D .M e
ij / D .

R xb
xa

R yb
ya

Ni � Nj dxdy/ is given by

Me D .xb � xa/.yb � ya/

6

2

664

2 0 �1 0

0 2 0 �1
�1 0 2 0

0 �1 0 2

3

775 :

Proof. It is easy to see that Me is symmetric, and Me
12 D Me

23 D Me
34 D 0:

Furthermore, we have

Me
11 D

Z xb

xa

Z yb

ya

�
yb � y
yb � ya

�2
dxdy D 1

3
.xb � xa/.yb � ya/;

M e
13 D

Z xb

xa

Z yb

ya

.yb � y/.ya � y/
.yb � ya/2 dxdy D �1

6
.xb � xa/.yb � ya/;

and

Me
24 D

Z xb

xa

Z yb

ya

.x � xa/.x � xb/

.xb � xa/2 dxdy D �1
6
.xb � xa/.yb � ya/;

which completes the proof. ut
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Lemma 7.2. The corresponding element curl matrix Be D .Be
j / D .

R xb
xa

R yb
ya

r �
Nj dxdy/ is given by

Be D Œxb � xa yb � ya xb � xa yb � ya�:

Proof. Note that

Be
1 D

Z xb

xa

Z yb

ya

.
@N.2/

1

@x
� @N.1/

1

@y
/dxdy

D
Z xb

xa

Z yb

ya

1

yb � ya
dxdy D xb � xa:

Similarly, we can prove the other components. ut

7.4 Assembly Process and Boundary Conditions

The global mass matrix matM and curl matrix matBM can be formed by
assembling the contributions from each element matrix. More specifically, we just
need to loop through all the edges of all elements in the mesh to find the global label
for each edge, and put the contribution into the right location in the global matrix.
This is different from the classical nodal-based finite element method, which needs
to loop through all the nodes of all elements in the mesh. We like to remark that
during the assembly process, the orientation of each edge (stored as ˙1 in array
edori.1 W numel; 1 W 4/) needs to be considered before each component is added to
the global matrix.

The detailed assembly process for both matB and matBM is realized in the
following code.

for i=1:numel % loop through elements
for j=1:4 % loop through edges

ed1 = el2ed(j,i);
matBM(ed1,i) = matBM(ed1,i) + edori(i,j)*Curl(j);

for k=j:4 % loop through edges
ed2 = el2ed(k,i);
matM(ed1,ed2) = matM(ed1,ed2) \ldots

+ edori(i,j)*edori(i,k)*Mref(j,k);
matM(ed2,ed1) = matM(ed1,ed2);

end
end

end
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Since our boundary condition n�E D 0 is a natural boundary condition, we don’t
have to impose it explicitly.

After assembly, we have to solve the system (7.17) for the unknown coefficients
of electric field E. Since the coefficient matrix is symmetric and well conditioned,
we just use the simple direct solver provided by MATLAB. Interested readers can
use more advanced solvers, such as the Generalized Minimal Residual (GRMES)
method, the Bi-Conjugate Gradient (Bi-CG) method, the Bi-Conjugate Gradient
Stabilized (Bi-CGSTAB) method [28], multigrid method and the preconditioner
method [129, 136, 146].

The complete MATLAB source code form mass matrix.m, which accomplishes
the construction of the global matrix, is shown below.

function [rhsEF,rhsEE,rhsEJ,rhsEH,rhsHH,rhsHK,rhsHG,H0,K0] = ...
form_mass_matrix(HH,KK,gRHS,f1RHS,f2RHS,Ex,Ey,Jx,Jy)

globals2D;

numel=(nelex)*(neley);
one = ones(1,4);
rhsEF=zeros(numed,1); % for (f,N_i)
rhsEE=zeros(numed,1); % for (E0,N_i)
rhsEJ=zeros(numed,1); % for (J0,N_i)
rhsEH=zeros(numed,1); % for (H0,curl N_i)
rhsHH=zeros(numel,1); % for (H0, psi_i)
rhsHK=zeros(numel,1); % for (K0, psi_i)
rhsHG=zeros(numel,1); % for (g, psi_i)
% store the initial value at each element center
H0 = zeros(numel,1);
K0 = zeros(numel,1);

matM = sparse(numed,numed); % zero matrix of numedges x numedges
matBM = sparse(numed,numel);
area = zeros(numel,1);
for i=1:numel

% coordinates of this element from 1st node & 3rd node
xae=no2xy(1,el2no(1,i)); xbe=no2xy(1,el2no(3,i));
yae=no2xy(2,el2no(1,i)); ybe=no2xy(2,el2no(3,i));

midpt(i,1) = 0.5*(min(no2xy(1,el2no(:,i))) ...
+ max(no2xy(1,el2no(:,i))));

midpt(i,2) = 0.5*(min(no2xy(2,el2no(:,i))) ...
+ max(no2xy(2,el2no(:,i))));

H0(i) = HH(midpt(i,1),midpt(i,2),0); % element center value
K0(i) = KK(midpt(i,1),midpt(i,2),0); % element center value
rhs_g = gRHS(midpt(i,1),midpt(i,2),0.5*dt);

% the coordinates of the four vertex
xe(1)=xae; ye(1)=yae;
xe(2)=xbe; ye(2)=yae;
xe(3)=xbe; ye(3)=ybe;
xe(4)=xae; ye(4)=ybe;
area(i) = (ybe-yae)*(xbe-xae); % for non-uniform rectangles
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for j=1:4 % loop through edges
ed1 = el2ed(j,i);

% evaluate the RHS: \int_O fRHS * N_j
% we used Gaussian integration: cf. my book p.190!
rhs_ef=0; rhs_ee=0; rhs_ej=0;

for ii=1:2 % loop over gauss points in eta
for jj=1:2 % loop over gauss points in psi

eta = gauss(ii); psi = gauss(jj);
% Q1 function: countcockwise starting at left-low corner
NJ=0.25*(one + psi*psiJ).*(one + eta*etaJ);
% derivatives of shape functions in reference coordinates
NJpsi = 0.25*psiJ.*(one + eta*etaJ); % 1x4 array
NJeta = 0.25*etaJ.*(one + psi*psiJ); % 1x4 array
% derivatives of x and y wrt psi and eta
xpsi = NJpsi*xe’; ypsi = NJpsi*ye’;
xeta = NJeta*xe’; yeta = NJeta*ye’;
% Jinv = [yeta, -xeta; -ypsi, xpsi]; % 2x2 array
jcob = xpsi*yeta - xeta*ypsi;

xhat=dot(xe,NJ); yhat=dot(ye,NJ);

if j==1
bas1=(ybe-yhat)/(ybe-yae);
rhs_ef = rhs_ef + f1RHS(xhat,yhat,0.5*dt)*bas1*jcob;
rhs_ee = rhs_ee + Ex(xhat,yhat,0)*bas1*jcob;
rhs_ej = rhs_ej + Jx(xhat,yhat,0)*bas1*jcob;

elseif j==2
bas2=(xhat-xae)/(xbe-xae);
rhs_ef = rhs_ef + f2RHS(xhat,yhat,0.5*dt)*bas2*jcob;
rhs_ee = rhs_ee + Ey(xhat,yhat,0)*bas2*jcob;
rhs_ej = rhs_ej + Jy(xhat,yhat,0)*bas2*jcob;

elseif j==3
bas3=-(yhat-yae)/(ybe-yae);
rhs_ef = rhs_ef + f1RHS(xhat,yhat,0.5*dt)*bas3*jcob;
rhs_ee = rhs_ee + Ex(xhat,yhat,0)*bas3*jcob;
rhs_ej = rhs_ej + Jx(xhat,yhat,0)*bas3*jcob;

else
bas4=-(xbe-xhat)/(xbe-xae);
rhs_ef = rhs_ef + f2RHS(xhat,yhat,0.5*dt)*bas4*jcob;
rhs_ee = rhs_ee + Ey(xhat,yhat,0)*bas4*jcob;
rhs_ej = rhs_ej + Jy(xhat,yhat,0)*bas4*jcob;

end
end

end

% assemble the edge contribution into global rhs vector
rhsEF(ed1)=rhsEF(ed1)+edori(i,j)*rhs_ef;
rhsEE(ed1)=rhsEE(ed1)+edori(i,j)*rhs_ee;
rhsEJ(ed1)=rhsEJ(ed1)+edori(i,j)*rhs_ej;
rhsEH(ed1)= edori(i,j)*H0(i)*Curl(j);

matBM(ed1,i) = matBM(ed1,i) + edori(i,j)*Curl(j);
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for k=j:4
ed2 = el2ed(k,i);
matM(ed1,ed2) = matM(ed1,ed2) ...

+ edori(i,j)*edori(i,k)*Mref(j,k);
matM(ed2,ed1) = matM(ed1,ed2);

end
end % end of 1st edge loop
rhsHH(i)=H0(i)*area(i);
rhsHK(i)=K0(i)*area(i);
rhsHG(i)=rhs_g*area(i);

end
return

By similar techniques, we have to assemble the right hand side vector in each
time step. This task is realized in the driver function Drude cn.m shown in Sect. 7.6.

7.5 Postprocessing

Once we obtain the unknown coefficients of electric field E, we can use them to
construct the numerical electric field Eh at any point, which can be used to compare
with the analytic electric field E for error estimates. This reconstruction part can be
realized in the following code, where the numerical electric field E is calculated at
each element center.

solvec = zeros(numed,1);
% extract the coefficients of E field
solvec(eint)=znew(1:iecnt);
for i=1:numel

% coordinates of this element from 1st & 3rd nodes
xae=no2xy(1,el2no(1,i)); xbe=no2xy(1,el2no(3,i));
yae=no2xy(2,el2no(1,i)); ybe=no2xy(2,el2no(3,i));
% basis functions
bas1=(ybe-midpt(i,2))/(ybe-yae);
bas3=-(midpt(i,2)-yae)/(ybe-yae);
bas2=(midpt(i,1)-xae)/(xbe-xae);
bas4=-(xbe-midpt(i,1))/(xbe-xae);

%construct the numerical E fields
Ex_num(i)=edori(i,1)*solvec(el2ed(1,i))*bas1 + \ldots

edori(i,3)*solvec(el2ed(3,i))*bas3;
Ey_num(i)=edori(i,2)*solvec(el2ed(2,i))*bas2 + \ldots

edori(i,4)*solvec(el2ed(4,i))*bas4;
end
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Considering that H is a piecewise constant, the numerical magnetic field H can
be directly obtained by the following code.

for i=1:numel
HH_num(i) = znew(iecnt+i);

end

Once we have the numerical solutions, we can postprocess the solutions in
various ways. For example, we can plot the electric field E by simple commands
as follows:

figure(1);clf(1);
quiver(midpt(:,1)’,midpt(:,2)’,Ex_num,Ey_num),
titstr=strcat(’Numerical E field at midpoints’);
title(titstr),
axis([lowx highx lowy highy]);

Similarly, we can do a surface plot for the scale magnetic field H as shown
below:

figure(4);clf(4);
for j=1:neley

for i=1:nelex
% change 1-D vector into 2-D array
U2d(i,j)=HH_num(nelex*(j-1)+i);

end
end

surf(1:nelex, 1:neley, U2d’);
titstr=strcat(’Numerical H field’);
title(titstr);
xlabel(’X’); ylabel(’Y’);

A sample MATLAB code postprocessing.m demonstrating our postprocessing
implementation is given below:

function postprocessing(HH,Ex,Ey,znew,tt,numel)

globals2D;

%plot the numerical field
solvec = zeros(numed,1);
solvec(eint)=znew(1:iecnt); %coefficients of E field
for i=1:numel

% coordinates of this element from 1st node & 3rd node
xae=no2xy(1,el2no(1,i)); xbe=no2xy(1,el2no(3,i));
yae=no2xy(2,el2no(1,i)); ybe=no2xy(2,el2no(3,i));
% basis functions: cf p111
bas1=(ybe-midpt(i,2))/(ybe-yae);
bas3=-(midpt(i,2)-yae)/(ybe-yae);
bas2=(midpt(i,1)-xae)/(xbe-xae);
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bas4=-(xbe-midpt(i,1))/(xbe-xae);

%calculate the numerical and exact E fields
Ex_num(i)=edori(i,1)*solvec(el2ed(1,i))*bas1 + ...

edori(i,3)*solvec(el2ed(3,i))*bas3;
Ey_num(i)=edori(i,2)*solvec(el2ed(2,i))*bas2 + ...

edori(i,4)*solvec(el2ed(4,i))*bas4;

Ex_ex(i) = Ex(midpt(i,1),midpt(i,2),tt);
Ey_ex(i) = Ey(midpt(i,1),midpt(i,2),tt);

% calculate the numerical and exact H fields (a scalar)
HH_ex(i) = HH(midpt(i,1),midpt(i,2),tt);
HH_num(i) = znew(iecnt+i);

end

figure(1);clf(1);
quiver(midpt(:,1)’,midpt(:,2)’,Ex_num,Ey_num),
titstr=strcat(’Numerical E field at midpoints’);
title(titstr),
axis([lowx highx lowy highy]);

figure(2);clf(2);
quiver(midpt(:,1)’,midpt(:,2)’,Ex_ex, Ey_ex),
titstr=strcat(’Analytical E field at midpoints’);
title(titstr),
axis([lowx highx lowy highy]);

% plot Hz at the last time step
timestep=int2str(nt);
figure(3);clf(3);
pcolor((reshape(HH_num(1:numel),nelex,neley))’);
hold on;

%% line(boxlinex,boxliney,’Color’,’w’);
% hold off

shading flat;
% caxis([-1.0 1.0]);
%% axis([1 ie 1 je]);

colorbar;
axis image;
% axis off;
titstr=strcat(’Numerical H field’);
title(titstr);
xlabel(’X’); ylabel(’Y’);

figure(4);clf(4);
for j=1:neley

for i=1:nelex
% change 1-D vector into 2-D array
U2d(i,j)=HH_num(nelex*(j-1)+i);
H2d(i,j)=HH_ex(nelex*(j-1)+i)-U2d(i,j);
Ex2d(i,j)=Ex_ex(nelex*(j-1)+i)-Ex_num(nelex*(j-1)+i);

end
end
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surf(1:nelex, 1:neley, U2d’);
title(titstr);
xlabel(’X’); ylabel(’Y’);

figure(5);clf(5);
surf(1:nelex, 1:neley, H2d’);
title(’H field pointwise error’);
xlabel(’X’); ylabel(’Y’);

figure(6);clf(6);
surf(1:nelex, 1:neley, Ex2d’);
title(’Electric component Ex pointwise error’);
xlabel(’X’); ylabel(’Y’);

%Debug: check the last 4 element solutions
for i=numel-4:numel

display(’ H exact, numer =’),HH_ex(i),HH_num(i)
display(’Ex exact, numer =’),Ex_ex(i),Ex_num(i)

end

display(’Number of interior edges, numel, DOF = ’), ...
size(eint),numel,size(znew)

% calculate the max pointwise error
err_Ex=max(abs(Ex_num-Ex_ex)),
err_Ey=max(abs(Ey_num-Ey_ex)),
err_H=max(abs(HH_num-HH_ex)),

7.6 Numerical Results

In this section, we use an example to demonstrate our implementation of the
scheme (7.1)–(7.4). To check the convergence rate, we construct the following exact
solutions for the 2-D transverse electrical model (assuming that �m D �e; !m D !e)
on the domain˝ D .0; 1/2:

E �
�
Ex
Ey

�
D
�

sin�y
sin�x

�
e��et ;

H D 1

�
.cos�x � cos�y/e��e t .!2e t � �e/:

The corresponding electric and magnetic currents are

J �
�
Jx
Jy

�
D
�

sin�y
sin�x

�
!2e te

��e t ;
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and

K D 1

�
.cos�x � cos�y/e��e t!2e .

1

2
!2e t

2 � �et/;
respectively. The corresponding source term f � 0, while g is given by

g D 1

�
.cos�x � cos�y/e��et .�2�e!2e t C � 2

e C !2e C �2 C 1

2
!4e t

2/:

Notice that our solution E satisfies the conditions

n � E D 0 on @˝; r � E D 0 in ˝:

Our complete codes for solving this problem are composed of five MATLAB
functions:

1. Drude cn.m: the driver function;
2. globals2D.m: define all the global variables and constants;
3. create mesh.m, form mass matrix.m, postprocessing.m: the other supporting

functions explained above.

In the driver function Drude cn.m, we assign the time step size, the total number
of time steps of the simulation, and define the exact solutions used to calculate the
error estimates. Below is our implementation of Drude cn.m:

%---------------------------------------------------------
% Author: Prof. Jichun Li
%
% Solve Drude metamaterial model using Crank-Nicolson type
% mixed FEM by rectangular edge element.
%
% Drive function (this one): Drude_cn.m
% Other supporting functions:
% 1. globals2D.m: define global variables and constants
% 2. create_mesh.m: generate rectangular mesh
% 3. form_mass_matrix.m: create the global mass matrix
% and prepare for time marching
% 4. postprocessing.m: compare numerical and analytical
% solutions, calculate errors and do plottings
%----------------------------------------------------------
clear all,
globals2D; % all global variables and constants
format long;

%%%%%%%%%% set up the exact solutions %%%%%%%%%%%%%
gama=1.0e0; wpem=1.0e0;
% exact electric field and electric polarization
Ex = @(x,y,t)sin(pi*y).*exp(-gama*t);
Ey = @(x,y,t)sin(pi*x).*exp(-gama*t);
Jx = @(x,y,t)sin(pi*y).*exp(-gama*t)*wpemˆ2*t;
Jy = @(x,y,t)sin(pi*x).*exp(-gama*t)*wpemˆ2*t;
% exact magnetic field and magnetic polarization
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HH = @(x,y,t)(cos(pi*x)-cos(pi*y))...
/pi.*exp(-gama*t)*(wpemˆ2*t-gama);

KK = @(x,y,t)(cos(pi*x)-cos(pi*y))/pi.*exp(-gama*t)...

*wpemˆ2*(0.5*(wpem*t)ˆ2-gama*t);

% exact RHS
f1RHS = @(x,y,t)0.0;
f2RHS = @(x,y,t)0.0;
gRHS = @(x,y,t)(cos(pi*x)-cos(pi*y))/pi.*exp(-gama*t)...

*(-2*gama*wpemˆ2*t + gamaˆ2 + wpemˆ2 ...
+ piˆ2 + 0.5*wpemˆ2*(wpem*t)ˆ2);

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
dt=1.e-8, nt=10;
id_bc = 1; %Indicator: 1 for Dirichlet BC; 0 otherwise.

% create a rectangular mesh on [lowx,highx]x[lowy,highy]
create_mesh;
dim = iecnt + numel; % total number of unknowns

% local mass matrix
Mref = (dx*dy/6)*[2 0 -1 0;0 2 0 -1;-1 0 2 0;0 -1 0 2];
Curl = [dx;dy;dx;dy]; % (1, curl N_i)

matM = sparse(numed,numed);
matBM = sparse(numed,numel);
area = zeros(numel,1);

% form matrix matM and matrix matBM
[rhsEF,rhsEE,rhsEJ,rhsEH,rhsHH,rhsHK,rhsHG,H0,K0] = ...

form_mass_matrix(HH,KK,gRHS,f1RHS,f2RHS,Ex,Ey,Jx,Jy);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

if id_bc == 1 % For Dirichlet BC, use internal edge values
matM = matM(eint,eint);
matBM=matBM(eint,:);
rhsEF=rhsEF(eint);
rhsEE=rhsEE(eint);
rhsEJ=rhsEJ(eint);
rhsEH=rhsEH(eint);

end

E0=inv(matM)*rhsEE; % get initial values of E and J
J0=inv(matM)*rhsEJ;

cst1 = 1+(dt*wpem)ˆ2/(2*(2+dt*gama));
cst2 = 0.5*dt; cst3 = 1-(dt*wpem)ˆ2/(2*(2+dt*gama));
cst4 = 2*dt/(2+dt*gama);
cst5=(2-dt*gama)/(2+dt*gama);
cst6=dt*wpemˆ2/(2+dt*gama);

rhs_glb=[cst3*rhsEE + cst2*rhsEH - cst4*rhsEJ + dt*rhsEF; ...
cst3*rhsHH - cst2*matBM’*E0 - cst4*rhsHK + dt*rhsHG];

% the global coefficient matrix (A -B; B’ D)
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% Ae - Bh = f_1
% B’e + Dh = f_2
% solve the system: h = Dˆ{-1}(f_2-B’e);
% e = (A+BDˆ{-1}B’)ˆ{-1}(f_1+BDˆ{-1}f_2)
% coefficient matrix for unknown E is: A+B*inv(D)*B’

%mat4E = cst1*matM + matBM*matBM’./area*(cst2*cst2)/cst3;
for k=1:numel

tmp(:,k) = (matBM(:,k)/area(k));
end
mat4E = cst1*matM + matBM*tmp’*(cst2*cst2)/cst3;

% rhs4E = rhs_glb(1:iecnt) ...
% + matBM./area*rhs_glb(iecnt+1:dim)*cst2/cst3;
rhs4E = rhs_glb(1:iecnt) ...

+tmp(:,1:numel)*rhs_glb(iecnt+1:dim)*cst2/cst3;

%%%%%%%%%%%%%% begin time marching %%%%%%%%%%%%%%%%%%%
one = ones(1,4);
tic % start to measure the elapsed time
for n=1:nt

%first solve the system for E_hˆk, then for H_hˆk
znew(1:iecnt,1) = mat4E\rhs4E;

sum1 = zeros(numel,1);
for ii=1:numel

sum1(ii)=sum1(ii)+matBM(1:iecnt,ii)’*znew(1:iecnt);
end

znew(iecnt+1:dim,1) = (rhs_glb(iecnt+1:dim,1) ...
-cst2*sum1(1:numel,1))./(cst3*area(1:numel,1));

%znew(iecnt+1:dim)=(rhs_glb(iecnt+1:dim)...
% -dt*matBM’*znew(1:iecnt))/a1;

% for safety, re-assign to zero
rhsEF=zeros(numed,1); % for (f,N_i)
rhsEH=zeros(numed,1); % for (H0,curl N_i)
rhsHH=zeros(numel,1); % for (H0, psi_i)
rhsHK=zeros(numel,1); % for (K0, psi_i)
rhsHG=zeros(numel,1); % for (g, psi_i)

if n <= (nt-1)
% update all degrees of freedom
tt = (n+0.5)*dt;
En = znew(1:iecnt);
Hn = znew(iecnt+1:dim);
Jn = cst6*(En + E0) + cst5*J0;
Kn = cst6*(Hn + H0) + cst5*K0;

for i=1:numel
xae=no2xy(1,el2no(1,i)); xbe=no2xy(1,el2no(3,i));
yae=no2xy(2,el2no(1,i)); ybe=no2xy(2,el2no(3,i));

% the coordinates of the four vertex
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xe(1)=xae; ye(1)=yae;
xe(2)=xbe; ye(2)=yae;
xe(3)=xbe; ye(3)=ybe;
xe(4)=xae; ye(4)=ybe;

for j=1:4 % loop through edges
ed1 = el2ed(j,i);
rhs_ef=0;

for ii=1:2 % loop over gauss points in eta
for jj=1:2 % loop over gauss points in psi
eta = gauss(ii); psi = gauss(jj);
% Q1 function:
NJ=0.25*(one + psi*psiJ).*(one + eta*etaJ);
% derivatives of shape functions
NJpsi=0.25*psiJ.*(one + eta*etaJ); % 1x4 array
NJeta=0.25*etaJ.*(one + psi*psiJ); % 1x4 array
% derivatives of x and y wrt psi and eta
xpsi = NJpsi*xe’; ypsi = NJpsi*ye’;
xeta = NJeta*xe’; yeta = NJeta*ye’;

% Jinv = [yeta, -xeta; -ypsi, xpsi]; % 2x2 array
jcob = xpsi*yeta - xeta*ypsi;

xhat=dot(xe,NJ); yhat=dot(ye,NJ);

if j==1
bas1=(ybe-yhat)/(ybe-yae);
rhs_ef=rhs_ef + f1RHS(xhat,yhat,tt)*bas1*jcob;

elseif j==2
bas2=(xhat-xae)/(xbe-xae);
rhs_ef=rhs_ef + f2RHS(xhat,yhat,tt)*bas2*jcob;

elseif j==3
bas3=-(yhat-yae)/(ybe-yae);
rhs_ef=rhs_ef + f1RHS(xhat,yhat,tt)*bas3*jcob;

else
bas4=-(xbe-xhat)/(xbe-xae);
rhs_ef=rhs_ef + f2RHS(xhat,yhat,tt)*bas4*jcob;

end
end

end
% assemble the edge contribution into global rhs vector
rhsEF(ed1)=rhsEF(ed1)+edori(i,j)*rhs_ef;
rhsEH(ed1)= edori(i,j)*Hn(i)*Curl(j);

end % end of 1st edge loop
rhsHH(i)=Hn(i)*area(i);
rhsHK(i)=Kn(i)*area(i);
rhsHG(i)=gRHS(midpt(i,1),midpt(i,2),tt)*area(i);

end % end of element loop

if id_bc == 1 % Dirichlet BC
rhsEF=rhsEF(eint);
rhsEH=rhsEH(eint);

end
% form new RHS
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Table 7.1 The pointwise
errors at element centers with
�e D !e D 1; � D 10�8

after 1 time step

Meshes Ex errors Hz errors

10	 10 4.10388426568e�003 2.55501841905e�010
20	 20 1.02758690447e�003 6.44169162455e�011
40	 40 2.57051528841e�004 1.61380908636e�011
80	 80 6.43804719980e�005 4.19719814459e�012
160 	 160 1.63183158637e�005 1.66422431391e�012

Table 7.2 The pointwise errors at element centers with �e D !e D 1; � D 10�8 after 100 time
step

Meshes Ex errors Hz errors DOFs CPU time (sec)

10	 10 4.10387149e�03 2.55493626e�10 280 5.49
20	 20 1.02756605e�03 6.44204689e�11 1,160 22.17
40	 40 2.57014726e�04 1.61460844e�11 4,720 99.71
80	 80 6.43118232e�05 4.11581879e�12 19,040 604.19
160	 160 1.61859982e�05 1.33271171e�12 76,480 4479.43

rhs_glb=[cst3*matM*E0+cst2*rhsEH-cst4*matM*J0+dt*rhsEF;...
cst3*rhsHH-cst2*matBM’*E0-cst4*rhsHK+dt*rhsHG];

rhs4E = rhs_glb(1:iecnt) ...
+ tmp(:,1:numel)*rhs_glb(iecnt+1:dim)*cst2/cst3;

% update all dof
E0 = En; J0 = Jn; H0 = Hn; K0 = Kn;

end % end of the BIG ’if’ loop
display(’step n=’),n

end % end of time marching
toc % end measurement of elapsed time
%%%%%%%%%%%%% end of time marching %%%%%%%%%%%%%%%

% compare the analytic and numerical solutions at T
postprocessing(HH,Ex,Ey,znew,nt*dt,numel);
return

Exemplary results are shown in Tables 7.1 and 7.2 (where DOFs denote the total
number of degrees of freedom) and in Fig. 7.1. Tables 7.1 and 7.2 clearly show the
pointwise convergence rateO.h2/ at element centers, where h is the mesh size. Note
thatO.h2/ is better than the theoretical approximation result, i.e., superconvergence
happens at the rectangular element centers as we proved in Chap. 5.

7.7 Bibliographical Remarks

The number of books covering finite element programming for Maxwell’s equations
is quite limited. For example, the classic books by Jin [162] and by Silverster and
Ferrari [267] describe the basic finite element techniques for Maxwell’s equations.
[267] even provides all the source code in Fortran. The recent book by Hesthaven
and Warburton [141] introduced the nodal discontinuous Galerkin (DG) method for
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Fig. 7.1 Numerical solution obtained on 20 	 20 mesh with �e D !e D 1; � D 10�10 after 100
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conservation laws and Maxwell’s equations. This book provides a very nice package
for readers to experience the DG method for solving various problems, including
time-domain Maxwell’s equations in free space. Other recent contributions to this
area are the books by Demkowicz et al. [97, 98], in which they detailed the hp-
finite element method for solving elliptic problems and time-harmonic Maxwell’s
equations. A self-contained 2-D package (covering grid generation, solver, and
visualisation) is included in [97]. Readers can find a few other hp Maxwell packages
mentioned in the Foreword of [97].



Chapter 8
Perfectly Matched Layers

One common problem in computational electromagnetics is how to simulate wave
propagation on an unbounded domain accurately and efficiently. One typical
technique is to use the absorbing boundary conditions (ABCs) to truncate the
unbounded domain to a bounded domain. The solution computed with an ABC on
a bounded domain should be a good approximation to the solution originally given
on the unbounded domain. Hence constructing a good ABC is quite challenging.

Over the years various ABCs have been developed in computational electro-
magnetics, and the most effective ABC seems to be the perfectly matched layer
(PML) introduced by Berenger in 1994 [34]. Since 1994, the PML has been
intensively investigated, and many interesting results have been obtained (cf. [10],
[276, Chap. 7] and references therein).

In this chapter, we present some interesting PMLs developed over the last
20 years. More specifically, in Sect. 8.1, we discuss three ways for obtaining the
PMLs matched to the free space. Then in Sect. 8.2, we extend the discussion to
lossy media. Finally, we describe some PMLs developed for the dispersive media
and metamaterials in Sect. 8.3.

8.1 PMLs Matched to the Free Space

8.1.1 Berenger Split PMLs

In 1994, Berenger [34] proposed the first time-domain perfectly matched layer for
modeling electromagnetic wave propagation in unbounded free space. The basic
idea is to introduce a specially designed layer to absorb the electromagnetic waves
without any reflection from the interfaces between the free space and the special
layer. Later in 1996, Berenger [35] extended the PML medium technique to 3-D.
Below we shall introduce the 3-D Berenger PML, since the 2-D PML can be directly
obtained from the 3-D model as special cases. Following [35], Berenger’s PML is

J. Li and Y. Huang, Time-Domain Finite Element Methods for Maxwell’s Equations
in Metamaterials, Springer Series in Computational Mathematics 43,
DOI 10.1007/978-3-642-33789-5 8, © Springer-Verlag Berlin Heidelberg 2013
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based on a splitted form of Maxwell’s equations: the six field components are split
into 12 subcomponents (i.e., Ex D Exy C Exz;Ey D Eyx CEyz, Ez D Ezx CEzy ,
Hx D Hxy CHxz;Hy D Hyx CHyz, Hz D Hzx CHzy), in which case the original
six Cartesian equations are split into 12 subequations as follows:

�0
@Exy

@t
C 	yExy D @.Hzx CHzy/

@y
(8.1a)

�0
@Exz

@t
C 	zExz D �@.Hyz CHyx/

@z
(8.1b)

�0
@Eyz

@t
C 	zEyz D @.Hxy CHxz/

@z
(8.1c)

�0
@Eyx

@t
C 	xEyx D �@.Hzx CHzy/

@x
(8.1d)

�0
@Ezx

@t
C 	xEzx D @.Hyz CHyx/

@x
(8.1e)

�0
@Ezy

@t
C 	yEzy D �@.Hxy CHxz/

@y
(8.1f)

�0
@Hxy

@t
C 	�

y Hxy D �@.Ezx C Ezy/

@y
(8.1g)

�0
@Hxz

@t
C 	�

z Hxz D @.Eyz C Eyx/

@z
(8.1h)

�0
@Hyz

@t
C 	�

z Hyz D �@.Exy C Exz/

@z
(8.1i)

�0
@Hyx

@t
C 	�

x Hyx D @.Ezx C Ezy/

@x
(8.1j)

�0
@Hzx

@t
C 	�

x Hzx D �@.Eyx C Eyz/

@x
(8.1k)

�0
@Hzy

@t
C 	�

y Hzy D @.Exy C Exz/

@y
(8.1l)

where parameters 	i ; 	�
i ; i D x; y; z; are the homogeneous electric and magnetic

conductivities in the i direction.
Replacing each component of (8.1) by a plane wave solution, for example,

Exy D QExyej.!t�k�r/; (8.2)

we can obtain 12 equations expressed in terms of the angular frequency !, the wave
number k D .kx; ky; kz/, the position vector r D .x; y; z/, and 12 components
QExy; QExz; � � � ; QHzx; QHzy: By introducing stretching parameters si and s�

i [35]:
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si D 1C 	i

j!�0
; s�

i D 1C 	�
i

j!�0
; i D x; y; z; (8.3)

we can further reduce the resulting 12 equations into just 6 equations:

!�0 QEx D �ky
sy

QHz C kz

sz

QHy (8.4a)

!�0 QEy D �kz

sz

QHx C kx

sx
QHz (8.4b)

!�0 QEz D �kx
sx

QHy C ky

sy
QHx (8.4c)

!�0 QHx D ky

s�
y

QEz � kz

s�
z

QEy (8.4d)

!�0 QHy D kz

s�
z

QEx � kx

s�
x

QEz (8.4e)

!�0 QHz D kx

s�
x

QEy � ky

s�
y

QEx; (8.4f)

where we denote

QEx D QExy C QExz; QEy D QEyx C QEyz; QEz D QEzx C QEzy; (8.5)

QHx D QHxy C QHxz; QHy D QHyx C QHyz; QHz D QHzx C QHzy: (8.6)

Note that (8.4) can be rewritten in vector form as

�0! QE D �ks � QH; �0! QH D k�
s � QE; (8.7)

where we denote

QE D . QEx; QEy; QEz/
0; QH D . QHx; QHy; QHz/

0:

and

ks D .kx=sx; ky=sy; kz=sz/
0; k�

s D .kx=s
�
x ; ky=s

�
y ; kz=s

�
z /

0:

It is interesting to note that if applying (8.2) to the Maxwell’s equations in
vaccum

�0
@E
@t

D r � H; � �0 @H
@t

D r � E; (8.8)
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we have
�0! QE D �k � QH; �0! QH D k � QE; (8.9)

which is a special case of the PML equations (8.7). This fact is not surprising, since
(8.8) is a special case of (8.1) with 	i D 	�

i D 0; i D x; y; z:
To make the PML work properly, the electric and magnetic conductivities have

to be choosen carefully. In the PML region matched to a vacuum, the transverse
conductivities equal zero and the longitudinal conductivities satisfy the impedance
matching condition

	i

�0
D 	�

i

�0
; i D x; y; z: (8.10)

For example, consider an inner vacuum domain surrounded by an absorbing PML
medium. On the six walls of the computational domain, the transverse conductivities
of the PML media are set to zero in order to cancel the reflection from the
vacuum-PML interfaces. For example, .0; 0; 0; 0; 	z; 	

�
z / should be used in the

upper and lower walls (i.e., the interfaces normal to the z-direction). Along the 12
interface edges, the longitudinal conductivities are equal to zero, and the transverse
conductivities are equal to those of the adjacent side media. Hence, no reflection
is produced theoretically from side-edge interfaces. In the eight corner regions, the
conductivities are chosen to match those of the adjacent edges, i.e., the transverse
conductivities match at interfaces between edge layers and corner layers, which
makes zero reflection from all the edge-corner interfaces. Detailed specifications
of conductivities in the edge and corner regions of PML are depicted in Fig. 8.1
(cf. Fig. 3 of [35]). Many experiments ([276]) show that the PML conductivities
(either 	i or 	�

i ) can be simply chosen as a polynomial:

	�.�/ D 	�.
�

ı
/n; (8.11)

where n � 2 is the polynomial degree, ı is the PML thickness, � is the distance
from the interface, 	� is the conductivity on the outer side of the PML (at � D ı).
Note that given a reflection goal R.0/, 	� is often chosen as

	� D � .nC 1/�0Cv

2ı
lnR.0/: (8.12)

Recall that Cv D 1=
p
�0�0 denotes the wave propagation speed in vacuum.

Finally, we want to mention that in 2-D cases, the above 3-D PML equations (8.1)
are reduced to a set of four equations by splitting only one component. More
specifically, in the TEz (transverse electric to z) case, only the magnetic component
is split, which results the PML equations for the TEz case as:

�0
@Ex

@t
C 	yEx D @.Hzx CHzy/

@y
(8.13a)
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Fig. 8.1 Illustration of the 3-D PML

�0
@Ey

@t
C 	xEy D �@.Hzx CHzy/

@x
(8.13b)

�0
@Hzx

@t
C 	�

x Hzx D �@Ey
@x

(8.13c)

�0
@Hzy

@t
C 	�

y Hzy D @Ex

@y
: (8.13d)

Similarly in the TM case, only the electric component is split. For example, the
PML equations for TMz (transverse magnetic to z) case are:

�0
@Hx

@t
C 	�

y Hx D �@.Ezx C Ezy/

@y
(8.14a)

�0
@Hy

@t
C 	�

x Hy D @.Ezx CEzy/

@x
(8.14b)

�0
@Ezx

@t
C 	xEzx D @Hy

@x
(8.14c)

�0
@Ezy

@t
C 	yEzy D �@Hx

@y
: (8.14d)

Detailed specifications of conductivities in the face and corner regions of PML are
depicted in Fig. 8.2.
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Fig. 8.2 Illustration of the 2-D PML

8.1.1.1 The PML Medium and Stretched Coordinates

Soon after Berenger’s PML propoosal, researchers [74, 213, 246] found that the
Berenger PML equations can be derived using a stretched coordinate approach.

Substituting the plane wave solution (8.2) into (8.1) and adding every two
subequations together, we obtain the following six equations which are equivalent
to (8.1):

j!�0 QEx D 1

sy

@ QHz

@y
� 1

sz

@ QHy

@z
; (8.15a)

j!�0 QEy D 1

sz

@ QHx

@z
� 1

sx

@ QHz

@x
; (8.15b)

j!�0 QEz D 1

sx

@ QHy

@x
� 1

sy

@ QHx

@y
; (8.15c)

j!�0 QHx D � 1

s�
y

@ QEz

@y
C 1

s�
z

@ QEy
@z

; (8.15d)

j!�0 QHy D � 1

s�
z

@ QEx
@z

C 1

s�
x

@ QEz

@x
; (8.15e)

j!�0 QHz D � 1

s�
x

@ QEy
@x

C 1

s�
y

@ QEx
@y

; (8.15f)

where the stretching parameters si and s�
i are the same as (8.3).
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Assuming that coefficients sx; sy; sz vary with x; y; z; respectively, and introduc-
ing the following change of variables

dx0 D sx.x/dx; dy
0 D sy.y/dy; d z0 D sz.z/d z; (8.16)

we can rewrite the first three equations of (8.15) as:

j!�0 QEx D @ QHz

@y0 � @ QHy

@z0 (8.17a)

j!�0 QEy D @ QHx

@z0 � @ QHz

@x0 (8.17b)

j!�0 QEz D @ QHy

@x0 � @ QHx

@y0 : (8.17c)

Changed into time domain with the stretched coordinates (8.16) and (8.17) becomes
�0
@E
@t

D r 0 � H, which has the same form as Ampere equations in vacuum.
By the same technique, the last three equations of (8.15) can be rewritten as:

j!�0 QHx D �@
QEz

@y00 C @ QEy
@z00 (8.18a)

j!�0 QHy D �@
QEx
@z00 C @ QEz

@x00 (8.18b)

j!�0 QHz D �@
QEy

@x00 C @ QEx
@y00 : (8.18c)

In time domain, (8.18) can be rewritten as �0 @H@t D �r 00 � E in the stretched
coordinates dx00 D s�

x .x/dx; dy
00 D s�

y .y/dy; d z00 D s�
z .z/d z; and have exactly

the same form as the Faraday equations in vacuum.
Hence, the original Berenger’s split PML can be recast in a nonsplit form, which

makes manipulating the PML equations easy and simplifies the understanding of
the behavior of the PML. Furthermore, Berenger’s split PML also offers an easy
way to map the PML into other coordinate systems such as cylindrical and spherical
coordinates [278].

8.1.2 The Convolutional PML

From the frequency domain equations (8.4), we can obtain the so-called convolu-
tional PML, which was introduced by Roden and Gedney [248]. One important
feature of the convolutional PML equations is that it is easy to generalize to
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any physical medium, be it inhomogeneous, lossy, anisotropic, dispersive, or even
nonlinear.

Transforming (8.15a) into time domain, we obtain [248]:

�0
@Ex

@t
D sy.t/ � @Hz

@y
� sz.t/ � @Hy

@z
; (8.19)

where � denotes the convolution product, and sy.t/ and sz.t/ are the inverse Laplace
transforms of 1

sy .!/
and 1

sz.!/
, respectively. For example, when the stretching factors

sy.!/ and sz.!/ are given by (8.3), we have

si .t/ D ı.t/C �i .t/; i D y; z; (8.20)

where ı.t/ is the Dirac function, and

�i .t/ D �	i
�0
e

� 	i
�0
tu.t/; i D y; z; (8.21)

where u.t/ is the unit step function. Hence (8.19) can be rewritten as

�0
@Ex

@t
D @Hz

@y
� @Hy

@z
C �y.t/ � @Hz

@y
� �z.t/ � @Hy

@z
: (8.22)

Other five equations similar to (8.22) can be obtained from (8.4b)–(8.4f). Hence
the convolutional PML is equivalent to the standard Maxwell’s equations in vacuum,
plus 12 convolutional terms.

8.1.3 The Uniaxial PML

Note that the split PML equations (8.1) differ from the standard Maxwell’s
equations, hence the split PML is often termed as non-Maxwellian in the literature.
It renders implementation difficult and shows long term unstability [1,29,30], which
prompted the development of other PMLs. The uniaxial PML [125,249] is one type
of unsplit PMLs, and it can be derived from (8.4).

Let us introduce the following change of variables:

OEx D sx QEx; OEy D sy QEy; OEz D sz QEz; (8.23)

OHx D s�
x

QHx; OHy D s�
y

QHy; OHz D s�
z

QHz; (8.24)

using which we can rewrite (8.4a) as
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!�0
1

sx
OEx D � 1

sys�
z

ky OHz C 1

szs�
y

kz OHy: (8.25)

Assume that the matching condition (8.10) holds, i.e., sx D s�
x ; sy D s�

y ; sz D s�
z ,

then (8.25) can be rewritten as

!�0
sysz

sx
OEx D �ky OHz C kz OHy: (8.26)

Similar equations can be obtained for the rest five equations of (8.4). The final
system for the uniaxial PML in frequency domain can be written as [125]:

!�0 Q�s OE D �k � OH; !�0 Q�s OH D k � OE; (8.27)

where the tensors Q�s and Q�s are

Q�s D Q�s D diag.
sysz

sx
;
szsx

sy
;
sxsy

sz
/: (8.28)

To simplify the derivation for the uniaxial PML in time domain, below we drop
the hat for all fields in (8.27). The first subequation of (8.27) can be written as

j!�0
sysz

sx
Ex D @Hz

@y
� @Hy

@z
; (8.29)

which can be rewritten into a system of two equations:

j!syDx D @Hz

@y
� @Hy

@z
; Dx D �0

sz

sx
Ex: (8.30)

Recall the explicit expressions (8.3) for si ; i D x; y; z; we can transform (8.30)
into time domain as:

@Dx

@t
C 	y

�0
Dx D @Hz

@y
� @Hy

@z
; (8.31)

�0
@Ex

@t
C 	zEx D @Dx

@t
C 	x

�0
Dx: (8.32)

Similarly, from the second and third subequations of (8.27), we have

@Dy

@t
C 	z

�0
Dy D @Hx

@z
� @Hz

@x
; (8.33)

�0
@Ey

@t
C 	xEy D @Dy

@t
C 	y

�0
Dy: (8.34)
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and

@Dz

@t
C 	x

�0
Dz D @Hy

@x
� @Hx

@y
; (8.35)

�0
@Ez

@t
C 	yEz D @Dz

@t
C 	z

�0
Dz: (8.36)

where we denoteDy D �0
sx
sy
Ey and Dz D �0

sy
sz
Ez:

By the same technique, we can obtain another group of six time domain equations
resulting from the second equation of (8.27). Note that (8.31), (8.33) and (8.35) can
be written in vector form as

@D
@t

C diag.
	y

�0
;
	z

�0
;
	x

�0
/D D r � H;

which is the Ampere equation in a lossy medium. Hence the uniaxial PML can be
regarded as a lossy medium plus a set of six differential equations.

8.2 PMLs for Lossy Media

8.2.1 Split PML

A PML for lossy media was presented in [115]. Following [115], the PML equations
for a lossy medium .�; �; 	0; 	

�
0 / in a stretched coordinate can be written as

(cf. (8.15) and (8.18)):

rs � QH D j!�0 QE (8.37)

rs� � QE D �j!�0 QH (8.38)

where

�0 D �C 	�
0

j!
; �0 D � C 	0

j!
; (8.39)

and rs D Ox 1
sx

@
@x

C Oy 1
sy

@
@y

C Oz 1
sz

@
@z : The stretching parameters are chosen as

si .i/ D 1C 	i .i/

j!�
; s�

i .i / D 1C 	�
i .i /

j!�
; i D x; y; z: (8.40)

We can write the x component of (8.37) as
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j!�.1C 	0

j!�
/ QEx D 1

sy

@ QHz

@y
� 1

sz

@ QHy

@z
; (8.41)

which can be split into two subequations:

j!�.1C 	0

j!�
/ QExy D 1

sy

@ QHz

@y
(8.42a)

j!�.1C 	0

j!�
/ QExz D � 1

sz

@ QHy

@z
(8.42b)

where QExy and QExz are the two split components of QEx , i.e., QEx D QExy C QExz:

Substituting the definition (8.40) for sy into (8.42a), we obtain

.j!� C 	0 C 	y C 	0	y

j!�
/ QExy D @ QHz

@y
;

which can be rewritten in time domain as follows:

�
@Exy

@t
C .	0 C 	y/Exy C 	0	y

�

Z t

�1
Exydt

0 D @Hz

@y
: (8.43)

Similarly, from (8.37) we can obtain the rest five PML equations in frequency
domain:

.j!� C 	0 C 	z C 	0	z

j!�
/ QExz D �@

QHy

@z

.j!� C 	0 C 	x C 	0	x

j!�
/ QEyx D �@

QHz

@x

.j!� C 	0 C 	z C 	0	z

j!�
/ QEyz D @ QHx

@z

.j!� C 	0 C 	x C 	0	x

j!�
/ QEzx D @ QHy

@x

.j!� C 	0 C 	y C 	0	y

j!�
/ QEzy D �@

QHx

@y
:
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On the other hand, the x component of (8.38) yields

� j!.�C 	�
0

j!
/ QHx D 1

s�
y

@ QEz

@y
� 1

s�
z

@ QEy
@z

; (8.44)

which can be split into two subequations:

�j!.�C 	�
0

j!
/ QHxy D 1

s�
y

@ QEz

@y
(8.45a)

�j!.�C 	�
0

j!
/ QHxz D � 1

s�
z

@ QEy
@z

(8.45b)

where QHxy and QHxz are the two components of QHx:

Substituting the stretching parameters into (8.45a) and (8.45b), respectively, we
obtain

.j!�C 	�
0 C 	�

y C 	�
0 	

�
y

j!
/ QHxy D �@

QEz

@y

.j!�C 	�
0 C 	�

z C 	�
0 	

�
z

j!
/ QHxz D @ QEy

@z
:

Similarly, the y and z components of (8.38) lead to the following four PML
equations in frequency domain:

.j!�C 	�
0 C 	�

z C 	�
0 	

�
z

j!
/ QHyz D �@

QEx
@z

.j!�C 	�
0 C 	�

x C 	�
0 	

�
x

j!
/ QHyx D @ QEz

@x

.j!�C 	�
0 C 	�

x C 	�
0 	

�
x

j!
/ QHzx D �@

QEy
@x

.j!�C 	�
0 C 	�

y C 	�
0 	

�
y

j!
/ QHzy D @ QEx

@y
:

Note that the PML parameters should satisfy the impedance matching conditions

	i

�
D 	�

i

�
; i D x; y; z;

but 	0 and 	�
0 do not need to satisfy 	0

�
D 	�

0

�
. Furthermore, if 	0 D 	�

0 D
0, the PML equations obtained here reduce to the original Berenger PML. The
corresponding time domain PML equations can be obtained similar to (8.43).
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8.2.2 The Convolutional PML

The PML equation (8.41) can be rewritten in time domain as

�
@Ex

@t
C 	0Ex D sy.t/ � @Hz

@y
� sz.t/ � @Hy

@z
; (8.46)

where (p. 335 of [248])

si .t/ D ı.t/

ki
C �i .t/; �i .t/ D � 	i

�k2i
e

� 1
� .
	i
ki

C˛i /tu.t/; (8.47)

which is the inverse Laplace transform of the complex stretching factor proposed by
Kuzuoglu and Mittra [173]:

si D ki C 	i

˛i C j!�
; i D x; y; z; (8.48)

where parameters 	i ; ˛i > 0 and ki � 1:

Substituting (8.47) into (8.46) yields

�
@Ex

@t
C 	0Ex D 1

ky

@Hz

@y
� 1

kz

@Hy

@z
C �y.t/ � @Hz

@y
� �z.t/ � @Hy

@z
: (8.49)

Similar equations can be obtained for the evolution of components Ey and Ez.
The three equations for H components are the same as the convolutional PML
matched to a vacuum.

8.2.3 The Uniaxial PML

A uniaxial PML for isotropic lossy media was presented in [125]. In frequency
domain, the PML equations are

!�0.1C 	

j!�0
/Q�s QE D �k � QH; !�0 Q�s QH D k � QE; (8.50)

where the tensors Q�s and Q�s are still defined by (8.28).
The x component of (8.50) can be written as

j!�0.1C 	

j!�0
/
sysz

sx
QEx D @ QHz

@y
� @ QHy

@z
; (8.51)
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Introducing two new variables

QD0
x D sy QDx; QDx D �0

sz

sx
QEx; (8.52)

we can transform (8.51) into time domain equation as:

@D0
x

@t
C 	

�0
D0
x D @Hz

@y
� @Hy

@z
; (8.53)

plus the following two equations for the new variables:

@Dx

@t
C 	y

�0
Dx D @D0

x

@t
(8.54a)

�0
@Ex

@t
C 	zEx D @Dx

@t
C 	x

�0
Dx: (8.54b)

Similarly, we can obtain two other groups of equations for components Ey and
Ez. The magnetic field equation in the lossy uniaxial PML is exactly the same as
that in the uniaxial PML matched to a vacuum.

8.2.4 Time Derivative Lorentz Material Model

In 1999, Ziolkowski [310] presented the time-derivative Lorentz material (TDLM)
model as absorbing boundary conditions. Following the notation of [310], we
assume that the PML fills a cubical simulation domain, the face regions have
absorbing layers with only one normal direction; the edge regions are the joins of
two face regions; and the corners are the overlapping parts of three face regions.

The corner region is reflectionless if both the relative permittivity and permeabil-
ity tensor there are chosen to be


xyz.!/ D diag.
ay.!/az.!/

ax.!/
;
az.!/ax.!/

ay.!/
;
ax.!/ay.!/

az.!/
/; (8.55)

where the coefficients

ai .!/ D 1C �i .!/; �i .!/ D 	i

j!
; i D x; y; z:

Here 	i � 0 represents the damping variation along the i -direction, where i D
x; y; z.
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Hence we have

ay.!/az.!/

ax.!/
� 1 D Œ�y.!/C �z.!/ � �x.!/�C �y.!/�z.!/

1C �x.!/

D .j!/Œ.	y C 	z/ � 	x�C 	y	z

�!2 C j!	x
D Px

�0Ex
; (8.56a)

az.!/ax.!/

ay.!/
� 1 D Œ�z.!/C �x.!/ � �y.!/�C �z.!/�x.!/

1C �y.!/

D .j!/Œ.	z C 	x/� 	y�C 	z	x

�!2 C j!	y
D Py

�0Ey
; (8.56b)

ax.!/ay.!/

az.!/
� 1 D Œ�x.!/C �y.!/ � �z.!/�C �x.!/�y.!/

1C �z.!/

D .j!/Œ.	x C 	y/ � 	z�C 	x	y

�!2 C j!	z
D Pz

�0Ez
: (8.56c)

Here Pi denotes the polarization component in the i -direction, where i D x; y; z.
Thus, the corresponding time domain equations for the polarizations in the PML

corner region are

@2Px

@t2
C 	x

@Px

@t
D �0Œ.	y C 	z/� 	x�

@Ex

@t
C �0	y	zEx; (8.57a)

@2Py

@t2
C 	y

@Py

@t
D �0Œ.	z C 	x/� 	y�

@Ey

@t
C �0	z	xEy; (8.57b)

@2Pz

@t2
C 	z

@Pz

@t
D �0Œ.	x C 	y/� 	z�

@Ez

@t
C �0	x	yEz: (8.57c)

Let us choose the x polarization current

Jx D @Px

@t
� �0Œ.	y C 	z/ � 	x�Ex: (8.58)

Then using (8.57a), we obtain

@Jx

@t
D @2Px

@t2
��0Œ.	yC	z/�	x�@Ex

@t
D �	xŒJxC�0.	yC	z �	x/Ex�C�0	y	zEx;

i.e.,

@Jx

@t
C	xJx D �0Œ�	x.	yC	z �	x/C	y	z�Ex D �0.	y�	x/.	z �	x/Ex: (8.59)

Substituting (8.58) into the Maxwell’s equation
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@Ex

@t
D 1

�0
.
@Hz

@y
� @Hy

@z
/� 1

�0

@Px

@t

yields
@Ex

@t
C .	y C 	z � 	x/Ex D 1

�0
.
@Hz

@y
� @Hy

@z
/ � 1

�0
Jx: (8.60)

We can treat y and z directions similarly. In summary, we have

@Jx

@t
C 	xJx D �0.	y � 	x/.	z � 	x/Ex; (8.61a)

@Ex

@t
C .	y C 	z � 	x/Ex D 1

�0
.
@Hz

@y
� @Hy

@z
/� 1

�0
Jx; (8.61b)

@Jy

@t
C 	yJy D �0.	x � 	y/.	z � 	y/Ey; (8.61c)

@Ey

@t
C .	z C 	x � 	y/Ey D 1

�0
.
@Hx

@z
� @Hz

@x
/� 1

�0
Jy; (8.61d)

@Jz

@t
C 	zJz D �0.	x � 	z/.	y � 	z/Ez; (8.61e)

@Ez

@t
C .	x C 	y � 	z/Ez D 1

�0
.
@Hy

@x
� @Hx

@y
/� 1

�0
Jz: (8.61f)

Similarly, for the magnetizationMx in the x direction we have

@2Mx

@t2
C 	x

@Mx

@t
D �0Œ.	y C 	z/ � 	x�@Hx

@t
C �0.	y	z/Hx:

Choosing the magnetization currentKx in the x direction as:

Kx D @Mx

@t
� �0Œ.	y C 	z/ � 	x�Hx;

we obtain
@Kx

@t
C 	xKx D �0.	y � 	x/.	z � 	x/Hx: (8.62)

Then coupling (8.62) with the Maxwell’s equation

�r � E D @

@t
.�0H/C @M

@t
;

we finally have

@Hx

@t
C .	y C 	z � 	x/Hx D � 1

�0
.
@Ez

@y
� @Ey

@z
/ � 1

�0
Kx:
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Similar equations can be derived in the y and z directions.
In all, the complete PML governing equations for the corner region are

@E
@t

CD1E D 1

�0
r � H � 1

�0
J (8.63)

@J
@t

CD2J D �0D3E (8.64)

@H
@t

CD1H D � 1

�0
r � E � 1

�0
K (8.65)

@K
@t

CD2K D �0D3H (8.66)

whereDi ; i D 1; 2; 3; are 3 � 3 diagonal matrices shown below:

D1 D diag.	y C 	z � 	x; 	z C 	x � 	y; 	x C 	y � 	z/;

D2 D diag.	x; 	y; 	z/;

D3 D diag..	x � 	y/.	x � 	z/; .	y � 	x/.	y � 	z/; .	z � 	x/.	z � 	y//:

Usually, quadratic profiles are chosen for the damping functions 	x; 	y and 	z:

This TDLM PML model has a very nice feature: the governing equations for
the corner region automatically reduces to those equations for the face and edge
regions when the corresponding material coefficients become zero. For example,
setting 	y D 0 and the y-component of J zero in Eqs. (8.63)–(8.66) yields the PML
equations in the xz edge region; setting 	y D 	x D 0 and J D .0; 0; Jz/

0 (i.e.,
only z-component of J is nonzero) in Eqs. (8.63)–(8.66) gives the PML equations in
the z-directed face region. Hence the set of PML equations (8.63)–(8.66) covers all
PML regions. Furthermore, the set of PML equations (8.63)–(8.66) automatically
reduces to the standard Maxwell’s equations on a bounded domain by setting D1 D
D2 D D3 D 0 and interpreting J and K as given current sources. Hence the analysis
of this PML model is very interesting, since the results derived from the TDLM
PML model automatically cover the Maxwell’s equations in free space. Some finite
element schemes for solving this PML model were developed in [152].

8.3 PMLs for Dispersive Media and Metamaterials

The absorbing boundary condition is required to truncate the computational domain
without reflection in simulating wave propagation in metamaterials. However, the
standard PML is inherently unstable when it is extended to truncate the boundary
of metamaterials without modification [88, 95, 102]. In this section, we present
some PMLs developed for modeling wave propagation in dispersive media and
metamaterials.
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8.3.1 Complex Frequency-Shifted Technique

The complex frequency-shifted PML (CFS-PML) was introduced in [173], and its
main idea is to shift poles off the real axis. Many experiments have shown that
CFS-PML is quite general when applied to various dispersive media, and is also
very efficient in attenuating evanescent waves and reducing late-time reflections
[36, 248]. The material for this subsection is essentially from [241].

In frequency domain, the PML Maxwell’s equations can be written as:

r � QH D j!�0Œ
	.r/
j!�0

C �r .r; !/�A � QE; (8.67)

r � QE D �j!�0�r .r; !/A � QH; (8.68)

where A D diagf �x
�y�z
;
�y
�z�x
;
�z
�x�y

g is the material tensor. For dispersive media such as
Debye, Drude, and Lorentz types, we define a general stretching parameter

�i D 1=.ki C 	i

� C j!
/; i D x; y; z: (8.69)

Here parameters ki and 	i provide additional attenuation to both propagating and
evanescent waves.

8.3.1.1 Debye Media

First we consider the case of Debye medium of orderN , whose relative permittivity
in the frequency domain is defined as

�r .!/ D �r;1 C
NX

pD1

�r;sp � �r;1
1C j!�p

; (8.70)

where �r;1 and �r;sp are the relative permittivities at infinite and zero frequencies
for the p-th pole, respectively, and �p is the relaxation time of the p-th pole.

Note that the Ampere’s law (8.67) can be written as

r � QH D j!�0�r;1A � QE C 	A � QE C j!

NX

pD1
QQe;p; (8.71)

where QQe;p (subscripts e and p stand for the electric dispersion and pole p,
respectively) is defined as
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QQe;p D �0.�r;sp � �r;1/
1C j!�p

A � QE: (8.72)

We define a new variable QR D A � QE; and rewrite (8.71) as

r � QH D j!�0�r;1 QR C 	 QR C j!

NX

pD1
QQe;p; (8.73)

which in time domain is equivalent to

r � H D �0�r;1
dR
dt

C 	R C
NX

pD1

dQe;p

dt
: (8.74)

Similarly, we can transform (8.72) into time domain as

Qe;p C �p
dQe;p

dt
D �0.�r;sp � �r;1/R: (8.75)

By the definition of QR, we have

QRx D �x

�y�z

QEx; QRy D �y

�z�x
QEy; QRz D �z

�x�y
QEz: (8.76)

We introduce a new variable QS, whose components are

QSx D �x

�y
QEx; QSy D �y

�z

QEy; QSz D �z

�x
QEz: (8.77)

Transforming (8.76) and (8.77) into time domain yields

kx
dSx

dt
C .kx� C 	x/Sx D ky

dEx

dt
C .ky� C 	y/Ex; (8.78)

dRx

dt
C �Rx D kz

dSx

dt
C .kz� C 	z/Sx: (8.79)

Similar equations can be obtained for other components.
To consider the magnetic components, we assume that �r D 1 and � D 0 in

(8.69). Hence, the x-component of Faraday’s law (8.68) can be written as

.r � QE/x D �j!
QBx
�z
; QBx D �0

�x

�y
QHx; (8.80)
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which in time domain become

.r � E/x D �kz
dBx

dt
� 	zBx; (8.81)

	xBx C kx
dBx

dt
D �0.ky

dHx

dt
C 	yHx/: (8.82)

Similar equations can be obtained for other components.
In [241], Prokopidis developed a FDTD method to solve the Debye PML model

in the following order: R ! Qe;p ! S ! E ! B ! H:

8.3.1.2 Drude Media

The Drude media can be described by the complex permittivity:

�r .!/ D 1C !2p

j!
 � !2 ; (8.83)

where !p is the plasma frequency and 
 is the collision frequency.
For Drude media, the corresponding Ampere’s law (8.67) can be written as

r � QH D j!�0A � QE C 	A � QE C QQ; QQ D �0!
2
p

j! C 

A � QE: (8.84)

By introducing the new variable QR D A � QE; we can transform (8.84) into time
domain as follows:

r � H D �0
dR
dt

C 	R C Q; (8.85)

dQ
dt

C 
Q D �0!
2
pR: (8.86)

The rest governing equations are the same as those described above for the Debye
model.

8.3.1.3 Lorentz Media

For the Lorentz medium of order N , the relative permittivity in the frequency
domain is described by

�r .!/ D �r;1 C .�r;s � �r;1/
NX

pD1

Gp!
2
p

!2p C 2j!
p � !2
; (8.87)

where Gp � 0 and
PN

pD1 Gp D 1:
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If we define a new variable

QQp D �0.�r;s � �r;1/
Gp!

2
p

!2p C 2j!
p � !2
A � QE; (8.88)

then Ampere’s law (8.67) can be written as

r � QH D 	A � QE C j!�0�r;1A � QE C j!

NX

pD1
QQp; (8.89)

which in time domain becomes

r � H D 	R C �0�r;1
dR
dt

C
NX

pD1

dQp

dt
: (8.90)

Transforming (8.88) into time domain, we have

d2Qp

dt2
C 2
p

dQp

dt
C !2pQp D �0.�r;s � �r;1/Gp!2pR: (8.91)

The rest PML equations are the same as those for the Debye model.

8.3.2 Complex-Coordinate Stretching

Here we introduce a modified PML for metamaterials [262] obtained by the
complex-coordinate stretching technique [74]. For simplicity, below we present
the derivation for 2-D TMz Maxwell’s equations in metamaterials described by the
Lorentz medium model:

�.!/ D �0.1C !2pe

!20e � !2 C j�e!
/; (8.92)

�.!/ D �0.1C !2pm

!20m � !2 C j�m!
/: (8.93)

The rest of this subsection is mainly based on [262].
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8.3.2.1 Derivation of TMz Maxwell’s Equations in Metamaterials

Since only three nonzero fields Hx;Hy;Ez exist in TMz case, from Maxwell’s
equations

@B
@t

D �r � E;
@D
@t

D r � H;

we can obtain the TMz Maxwell’s equations in frequency domain:

j!Bx D �@Ez

@y
(8.94)

j!By D @Ez

@x
(8.95)

j!Dz D @Hy

@x
� @Hx

@y
(8.96)

where the constitutive equations are

Dz D �.!/Ez; Bx D �.!/Hx; By D �.!/Hy:

Substituting (8.93) into (8.94), we obtain

j!Hx CKx D � 1

�0

@Ez

@y
; (8.97)

whereKx D j!!2pm

!20m�!2Cj�m!Hx , which can be rewritten as

.
!20m
j!

C j! C �m/Kx D !2pmHx;

or equivalent to
j!Kx C �mKx D !2pmHx � !20mFx; (8.98)

where Fx is a new auxiliary variable defined as

Fx D 1

j!
Kx: (8.99)

By the same technique, from (8.95) we have

j!Hy CKy D 1

�0

@Ez

@x
(8.100)

j!Ky C �mKy D !2pmHy � !20mFy (8.101)

j!Fy D Ky: (8.102)
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Similarly, substituting (8.92) into (8.96), we obtain

j!Ez C Jz D 1

�0
.
@Hy

@x
� @Hx

@y
/; (8.103)

where Jz D j!!2pe

!20e�!2Cj�e!Ez, which can be rewritten as

.
!20e
j!

C j! C �e/Jz D !2peEz;

or
j!Jz C �eJz D !2peEz � !20eRz; (8.104)

where the auxiliary variable Rz is defined as

Rz D 1

j!
Jz: (8.105)

Changing the above equations into time domain, we have the TMz Maxwell’s
equations in metamaterials:

@Hx

@t
D � 1

�0

@Ez

@y
�Kx; (8.106)

@Hy

@t
D 1

�0

@Ez

@x
�Ky; (8.107)

@Ez

@t
D 1

�0
.
@Hy

@x
� @Hx

@y
/ � Jz; (8.108)

supplemented by the following auxiliary constitutive equations:

@Kx

@t
C �mKx D !2pmHx � !20mFx (8.109)

@Fx

@t
D Kx (8.110)

@Ky

@t
C �mKy D !2pmHy � !20mFy (8.111)

@Fy

@t
D Ky (8.112)

@Jz

@t
C �eJz D !2peEz � !20eRz (8.113)

@Rz

@t
D Jz: (8.114)
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8.3.2.2 The PML Equations for Metamaterials

Now we want to derive a stable non-split PML model for metamaterials. Following
[262], we introduce the following complex-coordinate stretching variables:

@

@x
) 1=Œ1C 	x

j!.1C !2pe

!20e�!2Cj�e!
/
�
@

@x
; (8.115)

@

@y
) 1=Œ1C 	y

j!.1C !2pe

!20e�!2Cj�e!
/
�
@

@y
; (8.116)

and define the magnetic and electric field variables for the metamaterial PML region:

QHx D 1=Œ1C 	y

j!.1C !2pe

!20e�!2Cj�e! /
�Hx (8.117)

QHy D 1=Œ1C 	x

j!.1C !2pe

!20e�!2Cj�e! /
�Hy (8.118)

QEz1 D 1=Œ1C 	y

j!.1C !2pe

!20e�!2Cj�e! /
�Ez (8.119)

QEz2 D 1=Œ1C 	x

j!.1C !2pe

!20e�!2Cj�e! /
�Ez: (8.120)

With these definitions, we can easily obtain the unsplit PML equations for
metamaterials:

@Hx

@t
D � 1

�0

@ QEz1

@y
�Kx (8.121)

@Hy

@t
D 1

�0

@ QEz2

@x
�Ky (8.122)

@Ez

@t
D 1

�0
.
@ QHy

@x
� @ QHx

@y
/ � Jz; (8.123)

plus many constitutive equations we shall derive below.
Note that (8.117) is same as Œ1 C 	y

j!.1C !2pe

!20e�!2Cj�e!
/

� QHx D Hx , which can be

written as
QHx C 	yPx D Hx: (8.124)
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If we introduce a new variable Px D 1

j!.1C !2pe

!20e�!2Cj�e!
/

QHx , which is same as

j!.1C !2pe

!20e � !2 C j�e!
/Px D QHx;

or equivalently
j!Px C !2peQx D QHx; (8.125)

if we introduce another new variableQx D j!

!20e�!2Cj�e!Px , which is same as

.
!20e
j!

C j! C �e/Qx D Px;

or

.j! C �e/Qx D Px � !20eUx; Ux D 1

j!
Qx: (8.126)

We can write (8.125) and (8.126) in time domain as:

@Px

@t
C !2peQx D QHx (8.127)

@Qx

@t
C �eQx D Px � !20eUx (8.128)

@Ux

@t
D Qx: (8.129)

By similar techniques, we can obtain the rest auxiliary time domain equations:

QHy D Hy � 	xPy (8.130)

@Py

@t
D QHy � !2peQy (8.131)

@Qy

@t
D Py � !20eUy � �eQy (8.132)

@Uy

@t
D Qy (8.133)

QEz1 D Ez � 	yDz1 (8.134)

@Dz1

@t
D QEz1 � !2peBz1 (8.135)

@Bz1

@t
D Dz1 � !20eCz1 � �eBz1 (8.136)



240 8 Perfectly Matched Layers

@Cz1

@t
D Bz1 (8.137)

QEz2 D Ez � 	xDz2 (8.138)

@Dz2

@t
D QEz2 � !2peBz2 (8.139)

@Bz2

@t
D Dz2 � !20eCz2 � �eBz2 (8.140)

@Cz2

@t
D Bz2: (8.141)

Note that in the above non-split metamaterial PML model, those terms involving
temporal and spatial derivatives are exactly the same as those from the standard
Maxwell’s equations, which makes the PML implementation quite simple. Further-
more, when 	x D 	y D 0, the metamaterial PML equations reduce to the standard
Maxwell’s equations.

8.4 Bibliographical Remarks

In this chapter, we reviewed many PML models developed since Berenger intro-
duced the PML concept in 1994. Considering the technicality of mathematical
analysis of PMLs, we didn’t cover the theoretical analysis of those PML models.
Interested readers can consult Sect. 13.5 of Monk’s book [217] for works published
before 2002. More recent works on finite element analysis of PMLs can be found
in [26, 49, 69] and references cited therein. Some interesting topics worth further
exploration are rigorous mathematical analysis and finite element applications of
those PML models coupled to metamaterials.



Chapter 9
Simulations of Wave Propagation
in Metamaterials

In this chapter, we present some interesting simulations of wave propagation in
metamaterials. We start in Sect. 9.1 with a perfectly matched layer model, which
allows us to reduce the simulation on an infinite domain to be realized on a bounded
domain. Here we present a simulation demonstrating the negative refraction index
phenomenon for metamaterials. In Sects. 9.2 and 9.3, we present invisibility cloak
simulations using metamaterials in frequency domain and time domain, respec-
tively. In Sect. 9.4, we present an interesting application of metamaterials for solar
cell design. In Sect. 9.5, we end this chapter by presenting some open mathematical
problems related to metamaterials.

9.1 Interesting Phenomena of Wave Propagation
in Metamaterials

9.1.1 Demonstration of a PML Model

First, we want to demonstrate the role of a perfectly matched layer (PML) model
developed by Ziolkowski [310] in 1999 (see Chap. 8). Following the notation of
[310], we assume that the PML is a cubical domain. The complete PML governing
equations on the corner region are given by (cf. Sect. 8.2.4):

@E
@t

CD1E D 1

�0
r � H � 1

�0
J; (9.1)

@J
@t

CD2J D �0D3E; (9.2)

@H
@t

CD1H D � 1

�0
r � E � 1

�0
K; (9.3)

J. Li and Y. Huang, Time-Domain Finite Element Methods for Maxwell’s Equations
in Metamaterials, Springer Series in Computational Mathematics 43,
DOI 10.1007/978-3-642-33789-5 9, © Springer-Verlag Berlin Heidelberg 2013

241



242 9 Simulations of Metamaterials

@K
@t

CD2K D �0D3H: (9.4)

Recall that the 3 � 3 diagonal matrices

D1 D diag.	y C 	z � 	x; 	z C 	x � 	y; 	x C 	y � 	z/;

D2 D diag.	x; 	y; 	z/;

D3 D diag..	x � 	y/.	x � 	z/; .	y � 	x/.	y � 	z/; .	z � 	x/.	z � 	y//;

where 	x; 	y and 	z are nonnegative functions and represent the damping variations
along the x; y and z directions, respectively. Usually, quadratic profiles are chosen
for 	x; 	y and 	z [284, 310].

Note that the model (9.1)–(9.4) is the same as (5.12) of Turkel and Yefet [284]
(assuming �0 D �0 D 1) and is well-posed mathematically because it is a symmetric
hyperbolic system plus lower order terms [284, p. 545].

Since the PML model (9.1)–(9.4) is very similar to the metamaterial Drude
model solved by the nodal discontinuous Galerkin method discussed in Sect. 4.4,
we can easily solve the PML model (9.1)–(9.4) by the nodal discontinuous Galerkin
method. Details can be found in the original paper [185].

For simplicity, here we just solve a 2-D transverse magnetic PML model, which
can be obtained from (9.1) to (9.4):

@Hx

@t
D �@Ez

@y
�Kx C .	x � 	y/Hx; (9.5)

@Hy

@t
D @Ez

@x
�Ky � .	x � 	y/Hy; (9.6)

@Ez

@t
D @Hy

@x
� @Hx

@y
� Jz � .	x C 	y/Ez; (9.7)

@Jz

@t
D 	x	yEz; (9.8)

@Kx

@t
D �	xKx C .	x � 	y/	xHx; (9.9)

@Ky

@t
D �	yKy � .	x � 	y/	yHy; (9.10)

where the subscripts ‘x, y’ and ‘z’ denote the corresponding components.
For this 2-D PML model, we assume that the physical domain ˝ D .�1; 1/2 is

surrounded by a perfectly matching layer of thickness of 0:2, which makes the real
computational domain .�1:2; 1:2/2: The initial electric source is given as

Ez.x; y; 0/ D
(

cos6. �r
2r0
/ if r 	 r0

0 if r � r0
(9.11)
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where r0 D 0:5; r Dp
x2 C y2: Furthermore, the damping function 	x is chosen as:

	x.x/ D
8
<

:

	0.x � 1/2 if x � 1

	0.x C 1/2 if x 	 �1
0 elsewhere;

where 	0 is a damping constant. The damping function 	y can be similarly defined
using y variable.

Here we present a test result obtained with time step � D 10�3; damping constant
	0 D 1, discontinuous quadratic basis function on a triangular mesh with 2,748
vertices and 5,317 elements, and the simulation time t 2 .0, 1,500 �/ such that the
wave front has propagated out of the simulation domain when t D1,500 � .

Some snapshots at various time steps are presented in Fig. 9.1, which shows that
the PML performs very well since there is no wave reflected back at the interfaces
between the PML layer and the free space.

9.1.2 The Multiscale Phenomena for Metamaterials

Here we solve a coupled model problem on a complex domain where a circle
.x � 0:5/2 C y2 D 0:52 is located inside a rectangle Œ�1:5; 1:5�2. The circle
region is occupied by a Drude type metamaterial, which is governed by the non-
dimensionalized 2-D transverse magnetic metamaterial modeling equations (4.59)–
(4.64) with sources gx D gy D f D 0, i.e.,

@Hx

@t
D �@Ez

@y
�Kx;

@Hy

@t
D @Ez

@x
�Ky;

@Ez

@t
D @Hy

@x
� @Hx

@y
� Jz;

@Jz

@t
D !2eEz � �eJz;

@Kx

@t
D !2mHx � �mKx;

@Ky

@t
D !2mHy � �mKy:

Outside of the circle but within the rectangle Œ�1; 1�2 is filled by air, which is
modeled by the 2-D transverse magnetic modeling equations:
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Fig. 9.1 Demonstration of PML effects. (Top Left) Surface plot of Ez at t D 0; contour plots of
Ez at various time steps: t D 400� (Top Right); t D 800� (Bottom Left); t D1,200 � (Bottom
Right)

@Hx

@t
D �@Ez

@y
(9.12)

@Hy

@t
D @Ez

@x
(9.13)

@Ez

@t
D @Hy

@x
� @Hx

@y
: (9.14)

The remaining area outside of Œ�1; 1�2 is modeled by the PML equations (9.1)–(9.4).
This coupled model problem is solved by the nodal discontinuous Galerkin

method. The initial source wave has the same form as (9.11) but centered at
.�0:5; 0/. This problem has been solved using various parameters in [185]. After
many numerical tests, it is found that the metamaterial model (4.59)–(4.64) has very
different wave propagation phenomena, which depend on the relative size of those
physical parameters.

Below we present an exemplary result solved with �e D �m D 1; � D 10�3
on a triangular mesh (see Fig. 9.2) with 1,713 nodes and 3,304 elements. The basis
function is second order. The problem is solved with a varying!e D !m. Numerical
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Fig. 9.2 The mesh and
model setup for the coupled
problem

results show that when !e < 1, the wave can propagate through the metamaterial
region without much damage of the initial electric fieldEz. When !e becomes larger
than 1, the wave gets damped as it moves into the metamaterial region. When !e
is in the range of Œ10; 20�, the wave not only gets damped but also reflects from
the metamaterial region. When !e is larger than 50, the wave propagates into the
metamaterial region and damps very badly without much reflection. The exemplary
results shown in Fig. 9.3 are obtained with � D 10�3 running for 1,000 time steps,
and !e D 0:2; 5; 20; 100. Figure 9.3 demonstrates again that modeling wave
propagation in metamaterials is quite challenging due to the inherited multiscale
characteristics.

9.1.3 Demonstration of Backward Wave Propagation

In Sect. 1.1.1, we mentioned that since the refractive index of metamaterial is
negative, the phase velocity is antiparallel to the energy flow direction, which fact
leads to the so-called backward wave propagation pheonomenon in metamaterials.

To demonstrate this pheonomenon, Ziolkowski [311] designed some interesting
examples to model electromagnetic wave propagation in metamaterials. Following
[311], we consider the 2-D transverse magnetic model:

�0
@Ey

@t
D @Hx

@z
� @Hz

@x
� Jy; (9.15)

�0
@Hz

@t
D �@Ey

@x
�Kz; (9.16)

�0
@Hx

@t
D @Ey

@z
�Kx; (9.17)
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Fig. 9.3 The electric fields obtained with fixed �e D �m D 1, and varying !e D !m. (Top Left):
!e D 0:2; (Top Right): !e D 5; (Bottom Left): !e D 20; (Bottom Right): !e D 100

1

�0!2pe

@Jy

@t
C �e

�0!2pe
Jy D Ey; (9.18)

1

�0!2pm

@Kz

@t
C �m

�0!2pm
Kz D Hz; (9.19)

1

�0!2pm

@Kx

@t
C �m

�0!2pm
Kx D Hx; (9.20)

where Hz;Hx and Ey are the field components in the z; x and y directions,
respectively. Note that this model is obtained using the Drude model introduced
in Chap. 1 (cf. (1.12) and (1.13)).

First, we model a normal incidence wave beam interacting with a metamaterial
slab with refractive index n � �1, which can be achieved by choosing

�e D �m D � D 108 s�1; !pe D !pm D !p D 2�
p
2f0; f0 D 30GHz:
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Note that in this case, the refractive index

n.!/ D
s
�.!/�.!/

�0�0
D 1 � !2p

!.! � i� /
� �1;

where �0 and �0 are the vacuum permeability and permittivity, respectively.
Following Ziolkowski [311], the incident wave is chosen to be varied in space as

exp.�x2=waist2/ and in time as

f .t/ D

8
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂:

0 for t < 0;
gon.t/ sin.!0t/ for 0 < t < mTp;

sin.!0t/ for mTp < t < .mC k/Tp;

goff .t/ sin.!0t/ for .mC k/Tp < t < .2mC k/Tp;

0 for .2mC k/Tp < t;

(9.21)

where we denote Tp D 1=f0, and

gon.t/ D 10x3on.t/ � 15x4on.t/C 6x5on.t/; xon.t/ D t=mTp;

goff .t/ D 1 � Œ10x3off .t/ � 15x4off .t/C 6x5on.t/;

xoff .t/ D Œt � .mC k/Tp�=mTp:

In the first example, the simulation domain is chosen as 830�640 cells .z vs: x/;
where the cell thickness dxD 10�4 m. The wave source is located at the center in the
x-direction and 40 cells above the bottom of the simulation domain. A metamaterial
slab is put at 200 cells above the beam source, and its thickness is 200 cells. The
Bérenger PML of eight cells in thickness is used around the simulation domain. The
remaining area is modelled by the Maxwell’s equations in free space:

�0
@Ey

@t
D @Hx

@z
� @Hz

@x
;

�0
@Hz

@t
D �@Ey

@x
;

�0
@Hx

@t
D @Ey

@z
;

which can be obtained by choosing Jy D Kz D Kx D 0 in (9.15)–(9.20).
The electric field intensity (obtained with time step dt D 0:1 ps, the beam waist

being 50 cells, and the incident wave (9.21) choosing m D 2; k D 100) is
plotted in Fig. 9.4, where the left one is the field at 5,000 time steps, which clearly
shows that the wave propagates backward inside the metamaterial slab. Another
interesting property of metamaterial is that the electromagnetic wave propagates
very slowly inside metamaterial. To see this clearly, we plot the electric field
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Fig. 9.4 The electric field intensity distribution: (Left) passing through a metamaterial slab with
n 
 �1; (Right) passing through free space only (i.e., n D 1) (Reprinted from Li et al. [191].
Copyright (2008), with permission from Elsevier)

intensity obtained at 2,000 time steps for a wave propagating in free space (just
replacing the metamaterial slab by vacuum) in Fig. 9.4 (Right). This figure shows
that the wave reaches the boundary on the other side in only 2,000 time steps, while
it takes about 5,000 time steps when a metamaterial slab is present.

Figure 9.4 (Left) also shows that the metamaterial slab has a nice refocusing
property, which usually can be achieved by convex lenses. This property has
prompted many researchers to work on the so-called perfect lens [234]. Encouraged
by this phenomenon, we can further simulate a wave beam interacting with many
metamaterial slabs of n � �1. An example of three slabs is given in [191], where
the simulation domain is 1; 500 � 500 cells .z vs: x/, the bottom metamaterial slab
is located 240 cells above the bottom side, the distance between each slab is 400
cells. Each slab is 460 cells in width and 200 cells in thickness. The source beam
is located at the same place as the previous example. The obtained electric field
intensity distribution at different times are presented in Fig. 9.5, which clearly show
that the source beam can be transmitted further away via multiple metamaterial
slabs. This phenomenon opens the potential applications in nano-waveguides.

The last example modified from [157] is used to demonstrate the backward
wave propagation phenomenon and the Snell’s law using a triangular metamaterial
slab. The physical domain is chosen to be Œ0; 0:06� � Œ0; 0:064� m. The incident
source wave is located at xD 0:004 m and imposed as a scalar component. A
triangle metamaterial slab is determined by vertices .0:014; 0:02/, .0:014; 0:062/
and .0:044; 0:062/. Outside this slab is vacuum. For this example, a hybrid mesh is
used, where a triangular mesh is used for the metamaterial slab and its neighboring
elements, and a rectangular mesh is used in the vacuum region and PML region. A
leap-frog mixed finite element method is used for this example, where the lowest-
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Fig. 9.5 Electric field intensity distribution interacting with three metamaterial slabs of n 
 �1
(Reprinted from Li et al. [191]. Copyright (2008), with permission from Elsevier)

order triangular edge element and rectangular edge element are used. Details about
the algorithm and implementation can be found in the original paper [157].

An exemplary mesh is shown in Fig. 9.6, which is quite coarse for illustration
purpose. The results presented in Fig. 9.7 uses a mesh by uniformly refining Fig. 9.6
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Fig. 9.6 An exemplary
mixed mesh used for the
triangular metamaterial slab

four times, i.e., the real mesh has 131,072 and 81,920 triangular and rectangular ele-
ments, respectively. Hence the total number of degrees of freedom for E is 361,248.
In this case, the time step � D 10�13. The calculatedEy components at various time
steps are plotted in Fig. 9.7, which shows clearly that the wave propagates backward
inside the metamaterial slab. After the wave exits the metamaterial region, the wave
bends according to the Snell’s law (1.1).

9.2 Metamaterial Electromagnetic Cloak

In recent years, inspired by the pioneering work of Pendry et al. [237] and Leonhardt
[180] in 2006, there is a growing interest in the study of using metamaterials to
construct invisibility cloaks of different shapes. More details and references on
cloaking can be found in recent reviews [73, 132, 135]. One of the major avenues
towards electromagnetic and acoustic cloaking is the so-called transformation
optics [180, 237], which uses the coordinate transformation to design the material
parameters to steer the light around the cloaked regions. In this section, we present
some cloaking results obtained via Maxwell’s equations, although cloaking can be
achieved through solving other types of equations (e.g.,[9, 166, 167])

9.2.1 Form Invariant Property for Maxwell’s Equations

Modeling of electromagnetic phenomena at a fixed frequency ! is governed by the
full Maxwell’s equations (assuming a time harmonic variation of exp.j!t//:
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Fig. 9.7 Example 4. Electric fields Ey at various time steps: (Top Left) 800 steps; (Top
Right) 2,000 steps; (Bottom Left) 3,000 steps; (Bottom Right) 4,000 steps

r � E C j!�H D 0; r � H � j!�E D 0; (9.22)

where E.x/ and H.x/ are the electric and magnetic fields in the frequency domain,
and � and � are the permittivity and permeability of the material.

A very important property for Maxwell’s equations is that Maxwell’s equations
are form invariant under coordinate transformations (cf. [214]). More specifically,
we have

Theorem 9.1. Under a coordinate transformation x0 D x0.x/, the equations (9.22)
keep the same form in the transformed coordinate system:

r 0 � E0 C j!�0H0 D 0; r 0 � H0 � j!�0E0 D 0; (9.23)
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where all new variables are given by

E0.x0/ D A�T E.x/; H0.x0/ D A�TH.x/; A D .aij /; aij D @x0
i

@xj
; (9.24)

and
�0.x0/ D A�.x/AT =det.A/; �0.x0/ D A�.x/AT =det.A/: (9.25)

Proof. From (9.24), (9.25) and (9.22), we have

j!�0H0 D j!A�H=det.A/ D �Ar � E=det.A/:

Hence to prove the first identity of (9.23), we just need to show that

Ar � E D det.A/ � r 0 � E0: (9.26)

Before we prove (9.26), let us recall the 3-D Levi-Civita symbol �ijk , which is
1 if .i; j; k/ is an even permutation of .1; 2; 3/, �1 if it is an odd permutation, and
0 if any index is repeated. Hence by using the Einstein notation (i.e., omitting the
summation symbols), we have

det.A/ D �ijk
@x0

1

@xi

@x0
2

@xj

@x0
3

@xk
; (9.27)

and the i th component of r � E:

.r � E/i D �ijk
@Ek

@xj
;

from which and E D AT E0, we obtain

.Ar � E/i D @x0
i

@xm
�mjk

@Ek

@xj
D @x0

i

@xm
�mjk

@

@xj
.
@x0

l

@xk
E 0
l /

D @x0
i

@xm
�mjk.

@2x0
l

@xj @xk
E 0
l C @x0

l

@xk

@E 0
l

@xj
/

D @x0
i

@xm
�mjk

@x0
l

@xk

@E 0
l

@xj

D @x0
i

@xm
�mjk

@x0
l

@xk

@E 0
l

@x0
p

@x0
p

@xj
; (9.28)

where in the above we used the fact that the first term is zero by swapping the indices
j and k.



9.2 Metamaterial Electromagnetic Cloak 253

On the other hand, we have

det.A/ � .r 0 � E0/i D det.A/ � �ipl @E
0
l

@x0
p

: (9.29)

Comparing (9.28) with (9.29), we can see that proof of (9.26) boils down to
proof of the following

@x0
i

@xm
�mjk

@x0
l

@xk

@x0
p

@xj
D det.A/ � �ipl ;

which is true by checking different i; p; l . For example, i D 1; pD 2; l D 3 is
just (9.27). ut

9.2.2 Design of Cylindrical and Square Cloaks

In this subsection, we present detailed derivation of the metamaterial’s permittivity
and permeability which lead to cloaking pheonomena. The contents of this subsec-
tion are mainly based on [188].

9.2.2.1 Cylindrical Cloak

Following [237], to hide an object inside the cylindrical region r 	 R1, a special
electromagnetic metamaterial can be designed in the cloaking region R1 < r < R2
through the so-called transformation optics technique. The idea is to take all fields
in the region r < R2 and compress them into the region R1 < r < R2. This can be
accomplished by the following simple coordinate transformation:

r 0.r; �/ D R2 �R1
R2

r CR1; 0 	 r 	 R2; (9.30)

� 0.r; �/ D �: (9.31)

To carry out a cloaking simulation in Cartesian coordinates, we have to transform
the material parameters given in polar coordinates to Cartesian coordinates. It is
known that a point .x1; x2/ in the Cartesian coordinate system corresponds to a
point .r; �/ in polar coordinate system through the relations:

r D
q
x21 C x22 ; � D tan�1 x2

x1
; (9.32)

and
x1 D r cos �; x2 D r sin �; (9.33)
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which leads to

@r

@x1
D x1

r
D cos �;

@r

@x2
D x2

r
D sin �; (9.34)

@�

@x1
D �x2

r2
D � sin �

r
;

@�

@x2
D x1

r2
D cos �

r
: (9.35)

By Theorem 9.1, the electromagnetic permittivity and permeability in the

transformed space are given by (9.25), which needs the information of @x0

i

@xj
. For

the transformation (9.30) and (9.31), by chain rule we can obtain

.i/
@x0

1

@x1
D @x0

1

@r 0
@r 0

@r

@r

@x1
C @x0

1

@� 0
@� 0

@�

@�

@x1

D cos � � R2 � R1

R2
� cos � � r 0 sin � � .� sin �

r
/

D R2 � R1

R2
C R1

r
sin2 �;

.ii/
@x0

1

@x2
D @x0

1

@r 0
@r 0

@r

@r

@x2
C @x0

1

@� 0
@� 0

@�

@�

@x2

D cos � � R2 � R1

R2
� sin � � r 0 sin � � .cos �

r
/

D �R1
r

sin � cos �;

.iii/
@x0

2

@x1
D @x0

2

@r 0
@r 0

@r

@r

@x1
C @x0

2

@� 0
@� 0

@�

@�

@x1

D sin � � R2 � R1

R2
� cos � C r 0 cos � � .� sin �

r
/

D �R1
r

sin � cos �;

and

.iv/
@x0

2

@x2
D @x0

2

@r 0
@r 0

@r

@r

@x2
C @x0

2

@� 0
@� 0

@�

@�

@x2

D sin � � R2 �R1
R2

� sin � C r 0 cos � � .cos �

r
/

D R2 �R1
R2

C R1

r
cos2 �:
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Hence by Theorem 9.1, the transformation matrix A can be obtained as

A D
 
R2�R1
R2

C R1
r

sin2 � �R1
r

sin � cos �

symmetric R2�R1
R2

C R1
r

cos2 �

!
; (9.36)

whose determinant is

det.A/ D R2 �R1
R2

.
R2 � R1

R2
C R1

r
/ D .

R2 � R1

R2
/2 � r 0

r 0 �R1 : (9.37)

Substituting (9.36) and (9.37) into (9.25) with relative permittivity �r D 1 in the
original space, we obtain the relative permittivity in the transformed space

�0 D
 
�0

xx �
0

xy

�0

yx �
0

yy

!
D AAT =det.A/

D
 
.
R2�R1
R2

/2 C R1
r
.2

R2�R1
R2

C R1
r
/ sin2 � �R1

r
.2

R2�R1
R2

C R1
r
/ sin � cos �

symmetric .
R2�R1
R2

/2 C R1
r
.2

R2�R1
R2

C R1
r
/ cos2 �

!
=det.A/;

i.e., the material parameters in Cartesian coordinates become as follows:

�0
xx D

	
.
R2 �R1
R2

/2 C R1

r
.2
R2 � R1

R2
C R1

r
/ sin2 �



=det.A/;

�0
xy D �0

yx D
	
�R1
r
.2
R2 � R1

R2
C R1

r
/ sin � cos �



=det.A/;

�0
yy D

	
.
R2 �R1
R2

/2 C R1

r
.2
R2 � R1

R2
C R1

r
/ cos2 �



=det.A/;

and �0
z D 1=det.A/: The permeability �0 has the same form as permittivity �0:

9.2.2.2 Square Cloak

The transformation optics idea can be used for designing a square-shaped cloak. In
this case, the fields inside a square with width 2S2 are compressed into a square
annulus with inner square width 2S1 and outer square width 2S2. This task can be
accomplished through four mappings.

The right triangle in the original space is mapped into the right-subdomain in the
transformed space (see Fig. 9.8) by the coordinate transformation [244]

x0
1.x1; x2/ D x1

S2 � S1

S2
C S1; (9.38)
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Fig. 9.8 (Left) The original square formed by four triangles; (Right) The transformed square
annulus

x0
2.x1; x2/ D x2.

S2 � S1

S2
C S1

x1
/: (9.39)

It is easy to prove that the transformation matrix in this case is

Ar D
 

S2�S1
S2

0

� x2S1
x21

S2�S1
S2

C S1
x1

!
; (9.40)

which has determinant

det.Ar/ D S2 � S1
S2

.
S2 � S1

S2
C S1

x1
/: (9.41)

Mapping the unit permittivity tensor � D I by (9.25), we obtain

�0
r D ArA

T
r =det.Ar/ D

 
. S2�S1

S2
/2 � x2S1

x21
� S2�S1

S2

symmetric . x2S1
x21
/2 C . S2�S1

S2
C S1

x1
/2

!
=det.Ar/:

(9.42)

Corresponding formulas for the upper, left and bottom sub-domains of the cloak

can be similarly obtained by applying rotation matrix R.�/ D
	

cos � � sin �
sin � cos �



to

the right sub-domain with rotation angles � D �=2; � and 3�=2, respectively.
More specifically, for the upper subdomain, we have

�0
u D R.

�

2
/�0
rR.

�

2
/T D

 
. S2�S1

S2
C S1

x1
/2 C . x2S1

x21
/2 S2�S1

S2
� x2S1
x21

symmetric . S2�S1
S2

/2

!
=det.Ar/:

For the left subdomain, we have
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�0
l D R.�/�0

rR.�/
T D

 
. S2�S1

S2
/2 � x2S1

x21
� S2�S1

S2

symmetric . x2S1
x21
/2 C . S2�S1

S2
C S1

x1
/2

!
=det.Ar/:

For the bottom subdomain, we have

�0
b D R.

3�

2
/�0
rR.

3�

2
/T D

 
. S2�S1

S2
C S1

x1
/2 C . x2S1

x21
/2 S2�S1

S2
� x2S1
x21

symmetric . S2�S1
S2

/2

!
=det.Ar/:

9.2.3 Cloak Simulation in the Frequency Domain

Before we move to the time domain cloak simulation in the next section, here we
present some 2-D cloaking simulations in the frequency domain. Without loss of
generality, we consider the 2-D transverse magnetic model. Reducing (9.22) with
� D �0�r and � D �0�r into just one equation involving the scalar variable Ez, we
obtain

r � .��1
r r � Ez/ � k20�rEz D 0; (9.43)

where �r and �r are the relative permeability and permittivity, and k0 denotes the
wave number of free space k0 D !

p
�0�0 D !

Cv
. As before,Cv D 1=

p
�0�0 denotes

the light speed in free space.
The simulations given below are performed by COMSOL Multiphysics package,

where quadratic triangular elements and the direct solver SPOOLES are used.

9.2.3.1 Cylindrical Cloak

For this test, the cylinder cloak shell is chosen to haveR1 D 0:15m andR2 D 0:3m,
and located inside the square Œ�1:0; 1:0�2: A PML with 0.5 m thickness is imposed
on both ends of this square in the x-direction, and the periodic boundary is imposed
on the top and bottom boundaries. The incident plane waves of 1–4 GHz are
excited on the interface x D �1.

First, a coarse mesh with 14,624 elements and 7,417 nodes is used for the
simulation. In this case, the total number of DOFs is 25,584. The obtained electric
field distributions for incident waves of several frequencies are presented in Fig. 9.9,
which show that the 1–3 GHz plane wave patterns are restored quite well after the
waves propagate out of the cloaked area. Hence this structure demonstrates good
cloaking effect for 1–3 GHz plane waves. However, the cloaking phenomenon is
not clear for the 4 GHz incident wave.

Then the same problem is solved again with a finer mesh obtained by uniformly
refining the previous mesh twice, in which case the mesh has 58,496 elements,
29,457 nodes and 101,728 DOFs. With this finer mesh, the cloaking effect can be
seen quite clearly for all 1–4 GHz incident waves as demonstrated in Fig. 9.10.



258 9 Simulations of Metamaterials

1

0.8

0.6

0.4

0.2

0

-0.2

-0.4

-0.6

-0.8

-1

-1.4 -1.2 -1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1 1.2 1.4

-1.4 -1.2 -1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1 1.2 1.4

-1.4 -1.2 -1 -0.8 -0.6 -0.4 -0.2

Surface: Electric field, z component [ V/m]Surface: Electric field, z component [ V/m]

Surface: Electric field, z component [ V/m]Surface: Electric field, z component [ V/m]

0 0.2 0.4 0.6 0.8 1 1.2 1.4

-1.4 -1.2 -1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1 1.2 1.4

1

0.8

0.6

0.4

0.2

0

-0.2

-0.4

-0.6

-0.8

-1

1
1

0.5

-0.5

1

1.5

0.5

0

-0.5

-1

-15

-1

Min: -1.18

Max: 1.56

Min: -1.435

Max: 3.891

Max: 1.183 Max: 1.294

Min: -1.52 Min: -3.726

0

1

0.5

-0.5

-1

0

3

2

1

-2

-1

-3

0

0.8

0.6

0.4

0.2

0

-0.2

-0.4

-0.6

-0.8

-1

1

0.8

0.6

0.4

0.2

0

-0.2

-0.4

-0.6

-0.8

-1

Fig. 9.9 The real part of the electric-field phasor obtained for the cylinder cloak with incident
waves of different frequencies: (Top Left) 1 GHz; (Top Right) 2 GHz; (Bottom Left) 3 GHz; (Bottom
Right) 4 GHz

9.2.3.2 Square Cloak

The square cloak has the same geometry as the cylindrical case, except that the
circular shell is replaced by a rectangular shell. This problem is solved first using a
mesh with 7,200 elements, 3,720 nodes and 11,352 DOFs, and the cloaking effect
can be seen only for waves with 1 and 2 GHz frequencies. Then the problem is
solved again using a finer mesh refined uniformly from the previous one, and the
cloaking effect can be seen for waves with 3 and 4 GHz frequencies. In Fig. 9.11,
the obtained electric field distributions for 3 and 4 GHz waves are presented for both
the coarse and fine meshes. This example shows that modeling wave propagation
in metamaterials is quite challenging, since the right physical phenomena can be
observed only when the mesh is fine enough.

9.3 Time Domain Cloak Simulation

Compared to many frequency domain cloak simulations, not much attention has
been paid to the time-domain modeling of cloaks. Since 2008, some papers have
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Fig. 9.10 The real part of the electric-field phasor obtained for the cylinder cloak with a fine mesh
and various incident waves: (Top Left) 1 GHz; (Top Right) 2 GHz; (Bottom Left) 3 GHz; (Bottom
Right) 4 GHz

been published on time-domain simulation of 2-D cloaking structures (see [197,
303, 304] and references therein). The recently designed broadband cloaks by Liu
et al. in 2009 [206] make the time-domain simulation more appealing and necessary.
Inspired by the work of [304], Li et al. [194] developed the first time-domain finite
element (FETD) scheme for cloak simulation. This section is mainly based on [194].

9.3.1 The Governing Equations

Following [304], the time-domain cloak modeling is based on equations:

@BBB

@t
D �r �EEE; (9.44)

@DDD

@t
D r �HHH; (9.45)

and the constitutive relations
DDD D �EEE; (9.46)
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Fig. 9.11 The real part of the electric-field phasor obtained for the square cloak under two meshes:
(Top Row) 3 GHz wave; (Bottom Row) 4 GHz wave

BBB D �HHH; (9.47)

where as usual EEE and HHH are the electric and magnetic fields respectively, DDD and
BBB are the electric displacement and magnetic induction respectively, " and � are
cloak permittivity and permeability, respectively. For the cylindrical cloak, the ideal
material parameters in the polar coordinate system were first given by Pendry et al.
[237]:

�r D �r D r �R1
r

; �� D �� D r

r � R1
; �z D �z D

�
R2

R2 �R1
�2
r � R1

r
;

(9.48)

where R1 and R2 are the inner and outer radius of the cloak. From (9.48), it
can be seen that the cloaking metamaterial’s permittivity and permeability are
nonhomogeneous and highly anisotropic.

Following [304], here we consider the 2-D case with E being a vector, and H
being a scalar, i.e., we can write E D .Ex;Ey/

0 and H D Hz, where the subindex
x; y or z denotes the component in each direction. To carry out the simulation in
Cartesian coordinates, we have to transform the material parameters (9.48) into
Cartesian coordinates. It is easy to see that
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which, along with �0
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; yields

�0�r ��EEE D
	
�r sin2 � C �� cos2 � .�� � �r / sin � cos�
.�� � �r / sin � cos� �r cos2 � C �� sin2 �



DDD: (9.49)

To obtain the cloak phenomenon, the material parameters have to be constructed
from dispersive medium models. For simplicity, we consider the Drude model for
the permittivity:

"r .!/ D 1 � !2p

!2 � j!� ; (9.50)

where � � 0 and !p > 0 are the collision and plasma frequencies, respectively.
Substituting (9.50) into (9.49) and using the following rules

j! ! @

@t
; !2 ! � @2

@t2
; (9.51)

we have (cf. [304]):

"0"�

�
@2

@t2
C �

@

@t
C w2p

�
EEE

D
�
@2

@t2
C �

@

@t
C w2p

�
MADDD C "�

�
@2

@t2
C �

@

@t

�
MBDDD; (9.52)

where the vectorDDD D .Dx;Dy/
0 and

MA D
	

sin2 � � sin� cos�
� sin � cos� cos2 �



; MB D

	
cos2 � sin � cos�

sin� cos� sin2 �



:

Similarly, the permeability is described by the Drude model [304]:

�z.!/ D A

 
1 � !2pm

!2 � j!�m

!
; (9.53)

where A D R2
R2�R1 , and !pm > 0 and �m � 0 are the magnetic plasma and collision

frequencies, respectively. Substituting (9.53) into (9.47), we obtain
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Bz D �o�zHz D �0A

 
1 � !2pm

!2 � j!�m

!
Hz:

Then using rules (9.51), we have

�
@2

@t2
C �m

@

@t

�
Bz D �0A

�
@2

@t2
C �m

@

@t
C !2pm

�
Hz: (9.54)

To carry out the cloak simulation, we use Bérenger’s PML [34] to reduce the
infinite domain to a bounded one by absorbing those waves leaving the computa-
tional domain without introducing reflections. The two dimensional Bérenger PML
governing equations can be written as:

"0
@Ex

@t
C 	yEx D @

�
Hzx CHzy

�

@y
; (9.55)

"0
@Ey

@t
C 	xEy D �@

�
Hzx CHzy

�

@x
; (9.56)

�0
@Hzx

@t
C 	mxHzx D �@Ey

@x
; (9.57)

�0
@Hzy

@t
C 	myHzy D @Ex

@y
; (9.58)

where the parameters 	i ; 	mi ; i D x; y; are the homogeneous electric and magnetic
conductivities in the x and y directions, respectively.

For implementation purpose, (9.55) and (9.56) is written in the vector form:

"0
@EEE

@t
C
�
	y 0

0 	x

�
EEE D r �H; (9.59)

where the 2-D vector curl operator r �H D
 

@H
@y

� @H
@x

!
forH D Hzx CHzy:

9.3.2 An Explicit Finite Element Scheme

To design the scheme, we partition ˝ by a family of regular meshes Th with
maximum mesh size h. To accommodate the problem easily, a hybrid mesh is used:
triangles in both cloaking and free space regions; rectangles in the PML region, cf.
Fig. 9.12b below. The basis functions used are the lowest-order Raviart-Thomas-
Nédélec’s mixed spacesUUUh and VVV h: For a rectangular mesh Th, we choose
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UUUh D f h 2 L2.˝/ W  hjK 2 Q0;0; 8 K 2 Thg;
VVV h D f�h 2 H.curlI˝/ W �hjK 2 Q0;1 �Q1;0; 8 K 2 ThgI

while on a triangular mesh,

UUUh D f h 2 L2.˝/ W  hjK is a piecewise constant; 8 K 2 Thg;
VVV h D f�h 2 H.curl I˝/ W �hjK D spanf�ir�j � �jr�i g; i; j D 1; 2; 3;8 K 2 Thg:

To accommodate the perfect conducting boundary condition n�E D 0, we introduce
the subspace of VVV h:

VVV 0
h D f�h 2 VVV h; n � �h D 0 on @˝g:

Following [194], a leap-frog type scheme can be constructed for the mod-

eling equations in the cloak region: For nD 1; 2; : : :, find DDD
nC 1

2

h ; EEE
nC 1

2

h 2VVV 0
h,

BnC1
h ; HnC1

h 2 Uh such that

�
ı�DDD

nC 1
2

h ; �h

�
� �
Hn
h ;r � �h

� D 0; (9.60)
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; (9.63)

hold true for any �h;e�h 2VVV 0
h, h;e h 2Uh. Here and below we denote the difference

operators: For any uuun D uuu.�; tn/,

ı�uuu
n D uuun � uuun�1

�
; ı2�uuu

n D uuun � 2uuun�1 C uuun�2

�2
;

ı2�uuu
n D uuun � uuun�2

2�
; uuun�1 D uuun C 2uuun�1 C uuun�2

4
; buuun D uuun C uuun�1

2
:
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To couple (9.63) well with the PML equations (9.57), (9.58), and (9.63) is split
into
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Similarly, a leap-frog type scheme can be constructed for solving the

Eqs. (9.59), (9.57), and (9.58) in the PML region: find EEE
nC 1

2

h 2 VVV 0
h, H

nC1
zx;h ,

HnC1
zy;h 2 Uh such that
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; (9.68)

hold true for anye�h 2 VVV 0
h,  1;h;  2;h 2 Uh.

In summary, the above developed mixed finite element time-domain algorithm
for modeling the invisible cloak can be implemented as follows: first, construct a
proper mesh Th of˝ , choose a proper time step size � and proper initial conditions;
then at each time step n, perform the FETD Algorithm:

1. Solve (9.60) forDDD
nC 1

2

h on Th.

2. Solve (9.61) and (9.66) forEEE
nC 1

2

h on Th.
3. Solve (9.62) forBBBnC1

h on Th.
4. Solve (9.64) and (9.67) for HnC1

zx;h on Th.

5. Solve (9.65) and (9.68) for HnC1
zy;h on Th.

6. Calculate HnC1
h D HnC1

zx;h C HnC1
zy;h , then go back to step 1 and repeat the above

process. Note that in the free space region, EEE
nC 1

2

h and HnC1 are updated using
(9.66)–(9.68) with 	x D 	y D 	mx D 	my D 0.
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9.3.2.1 Time-Domain Cloaking Simulation Results

The cloak simulation setup is shown in Fig. 9.12a, where the cloaked object is hided
inside a perfectly electrically conducting cylinder with radius R1, and the cylinder
is wrapped by a cylindrical cloak with thickness R2 �R1.

In the cloak simulation, R1 D 0:1m, R2 D 0:2m and � D �m D 0 (i.e., no
loss) are used in the Drude model. A plane wave source is specified by the function
Hz D 0:1 sin.!t/, where ! D 2�f with operating frequency f D 2GHz. The
parameters !p D !pm is calculated by the Drude model !p D !

p
1 � �r :

As mentioned in Sect. 9.2.3, in order to see the cloaking phenomenon, the mesh
has to be fine enough. In the results presented below, the corresponding mesh is
obtained by uniformly refining the given one in Fig. 9.12b four times, in which
case the total number of edges used are 623,808, the DOFs for E is 621,376, and
the total numbers of triangular elements and rectangular elements are 262,144 and
114,688, respectively. Hence the DOFs forH is 376,832. The time step is chosen as
� D 0:1 picosecond (ps), and the total number of time steps is 50,000, i.e., T D 5:0

nanosecond (ns).
To see how wave propagates in the cloak structure, several snapshots of Ey

fields are plotted in Fig. 9.13, which show clearly how the wave gets distorted
in the cloak region. After 50,000 time steps, the plane wave pattern is almost
restored, which renders the object placed inside the cloak region invisible to external
electromagnetic fields.

9.4 Solar Cell Design with Metamaterials

In this section, we present an interesting application of metamaterials in solar cell
design. This section is mainly derived from [192].

9.4.1 A Brief Introduction

A solar cell is a device that can directly convert solar energy into electricity
through the photovoltaic effect. Generally speaking, a solar cell works in three steps:
(1) Photons in sunlight hit the solar panel and are absorbed by some semiconducting
materials; (2) Electrons are knocked loose from their atoms, thus forming an electric
current flowing through the material; (3) An array of solar cells converts solar energy
into electricity. Therefore, the operation of a solar cell requires three basic attributes:
The absorption of light; The separation of various types of charge carriers; The
extraction of those carriers to an external circuit.

A solar cell’s performance is measured by its efficiency, which is usually
broken down into reflectance efficiency, thermodynamic efficiency, charge carrier
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Fig. 9.12 (a) The cloak modeling setup; (b) A coarse mesh (Reprinted from Li et al. [194].
Copyright (2012), with permission from Elsevier)

separation efficiency and conductive efficiency. To reduce the cost of solar energy,
high-efficiency solar cells are of interest.

Since various materials have different efficiencies and costs, creating cheap and
efficient solar cells is an important research subject. Currently, many solar cells are
made from bulk materials that are cut into wafers with thickness between 180–240
micrometers and are then processed like other semiconductors. The most prevalent
bulk material for solar cells is crystalline silicon, which can be further classified
into several categories such as monocrystalline silicon, polycrystalline silicon, and
ribbon silicon.

Other solar cell materials are made as thin-films layers, organic dyes, and
organic polymers. Thin-film technologies reduce the amount of materials used in
solar cells. However, the majority of thin film panels have quite low conversion
efficiencies and occupy large areas per watt production. Cadmium telluride, copper
indium gallium selenide and amorphous silicon are three thin-film technologies
often used as outdoor photovoltaic solar power production. Silicon remains the
most popular material used in both bulk and thin-film forms. Silicon thin-film cells
are mainly deposited by chemical vapor deposition from silane gas and hydrogen
gas. Though solar cells made from various silicons such as amorphous silicon and
protocrystalline silicon are cheap to produce, they still have lower energy conversion
efficiency than bulk silicon.

In recent years, nanotechnology has been applied to solar cell materials, which
can be made from nanocrystals and quantum dots. For example, large parallel
nanowire arrays enable long absorption lengths, which can trap more light and hence
improve the efficiency of the solar cell.

In the rest section we present an approach for solar cell design, which uses
nanomaterials, more specficially electromagnetic metamaterials, to increase the
solar cell efficiency. This approach is based on the metamaterial’s striking re-
focusing property (cf. Fig. 9.4 (Left)): In a planar negative-index metamaterial slab,
an evanescent wave decaying away from an object grows exponentially inside
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Fig. 9.13 Ey at (a) t D 1:0 ns; (b) t D 1:5 ns; (c) t D 2:0 ns; (d) t D 3:0 ns; (e) t D 4:0 ns;
(f) t D 5:0 ns (Reprinted from Li et al. [194]. Copyright (2012), with permission from Elsevier)

the slab, and refocuses the source wave at the exit interface if the slab thickness
equals the distance from the wave source to the slab’s front interface. This property
shows that metamaterials can be efficient subwavelength absorbers [14]. Ultra-thin
metamaterial slabs have been shown [92] to sustain their high absorptivity for a wide
range of incident angles. This property is highly desirable for developing efficient
thermalphotovoltaics [175] and photovoltaics [101]. In photovoltaic applications,
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the efficiency of solar cells can be enhanced by the strong field resonance inside the
absorbing metamaterial.

9.4.2 The Mathematical Formulation

Modeling of solar cells boils down to solving Maxwell’s equations:

r � QH D @ QD
@t
; (9.69)

r � QE D �@
QB
@t
; (9.70)

where QE.x; t/ and QH.x; t/ are the electric and magnetic fields, and QD.x; t/ and
QB.x; t/ are the corresponding electric and magnetic flux densities. For linear
electromagnetic materials, these variables are connected through the constitutive
relations:

QD D �0�r QE; QB D �0�r QH; (9.71)

where �r and �r are the relative permittivity and permeability, respectively.
Substituting (9.71) into (9.69), (9.70), and using the time harmonic form

QE.x; t/ D E.x/ej!t ; QH.x; t/ D H.x/ej!t ;

we can transform the time-dependent Maxwell’s equations into the time harmonic
form:

j!�0�rE D r � H; (9.72)

j!�0�rH D �r � E; (9.73)

where ! denotes the wave frequency. Note that (9.72) and (9.73) can be further
reduced to a simple vector wave equation in terms of either the electric field or the
magnetic field:

r � .��1
r r � E/� k20�rE D 0; (9.74)

r � .��1
r r � H/ � k20�rH D 0: (9.75)

Here k0 D !
Cv

D !
p
�0�0 denotes the wave number of free space.

Under the assumption that the material is non-magnetic (hence �r D 1), we can
use the refractive index n D p

�r�r to rewrite (9.74) and (9.75) as follows:

r � .r � E/� k20n
2E D 0; (9.76)
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r � .n�2r � H/� k20H D 0: (9.77)

To efficiently model the 2-D solar cells, we first solve (9.77) for the unknown
magnetic field H D Hz, then postprocessH by using (9.72) to obtain the unknown
electric field E D .Ex;Ey/

0, i.e.,

Ex D 1

j!�0�r

@H

@y
; Ey D �1

j!�0�r

@H

@x
:

9.4.3 Numerical Simulations

9.4.3.1 A Benchmark Problem

A benchmark problem of [295] is solved in [192] by using the commercial
multiphysics finite element package COMSOL. The proposed solar cell structure
is uniform in the z-direction. The unit cell (illustrated in Fig. 9.14) has periodic
boundary conditions in the x-direction, and contains a benzocyclobutene (BCB)
layer with thickness c D 50 nm and a gold substrate with thickness b D 100 nm.
The gold substrate is used to absorb the radiation energy coming into the cell.
Furthermore, there is a gold strip of dimension f � e embedded inside the BCB
layer. In Fig. 9.14, g denotes the gap between the strip and the BCB boundary. To
obtain a good absorption for the solar cell, we choose g D 15 nm, f D 18 nm, and
e D 256 nm.

The permittivity for gold is modeled by the Drude model

�r .!/ D 1 � !2p

!.! C i�/
;

where the plasma frequency !p and the collision frequency � are calculated as

� D !�2

1 � �1 ; !p D
p
.1 � �1/.!2 C �2/;

where �1 and �2 are functions of the incident wavelength �, obtained through
polynomial fitting:

�1.�/ D �1:1�3 � 39�2 � 12�C 12;

�2.�/ D 7:3�8 � 100�7 C 580�6 � 1;900�5 C 3;700�4

�4;400�3 C 3;200�2 � 1;300�C 210:

For a P-polarized radiation at frequency 2:89 � 1014 Hz (which is in the infrared
region) with 0ı incident angle (i.e., penetrating the solar cell vertically), the obtained
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Fig. 9.14 The unit cell structure for the benchmark problem (With permission from Global
Science Press [192])

electric and magnetic field magnitudes jExj; jEy j and jHzj are plotted in Fig. 9.15.
In this simulation, the refractive index nD 1:56 is chosen for BCB, the port
condition at both incident and exit surfaces is used, and Floquet periodic boundary
condition is imposed in the x-direction. Furthermore, tangential continuity across
subdomain interfaces is imposed.

Many numerical experiments are carried out by varying the wave incident angles
and wave frequencies in the infrared (IR) and visible region. Figure 9.16 shows
how the absorption varies with the incident angles in the IR and visible region. In
COMSOL, the absorption on a fixed port is defined as 1 � jS11j2, where S11 is the
reflection coefficient expressed as

S11 D p
Power reflected from the port=

p
Power incident on the port:

Furthermore, Fig. 9.16 shows that the absorption decreases as the incident angle
increases for fixed frequencies, and the average absorption is about 60 % for all
incident angles between 0ı and 40ı.

9.4.3.2 Results with Other Metals and Micro-structures

Considering the cost of gold and the uncommon BCB material, several combina-
tions of materials were tested in [192] for their absorptions in order to find a cheap
but efficient solar cell design. Detailed numerical experiments were performed with
gold replaced by high melting point metals such as copper, nickel and tungsten,
and with BCB replaced by dielectric SiO2, semiconductor C[100] and Poly-Si.
Numerical results of [192] showed that the average absorption over the visible
frequencies for most combinations is about 50 %.
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Fig. 9.15 Simulation results for the benchmark problem: (Top Right) Plot of jExj; (Top Left) Plot
of jEy j; (Bottom) Plot of jHzj (With permission from Global Science Press [192])

To reduce the usage of metals (hence the weight of the solar cell), [192] also
considered using several micro-structures to replace the metallic strip. For example,
in a nickel and Poly-Si combination, a micro-structure consisting of 44 equal
rectangles with dimensions of 5 by 10 nm was tested with different frequency waves
penetrating the solar cell vertically. An exemplary power flow obtained from this
structure is presented in Fig. 9.17.

Another micro-structure consisting of 44 equal circles with 5 nm radius was
tested for a nickel and Poly-Si combination in [192]. An exemplary power flow
obtained from this micro-structure is presented in Fig. 9.18.

In [192], both the rectangular and circular micro-structures were shown to
have about 80 % absorption for the vertically penetrating waves in the entire solar
spectrum. Results of [192] suggest that efficient solar cells can be constructed using
metamaterials.
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Fig. 9.16 The benchmark problem: the absorption corresponding to the infrared and visible
frequencies with various incident angles (With permission from Global Science Press [192])

Fig. 9.17 The power flow obtained with 44 micro-rectangles (With permission from Global
Science Press [192])

9.5 Problems Needing Special Attention

9.5.1 Unit Cell Design and Homogenization

The metamaterials discussed in this book are structured composites which lead to
simultaneously negative permittivity and permeability. A key issue in the theory of
composites [211] is the study of how their physical properties such as permittivity
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Fig. 9.18 The power flow obtained with 44 micro-circles (With permission from Global Science
Press [192])

and permeability depend on the microstructure (or unit cell). When the period of
the microstructure is small compared to the wavelength, the physical parameters in
Maxwell’s equations oscillate rapidly, which makes the numerical simulation very
challenging. In this case, homogenization approach [33, 81, 250] is often used: the
rapidly oscillating parameters are replaced with effective constitutive parameters.
A distinguishing feature of the homogenization problem for metamaterials is that
the cell size a is not vanishingly small compared to the vacuum wavelength �0
at a given frequency. The typical range in practice is a� 0:1 � 0:3�0. Hence,
the classical homogenization procedures valid for a! 0 have limited applicability
for metamaterials. In the physics and engineering community, the homogenized
material parameters are often calculated using S-parameter retrieval method [71,
196], the field-averaging method [270], and other averaging operations such as
Maxwell-Garnett, Bruggeman and Clausius-Mossotti mixing formulas (cf. [264]
and references cited therein). Rigorous mathematical treatment of the homogeniza-
tion of metamaterials is still in its early stages [27, 47, 165, 231], and much more
work is needed in this direction.

In the mathematics community, there are already many studies devoted to
homogenization of Maxwell’s equations. It is well known that homogenization
results can be obtained by the classical method of asymptotic expansions in two
scales for Maxwell’s equations (see e.g. [33, 250]). Homogenization for the non-
stationary Maxwell’s system is discussed in books [161, 250]. Using the two-scale
convergence method, Wellander [291] obtained convergence results for the homog-
enization method for the time-dependent Maxwell’s equations in a heterogeneous
medium obeying linear constitutive relations. Barbatis and Stratis [27] studied the
periodic homogenization of Maxwell’s equations for dissipative bianisotropic media
in the time domain. Using the periodic unfolding method (originally introduced by
Cioranescu et al. [80] in the abstract framework of elliptic equations), Bossavit,
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Griso, and Miara [46] investigated the behavior of the electromagnetic field of a
medium with periodic microstructures made of bianisotropic material and proved
convergence results for their homogenization method. In 2006, Banks et al. [24]
used the periodic unfolding method and derived homogenization results of the
nonstationary Maxwell’s equations in dispersive media. On the other hand, there are
many more homogenization publications for time-harmonic Maxwell’s equations
than the time-dependent Maxwell’s equations (see e.g. [60,169,268] and references
therein).

To bring interested readers to the forefront of homogenization, below we
present two examples of homogenization of time-dependent Maxwell’s equations
in composite materials with periodic microsctructures in 3-D. The first example is
for Maxwell’s equations written in one vector wave equation. The second example is
for Maxwell’s equations expressed as a system of first-order differential equations.

9.5.1.1 Homogenization via Multiscale Asymptotic Expansion

Consider the time-dependent Maxwell’s equations with rapidly oscillatory coeffi-
cients as follows:

@2u˛.x; t/
@t2

C curl.A.
x

˛
/curl u˛.x; t// D f.x; t/; in ˝ � .0; T /; (9.78)

r � u˛ D 0; in ˝ � .0; T /; (9.79)

n � u˛.x; t/ D 0; on @˝ � .0; T /; (9.80)

u˛.x; 0/ D u0.x/; @tu˛.x; 0/ D u1.x/; in ˝; (9.81)

where u can be either the electric field E or magnetic field H, and the matrix function
A.x

˛
/ D .aij .

x
˛
//; i; j D 1; 2; 3: Here the small number ˛ > 0 represents the size

of the periodic microstructure of a composite material (see Fig. 9.19).
Note that when ˛ becomes quite small, direct accurate numerical computation

of the solution u˛ is very challenging or even impossible since a very fine mesh is
required which leads to a prohibitive amount of memory storage and computational
time. For clarity, we denote � D x

˛
. In the classic multiscale asympototic method, x

and � are called “slow” and “fast” variables, respectively. Furthermore, we denote
Q D .0; 1/3 for the reference cell of the periodic structure. The remaining material
of this subsection is essentially from [33, Sect. 11 of Chap. 1] and [60, 302].

The solution u˛ to the problem (9.78)–(9.81) can be approximated by the two-
scale asymptotic expansion

u˛.x; t/ D u�.x; t/C ˛�1.�/curl u�.x; t/C ˛2�2.�/curl2u�.x; t/C � � � ; (9.82)

where curl2 D curlcurl, u� is the solution to a homogenized problem, and �1.�/ and
�2.�/ are corrector functions. Details are given below.
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α

Fig. 9.19 A composite
material with periodic
microstructures

Substituting (9.82) into (9.78), using the fact that curl D curlx C curl� , and
equalizing all terms with power ˛�1, we have: for k D 1; 2; 3,

curl�.A.�/curl��k1 .�/C A.�/ek/ D 0; in Q; (9.83)

r� � �k1 .�/ D 0; in Q; (9.84)

n � �k1 .�/ D 0; on @Q; (9.85)

where ek is the canonical basis of R3. Using �k1 .�/, we can form the matrix cell
function �1.�/ D .�11 .�/; �

2
1 .�/; �

3
1 .�//:

Similarly, equalizing the terms with power ˛0, we can define Q�k2 .�/; k D 1; 2; 3;

which satisfy

curl� .A.�/curl� Q�k2 .�// D �curl�.A.�/�k1 .�//CG.�/; in Q; (9.86)

n � Q�k2 .�/ D 0; on @Q; (9.87)

where G.�/ D �A.�/curl��k1 .�/ � A.�/ek C A�ek , and A� is the homogenized
coefficient matrix defined as (cf. (11.44) of [33, p. 145])

A� D
Z

Q

.A.�/C A.�/curl��1.�//d�: (9.88)

Note that if r� � G.�/ ¤ 0, then no solution exists for Eq. (9.86). To avoid this
issue, we can introduce scalar functions �k.�/; k D 1; 2; 3; which satisfy

����
k.�/ D r� �G.�/ in Q; (9.89)

�k.�/ D 0; on @Q: (9.90)
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Now we can define �k2 .�/; k D 1; 2; 3 such that

curl�.A.�/curl��k2 .�//

D �curl� .A.�/�k1 .�//CG.�/C r��
k.�/; in Q; (9.91)

r� � �k2 .�/ D 0; in Q; (9.92)

n � �k2 .�/ D 0; on @Q; (9.93)

from which we construct the matrix cell function �2.�/ D .�12 .�/; �
2
2 .�/; �

3
2 .�//:

It is shown [302] that u�.x; t/ is the solution to the following homogenized
Maxwell’s equations:

@2u�.x; t/
@t2

C curl.A�curl u�.x; t// D f.x; t/; in ˝ � .0; T /; (9.94)

r � u� D 0; in ˝ � .0; T /; (9.95)

n � u�.x; t/ D 0; on @˝ � .0; T /; (9.96)

u�.x; 0/ D u0.x/; @tu�.x; 0/ D u1.x/; in ˝: (9.97)

It is proved [250] that if A.�/ is symmetric and positive definite, and elements
aij .�/ are 1-periodic in �, then the problem (9.78)–(9.81) has a unique solution
u˛.x; t/ 2 L2.0; T IH.curlI˝// \ C0.0; T I .L2.˝//3/ under the assumption that
f 2 L2.0; T I .L2.˝//3/;u0 2 .H1.˝//3;u1 2 .L2.˝//3: Furthermore,

u˛.x; t/ ! u�.x; t/ in L1.0; T I .L2.˝//3/ weakly ? :

Under more regularity assumptions, Zhang et al. [302] proved that the two-scale
asymptotic expansions for problem (9.78)–(9.81):

u˛1 .x; t/ D u�.x; t/C ˛�1.�/curl u�.x; t/

and

u˛2 .x; t/ D u�.x; t/C ˛�1.�/curl u�.x; t/C ˛2�2.�/curl2 u�.x; t/

converges to u˛.x; t/ uniformly in ˛. More specifically, they proved

jju˛.x; t/�u˛k.x; t/jjL1.0;T IH.curlI˝//Cjj@t .u˛.x; t/�u˛k.x; t//jjL1.0;T I.L2.˝//3/ 	 C˛

for k D 1; 2: Here C is a constant independent of the small structure size ˛.
Finally, we like to remark that the homogenized problem (9.94)–(9.97) is

a Maxwell system with constant coefficients, and it can be solved by various
numerical methods on a relatively coarse mesh. Furthermore, the corrector functions
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�1.�/ and �2.�/ need to be solved on a unit cell only once. Hence an efficient
multiscale finite element method can be developed for Maxwell’s equations with
rapidly oscillatory coefficients. For details, see [60, 302].

9.5.1.2 Homogenization by the Periodic Unfolding Method

The periodic unfolding method was introduced by Cioranescu et al. [80] in the
abstract framework of elliptic equations, and later were extended to Maxwell’s
equations used for simulating the electromagnetic field in composite media with
spatially periodic microstructures [24, 46], from which this subsection is mainly
derived.

Consider the Maxwell’s equations posted on ˝ � .0; T /:

@D.x; t/
@t

D curl H.x; t/ � Js.x; t/; (9.98)

@B.x; t/
@t

D �curl E.x; t/; (9.99)

with initial conditions

E.x; 0/ D E0.x/; H.x; 0/ D H0.x/;

and the perfect conducting boundary condition

n � E D 0 on @˝ � .0; T /:

This system is completed by the general constitutive laws

D.x; t/ D �0�r .x/E.x; t/C
Z t

0

f	E.x/C 
E.x; t � s/gE.x; s/ds; (9.100)

B.x; t/ D �0�r.x/H.x; t/C
Z t

0

f	H .x/C 
H .x; t � s/gH.x; s/ds; (9.101)

where �0 and�0 are the permittivity and permeability of free space, �r and�r are the
relative permittivity and permeability of the media, 	E and 	H are the electric and
magnetic conductivities, �E and �H are the electric and magnetic susceptibilities,
and Js is the source current density.

Let us introduce the vector of fields

u D
�

E
H

�
2 W 1;1.0; T IH1.˝IR6//; (9.102)
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and the operator

Lu.x; t/ D
�

D.x; t/
B.x; t/

�
; (9.103)

which can be written as

Lu.x; t/ D A.x/u.x; t/C
Z t

0

fF.x/CG.x; t � s/gu.x; s/ds; (9.104)

where the 6 � 6 matrices A;F and G are defined as

A.x/ D
�
�0�r .x/I3 03

03 �0�r.x/I3

�
; F .x/ D

�
	EI3 03
03 	HI3

�
; (9.105)

G.x; t/ D
�

E.x; t/I3 03

03 
H.x; t/I3

�
: (9.106)

Here I3 and 03 denote the 3 � 3 identity and zero matrices, respectively.
Furthermore, we define the Maxwell operatorM as

Mu.x; t/ D M

�
E
H

�
D
�

curl H.x; t/
�curl E.x; t/

�
(9.107)

and the vector Js.t/ D .Js.t/; 0; 0; 0/ 2 R6: Hence we can rewrite the Maxwell’s
equations in the form

d

dt
Lu D Mu � Js.t/; in ˝ � .0; T /; (9.108)

u.x; 0/ D u0.x/; in ˝; (9.109)

n � u1.x; t/ D 0; on @˝ � .0; T /; (9.110)

where u1 D E:
Now we assume that the medium occupying the domain ˝ has periodic

microstructures, i.e., �r ; �r ; 	E; 	H ; 
E and 
H are highly oscillatory functions in
space, which lead to matrices A;F and G with spatially oscillatory coefficients. In
this case, we have to solve the following Maxwell’s equations:

d

dt
.A˛.x/u˛.x; t/C

Z t

0

fF ˛.x/CG˛.x; t � s/gu˛.x; s/ds/

D Mu˛ � Js.t/; in ˝ � .0; T /; (9.111)

u˛.x; 0/ D u0.x/; in ˝; (9.112)

n � u˛1 .x; t/ D 0; on @˝ � .0; T /; (9.113)
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where we assume that the periodic structure is characterized by an elementary
microstructure with size ˛ > 0, i.e., we assume that

A˛.x/ D A.x;
x

˛
/; F ˛.x/ D F.x;

x

˛
/; G˛.x/ D G.x;

x

˛
/:

We approximate the solution u˛ of (9.111)–(9.113) by the two-scale expansion

u˛.x; t/ D u�.x/C r�u.x; �/C � � � ; x 2 ˝; � 2 Q; (9.114)

where u� is a solution to the homogenized problem (9.115) and (9.116) shown
below, and u is the first corrector term. Recall that Q denotes the reference cell
.0; 1/3. Before we present the specific form of the homogenized problem, we have
to introduce some corrector functions first.

Let us denote H1
per .Q/ for the space of periodic functions with vanishing mean

value. By Bossavit et al. [46, p. 848], corrector functions wAk 2 H1
per .QIR2/, wk 2

W 1;1.0; T IH1
per .QIR2// and w0k 2 W 2;1.0; T IH1

per .QIR2// are solutions to the
following variational problems:

.i/

Z

Q

A.�/r�w
A
k � r�v.�/d� D �

Z

Q

A.�/ek � r�v.�/d�;

.ii/
Z

Q

fA.�/r�wk.�; t/C
Z t

0

.F .�/CG.�; t � s//r�wk.�; s/dsg � r�v.�/d�

D �
Z

Q

.F.�/CG.�; t//.ek C r�w
A
k / � r�v.�/d�;

.iii/
Z

Q

fA.�/r�w
0
k.�; t/C

Z t

0

.F .�/CG.�; t � s//r�w
0
k.�; s/dsg � r�v.�/d�

D �
Z

Q

A.�/ek � r�v.�/d�;

for all v 2 H1
per .QIR2/ and k D 1; 2; � � � ; 6: Here the vector ek is the canonical

basis of R6, and r� is the divergence operator defined as r� D .r�1 ;r�2 ;r�3/
0 2

R3	1. For a vector v D .v1; v2/0, where v1 and v2 are scalar functions, we define
r�v D .r�v1;r�v2/0 2 R6	1:

It is proved [46] that u� is the solution to the homogenized problem:

d

dt
L�u D Mu � Js � J0; in ˝ � .0; T /; (9.115)

u.x; 0/ D u0.x/; in ˝; (9.116)

n � u1.x; t/ D 0; on @˝ � .0; T /; (9.117)



280 9 Simulations of Metamaterials

where the operator L� is defined as

L�u.x; t/ D A�u.x; t/C
Z t

0

fF � CG�.t � s/gu.x; s/ds; (9.118)

where the homogenized 6 � 6 matrices A�; F � and G� are computed as follows:

A�
k D

Z

Q

A.�/fek C r�w
A
k .�/gd�; (9.119)

F �
k D

Z

Q

F.�/fek C r�w
A
k .�/gd�; (9.120)

G�
k .t/ D

Z

Q

G.�; t/fek C r�w
A
k .�/gd� C

Z

Q

A.�/r�wk.�; t/d�

C
Z

Q

Z t

0

fF.�/CG.�; t � s/gr�wk.�; s/dsd�; (9.121)

for k D 1; 2 � � � ; 6; and A�
k ; F

�
k and G�

k are the column vectors of A�; F � and G�.
The extra source term J0 in (9.115) is given by

J 0k .x; t/ D u0k.x/
d

dt
f
Z

Q

.Ar�w
0
k.t/C

Z t

0

.F CG.t � s//r�w
0
k.s/ds/d�g; (9.122)

for kD 1; 2; � � � ; 6: Here u0k.x/ are components of the decomposition u0.x/ D
u0k.x/ek .

Similarly, by considering the decomposition u�.x; t/D u�
k.x; t/ek , we can obtain

the corrector u 2 W 2;1.0; T IH1
per .QIR2// as

u.x; �; t/ D wAk .�/u
�
k .x; t/C

Z t

0

wk.�; t � s/u�
k.x; s/ds C w0k.�; t/u

0
k.x/; (9.123)

or in matrix form:

u.x; �; t/ D wA.�/u�.x; t/C
Z t

0

w.�; t � s/u�.x; s/ds C w0.�; t/u0.x/;

where wA 2 R2	6 with columns wAk ; k D 1; 2; � � � ; 6. Similarly, w0 and w 2 R2	6.
By solving corrector variational problems and the homogenized prob-

lem (9.115)–(9.117) using finite element methods on a regular mesh, we can obtain
a quite accurate numerical solution to the original rapidly oscillatory coefficient
problem (9.111)–(9.113).
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9.5.2 A Posteriori Error Estimator

Due to the pioneering work of Babuska and Rheinboldt in the late 1970s [16], the
adaptive finite element method has been well developed as evidenced by the vast
literature in this area (cf. review papers [32, 64, 111, 126, 227], books [4, 20, 21,
252, 287, 297], and references cited therein). One important task in adaptive finite
element method is to develop a robust and effective a posteriori error estimator,
which can be used to guide where to refine or coarsen the mesh and/or how to choose
the proper orders of the basis functions in different regions. As we mentioned in
Sect. 6.1, though the study of a posteriori error estimator for elliptic, parabolic and
second order hyperbolic problems seems mature, publications on a posteriori error
estimator for Maxwell’s equations are quite limited and are almost exclusively for
the lowest-order edge element used for the model problem:

r � .˛r � u/C ˇu D f in ˝ 
 R3; and n � u D 0 on �: (9.124)

In 2009, Li [182] initiated analysis of a posteriori error estimator for time-
dependent Maxwell’s equations when cold plasma is involved. However, results of
[182] are only for a semi-discrete scheme (cf. Sect. 6.3). Much more work is needed
for edge elements with applications to Maxwell’s equations when complex media
such as metamaterials are involved.

Another area worth exploring is the hp-adaptive method [17,97,98,255] by vary-
ing both the mesh sizes and the orders of the basis functions. It is known that some
pioneering works on hp methods have been initiated for time-harmonic Maxwell’s
equations (e.g., [3,97,98,273] and references cited therein). Extending them to time-
domain Maxwell’s equations involving metamaterials would be interesting but very
challenging. Even for the free space case, the application of hp H.curl/ conforming
finite element method to time-domain computational electromagnetics remain in its
infancy [176, p. 295]. Furthermore, from a theoretical point of view, the hp finite
element analysis for Maxwell’s equations has just started (e.g. [91, p. 578] and
[238]).

9.5.3 Concluding Remarks

The amount of literature and topics on metamaterials are so vast that our bib-
liography is by no means exhaustive. For example, there are increasingly more
works on acoustic and elastic metamaterials, and acoustic and elastic cloaking
(e.g.,[143, 214, 229, 233]). We decided to skip these subjects, since the underlying
equations are totally different from the time-domain Maxwell’s equations we
focused on. Interested readers can refer to a very recent book edited by Craster
and Guenneau [93], which is dedicated to this subject. We hope that the selected
entries provide readers with a way to examine the covered topics more deeply.
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Due to our limited experience in applications of metamaterials, we feel very sorry
for missing any engineering and physics references. Readers can consult those
published metamaterial books mentioned in Chap. 1.

Even from a mathematical modeling and scientific computing viewpoint, our
book provides only an introduction to modeling wave propagation in metamaterials
by using the so-called time-domain finite element methods. More robust and
efficient numerical methods should be investigated in the future. To inspire more
computational scientists (especially young researchers) to enter into this exciting
area, below we summarize a list of interesting topics (at least to us) to be explored:

1. Well-postedness and regularity Though we investigated the well-postedness of
some Maxwell’s equations resulting from those popular metamaterial models,
there are other models we haven’t looked into yet. An important and challeng-
ing issue is how regular the solutions can be, since singularities can be caused
by many things such as non-trivial physical domains, discontinuous material
coefficients, and non-smooth source terms. Even for Maxwell’s equations in
free space, the analysis is quite involved (e.g., [89, 90]).

2. Mass-lumping For time-dependent large-scale simulations, it seems that
explicit schemes such as leap-frog types are quite popular. However, inverting
a mass matrix makes the algorithm not fully explicit. One way to overcome
this issue is the so-called mass-lumping technique, which approximates the
mass matrix by a diagonal matrix to speed up the simulation. Though some
strategies have been proposed [86, 87, 108, 121], some issues remain to be
resolved such as how to do mass-lumping for high-order edge elements, how to
do mass-lumping on hybrid grids, and how mass-lumping affects the accuracy
and dispersion error etc.

3. Dispersion and dissipation analysis The dispersive and dissipative errors play a
very important role in wave propagation modeling. Though dispersion analysis
has been carried out for Maxwell’s equations in free space [87, 218, 279] and
in dispersive media [25], no such analysis has been carried out for Maxwell’s
equations in metamaterials.

4. Multiscale techniques Since metamaterials are composites of periodic
microstructures, it would be beneficial to develop some numerical methods
coupled with multiscale techniques [105, 110, 293]. Some homogenization
works on metamaterials have been carried out (e.g. [27, 47, 165, 231]), and
much more work is needed in this direction.

5. Nonconforming elements Recent works [52, 103, 150, 242] show that it is pos-
sible to design convergent nonconforming finite element methods for solving
time-harmonic Maxwell equations. Some comparisons with edge elements
would be great, and applications of those nonconforming elements should
be carried out to see if they can correctly simulate the wave propagation
phenomena in metamaterials.

6. Fast solvers To improve the efficiency and robustness of linear system solvers,
multigrid methods [136, 300] and domain decomposition methods [280] have
been intensively investigated over the past three decades. Though there are
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many publications on these subjects for edge elements used for time-harmonic
Maxwell’s equations (e.g. [5, 12, 129, 144, 146, 149, 281, 307]), very few
papers exist for metamaterial Maxwell’s equations. Recently, the so-called
sweeping preconditioners proposed in [283] seem very efficient in solving time-
harmonic Maxwell’s equations with edge elements. Their numerical results
with unstructured meshes (including a cloaking example) have demonstrated
O.N/ complexity in 2-D and O.N logN/ complexity in 3-D. It would be
interesting to see how this algorithm performs for high order edge elements
and time dependent problems.

7. A posteriori error estimation A posteriori error estimation plays a very impor-
tant role in adaptive finite element methods. There is a huge amount of literature
on a posteriori error estimation (cf. [4,20,21,252,287,297] and references cited
therein). As we mentioned in Chap. 6, there are no more than 20 papers on a
posteriori error estimation based on edge elements for Maxwell’s equations.
Additionally, most works are mainly on the lowest-order edge elements and
just for Maxwell’s equations in free space. Hence there is a great opportunity
to obtain many interesting results for metamaterial models.

8. Superconvergence As mentioned in Chap. 5, many interesting results have been
obtained for standard equations such as elliptic, parabolic and the second-
order hyperbolic types (cf. [67, 201, 289]). But superconvergence results on
edge elements for solving Maxwell’s equations (especially when metamaterials
are involved) are quite limited. So far, superconvergence has been proved and
demonstrated for bilinear or trilinear edge elements [153, 198, 202, 215], and
the lowest-order triangular edge elements formed as pairs of parallelograms
[154]. It is still unknown wheather superconvergence exists for tetrahedral edge
elements, or even higher-order triangular edge elements.

9. Hp-adaptivity The hp-adaptive finite element method can be thought as the
most desirable method in that the mesh size and basis function order can be
automatically adapted during a computer simulation. In this sense, adaptive DG
methods can be put into the hp method family. It is known that the realization
of an efficient hp method is very challenging. As we mentioned in Sect. 9.5.2,
the hp finite element analysis and application for time-dependent Maxwell’s
equations still has many issues to be resolved.

10. Frequency-domain analysis In the book, we mainly focused on time-domain
simulation of Maxwell’s equations in metamaterials. It would be interesting
to consider the metamaterial simulation in frequency-domain. Though many
applications of frequency-domain finite element (FEFD) methods have been
carried out by engineers, numerical analysis of FEFD methods seems quite
limited (cf. Fernandes and Raffetto’s works [117–119], and Bonnet-Ben Dhia
et al. [43,44]). Further exploration in this direction should be done in the future.
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64. Carstensen, C., Eigel, M., Löbhard, C., Hoppe, R.H.W.: A review of unified a posteriori finite

element error control. IMA Preprint Series # 2338, University of Minnesota, Oct. 2010
65. Chen, Z.: Finite Element Methods and Their Applications. Springer, Berlin (2005)
66. Chen, H., Chen, M.: Flipping photons backward: reversed Cherenkov radiation.

Materialstoday 14, 34–41 (2011)
67. Chen, C.M., Huang, Y.: High Accuracy Theory of Finite Element Methods (in Chinese).

Hunan Science Press, China (1995)
68. Chen, Q., Monk, P.: Introduction to applications of numerical analysis in time domain

computational electromagnetism. In: Blowey, J., Jensen, M. (eds.) Frontiers in Numerical
Analysis – Durham 2010, pp. 149–225. Springer, Berlin (2012)



288 References

69. Chen, Z., Wu, H.: An adaptive finite element method with perfectly matched layers for the
wave scattering by periodic structures. SIAM J. Numer. Anal. 41, 799–826 (2003)

70. Chen, M.-H., Cockburn, B., Reitich, F.: High-order RKDG methods for computational
electromagnetics. J. Sci. Comput. 22, 205–226 (2005)

71. Chen, X., Wu, B.-I., Kong, J.-A., Grzegorezyk, T.: Retrieval of the effective constitutive
parameters of bianisotropic metamaterials. Phys. Rev. E 71, 046610 (2005)

72. Chen, J., Xu, Y., Zou, J.: Convergence analysis of an adaptive edge element method for
Maxwell’s equations. Appl. Numer. Math. 59, 2950–2969 (2009)

73. Chen, H., Chan, C.T., Sheng, P.: Transformation optics and metamaterials. Nat. Mater. 9,
387–396 (2010)

74. Chew, W.C., Weedon, W.H.: A 3D perfectly matched medium from modified Maxwell’s
equations with stretched coordinates. Microw. Opt. Technol. Lett. 7, 599–604 (1994).

75. Christiansen, S.H.: Foundations of finite element methods for wave equations of Maxwell
type. In: Quak, E., Soomere, T. (eds.) Applied Wave Mathematics, pp. 335–393. Springer,
Berlin (2009)

76. Chung, E.T., Engquist, B.: Convergene analysis of fully discrete finite volume methods for
Maxwell’s equations in nonhomogenous media. SIAM J. Numer. Anal. 43, 303–317 (2005)

77. Chung, E.T., Du, Q., Zou, J.: Convergence analysis on a finite volume method for Maxwell’s
equations in non-homogeneous media. SIAM J. Numer. Anal. 41, 37–63 (2003)

78. Ciarlet, P.G.: The Finite Element Method for Elliptic Problems. North-Holland, Amsterdam
(1978)

79. Ciarlet, P. Jr., Zou, J.: Fully discrete finite element approaches for time-dependent Maxwell’s
equations. Numer. Math. 82, 193–219 (1999)

80. Cioranescu, D., Damlamian, A., Griso, G.: Periodic unfolding and homogenization, C. R.
Math. Acad. Sci. Paris 335, 99–104 (2002)

81. Cioranescu, D., Donato, P.: An Introduction to Homogenization. Oxford University Press,
Oxford (1999)

82. Cochez-Dhondt, S., Nicaise, S.: Robust a posteriori error estimation for the Maxwell
equations. Comput. Methods Appl. Mech. Eng. 196, 2583–2595 (2007)

83. Cockburn, B., Karniadakis, G.E., Shu, C.-W.: The development of discontinuous Galerkin
methods. In: Cockburn, B., Karniadakis, G.E., Shu, C.-W. (eds.) Discontinuous Galerkin
Methods: Theory, Computation and Applications, pp. 3–50. Springer, Berlin (2000)

84. Cockburn, B., Li, F., Shu, C.-W.: Locally divergence-free discontinuous Galerkin methods
for the Maxwell equations. J. Comput. Phys. 194, 588–610 (2004)

85. Cohen, G.C.: Higher-Order Numerical Methods for Transient Wave Equations. Springer,
Berlin (2001)

86. Cohen, G.C., Monk, P.: Gauss point mass lumping schemes for Maxwell’s equations. Numer.
Methods Partial Diff. Equ. 14, 63–88 (1998)
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Elliptic problem, 40
Embedding theorem, 30, 61
Energy, 137
Energy flow, 245
Evanescent waves, 232
Existence and uniqueness, 85, 121

Faraday’s law, 13
FDTD method, 17
Finite element method, 17
Finite element programming, 43
Finite volume method, 17
Fishnet structure, 7
Floquet periodic condition, 270
Form invariant, 251
Frequency domain, 257

Galerkin orthogonality relation, 40
Gauss’ law, 86
Gaussian quadrature, 47
Global interpolant, 36

Green’s formula, 40
Gronwall inequality, 91, 140
Group velocity, 3

H.curl/ interpolation, 76
H.curl/ interpolation error, 78
H.divI˝/ interpolation, 59
Hilbert space, 27, 31, 39
Homogenization, 272
Homogenized equation, 276, 279
Hp-adaptive method, 214, 281
Hybrid mesh, 248

Impedance matching condition, 218, 226
Incident wave, 247
Infrared and visible regime, 270
Inner product, 27, 31
Integral identity, 91
Integro-differential equation, 129
Interpolation error estimate, 37, 38, 59,

75
Invariance, 71
Inverse estimate, 98, 131
Invertible, 89
Invisibility cloaks, 250

Jacobi matrix, 46

Lagrange interpolation, 36, 142
Laplace transform, 85, 108, 129
Lax-Milgram lemma, 39, 109, 130
LC circuit, 12
Leap-frog scheme, 96, 119, 263
Lebesgue measure, 26
Left-handed materials, 1
L2-error estimate, 42
Levi-Civita symbol, 252
Lifting operator, 187
Linear dispersive media, 128
Lin’s Integral Identity technique, 151
Lipschitz boundary, 30
Lipschitz continuous, 30
Lipschitz polyhedra, 174
Local error indicator, 177, 188
Local interpolant, 35
Locally integrable function, 28
Lorentz medium, 234
Lorentz model, 15, 116
Lossy medium, 224
Lower bound, 181, 191
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Mass matrix, 96, 201
Mass-lumping technique, 96
Matrix norm, 36
Maxwell relation, 2
Measurable function, 26
Mesh generation, 43, 196
Metamaterial slab, 246
Method of moments, 17
Micro-structures, 270
Mixing formula, 273
Multigrid method, 203
Multiscale asympototic method, 274
Multiscale phenomena, 243

Nédélec cubic element, 87
Nédélec tetrahedral element, 87
Nanosecond, 265
Nanotechnology, 266
Navier-Stokes equations, 140
Negative refractive index, 2, 4, 247
Nodal DG method, 213
Non-conforming element, 33
Non-conforming mesh, 32
Non-dimensionalization, 141
Non-Maxwellian, 222
Non-singular matrix, 36, 89
Numerical flux, 142

Optimal error estimate, 91, 103, 113, 125, 136
Orthogonal decomposition, 175
Oscillatory coefficients, 274, 278

Parallelogram mesh, 168
Particle detection, 13
P1 element, 22
P2 element, 22
Penalty function, 187
Perfect conducting boundary, 84
Perfect lens, 2, 248
Perfectly matched layer (PML), 215
Periodic microstructure, 274
Periodic unfolding method, 273
Permeability, 1
Permittivity, 1
Permutation, 252
Phase velocity, 3
Photovoltaic effect, 265
Picosecond, 265
Plane wave, 257, 265
Plasma frequency, 269
PML in spherical coordinates, 221

PML model, 241
Pointwise errors, 51
Polar coordinate, 253, 260
Polarization current density, 129
Polynomial spaces, 20, 80
Post-processing, 184, 205
Posteriori error estimator, 173
Poynting vector, 4
Preconditioner method, 203

Q1 element, 24, 49
Quasi-uniform mesh, 132

Raviart-Thomas-Nédélec cubic elements, 152
Raviart-Thomas-Nédélec rectangular elements,

161
Recovered operator, 185
Rectangular mesh, 43
Recursive formula, 133
Reference element, 36
Reference rectangle, 45
Reflection coefficient, 270
Refocusing property, 5, 248
Refractive index, 2
Regular mesh, 38
Regularity assumption, 91
Relative permeability, 257
Relative permittivity, 257
Residual-based, 174
Rotated Q1 element, 33
Rotation matrix, 256
Runge-Kutta method, 143

Second family of Nédélec element, 188
Shape functions, 24, 45
Simply-connected domain, 174
Snell’s law, 2, 248
Sobolev space, 27
Solar cell, 265
Sorting technique, 197
Space H.curlI˝/, 31
Space H.divI˝/, 31
Space H˛.curlI˝/, 32
Space Lp.0; T IX/, 30
Space W k;p.0; T IX/, 31
Space W k;p.˝/, 28
Spectral method, 17
Speed of light, 3, 98
Split PML, 222
Split ring resonators (SRR), 5
Square cloak, 255, 258
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Stability analysis, 110
Stability estimate, 84
Stokes’ formula, 92, 162
Stretched coordinate approach, 220
Stretching parameter, 216, 224, 232
Subwavelength antenna, 10
Subwavelength imaging, 8
Superclose result, 153
Superconvergence at element centers, 164, 213
Superconvergence at parallelogram centers,

169
Superconvergence interpolation, 158
Superconvergence phenomenon, 151
Surface gradient, 77
Surface plasmon resonance, 12
Surjective, 70
Symmetric hyperbolic system, 242

Tangential jump, 130
Tangential vector transformation, 69
Thin-film, 266
Thin-film sensors, 12
Time harmonic Maxwell’s equations, 250, 268
Time step constraint, 98, 124
Trace estimate, 131
Transformation, 69
Transformation matrix, 255
Transformation optics, 250, 253

Transverse magnetic model, 143, 243, 245
Two-scale asymptotic expansion, 274
Two-scale convergence method, 273

Unconditional stability, 135
Unconditionally stable, 89
Uniaxial PML, 222
Unisolvent, 21, 57
Unit cell, 273
Upper bound, 177, 189
Upwind flux, 142

Variational problem, 39
Vector wave equation, 268

Wave front, 243
Wave number, 257
Weak derivative, 28
Weak formulation, 107, 199
Weighted-norm technique, 42
Well-posedness, 108
Whitney element, 83
Wilson element, 34

Zienkiewicz-Zhu estimator, 184
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